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Abstract
Recent large-scale Byzantine-Fault-Tolerant (BFT) algo-
rithms provide scalability at a low cost by exploiting a secure
Random Peer Sampling (RPS) service: a service that pro-
vides a stream of random network nodes where no attacking
entity can become over-represented. Unfortunately, produc-
ing good peer samples untainted by Byzantine behavior in
a large-scale network is particularly difficult, with existing
solutions unable to withstand aggressive attacks. In this paper,
we propose a novel RPS algorithm, BASALT, that implements
what we have termed a stubborn chaotic search over node IDs
to counter attackers’ attempts at becoming over-represented.
Our evaluation based on a theoretical analysis, Monte Carlo
simulations, and experiments on a live cryptocurrency net-
work shows that BASALT delivers close-to-optimal protection
against malicious behaviors and outperforms state-of-the-art
solutions by a wide margin.

CCS Concepts: • Software and its engineering → Dis-
tributed systems organizing principles; Peer-to-peer ar-
chitectures; • Theory of computation→ Distributed algo-
rithms; • Computer systems organization→ Dependable
and fault-tolerant systems and networks.

Keywords: Gossip, Peer Sampling, Distributed System,
Byzantine tolerance, Eclipse Attacks
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1 Introduction
Byzantine-Fault-Tolerant distributed systems, such as cryp-
tocurrencies [27] and smart contract platforms [2], can resist
attacks from malicious participants (called Byzantine nodes),
making it extremely difficult for an attacker to mislead honest
participants. Guaranteeing this property in large networks is,
however, particularly challenging due to the limited knowl-
edge that each node can have of the rest of the system.

To address this challenge, epidemic Byzantine-Fault-
Tolerant algorithms [18, 19, 30] exploit stochastic peer-to-
peer exchanges [16, 23] to sample small sets of random peers
repeatedly. They then use these samples to estimate the overall
system state and ensure coordination and agreement between
correct (i.e., non-Byzantine) nodes with high probability, de-
spite malicious attacks by Byzantine nodes.

Epidemic BFT approaches critically depend on the avail-
ability of good network samples that contain as few Byzantine
nodes as possible. Providing such samples is the role of a so-
called Byzantine-tolerant, or secure, random peer sampling
(RPS) service. When such a service is available, these algo-
rithms have the potential to yield much higher throughput
than PoW systems at a fraction of the cost [30].

Unfortunately, classical RPS algorithms [5, 21, 28, 33, 34]
are not resilient to malicious behavior: Byzantine nodes
can easily disrupt their execution by flooding honest nodes
with the Byzantine identifiers present in the system. Left
unchecked, this strategy has the potential to isolate honest
nodes in a so-called Eclipse attack [20, 31] (i.e., an attack
in which attackers completely isolate an honest node from
other honest nodes by monopolizing all its in- and out-coming
connections), or, even worse, to partition the system.

Current deployments of epidemic BFT algorithms, such
as the AVA cryptocurrency platform [1], therefore rely on
a Proof-of-Stake mechanism [17] to ensure that nodes are
sampled in a secure way, i.e., that the cost for an attacker of
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biasing samples in their favor is very high. Proof-of-Stake has,
however, several known limitations [36]. In essence, Proof-of-
Stake couples system membership with the economic invest-
ments of participants (in the form of token staking). We argue
that such an abstraction is too restrictive and, in fact, not re-
quired. Particularly in the case of epidemic BFT algorithms,
we show that the required Byzantine-tolerant random peer
sampling service can be implemented more directly without
resorting to Proof-of-Stake to ensure security.

In this paper, we revisit the problem of secure peer
sampling in large-scale decentralized systems and propose
BASALT, a novel Byzantine-tolerant random peer sampling
algorithm. BASALT is specifically designed to resist Eclipse
attacks and exhibits a significant improvement over state-of-
the-art solutions such as Brahms [11] and SPS [22].

Similarly to Brahms [11], BASALT exploits what we have
termed a stubborn chaotic search, a greedy epidemic proce-
dure [35] towards random nodes that are implicitly defined
using min-wise independent permutations [13] in a way that
makes it extremely hard for malicious nodes to manipulate
the decisions of correct ones. A stubborn chaotic search needs
to be fed a regular stream of candidate nodes and produces
a uniform sampling of the nodes seen so far. To produce
these candidates, Brahms maintains a separate dynamic view
that is periodically updated using epidemic push and pull
exchanges with other nodes. Crucially, however, in Brahms
this separate view receives only limited feedback from the
chaotic search: node IDs flow primarily from the candidate
view to the chaotic search (whose result is stored in entities
called samplers in Brahms). Surprisingly, this apparently an-
odyne separation turns out to weaken substantially Brahms’
robustness.

Building on this insight, BASALT eliminates this separate
view and uses the current state of the chaotic search (i.e.,
the nodes seen so far whose IDs best match the current ran-
dom hash functions) to drive the epidemic dissemination of
node IDs. This design choice has a far-reaching impact on
BASALT’s performance and robustness, as our theoretical
analysis and experimental evaluation show.

In the following, we comprehensively analyze BASALT
and show that BASALT provides samples in which the pro-
portion of malicious nodes is getting closer to its theoretical
optimum. We complement our theoretical model with Monte
Carlo simulations that confirm our analysis and demonstrate
BASALT’s advantage over the state-of-the art. Finally, we
demonstrate the feasibility and concrete benefits of our tech-
nique by deploying a random peer sampling service derived
from BASALT within a live cryptocurrency network [1, 30].

2 The BASALT approach
A random peer sampling (RPS) service [21, 33, 35] is a dis-
tributed algorithm that produces a random stream (𝑝𝑖 )𝑖≥0 of
node identifiers, drawn uniformly from all nodes present in

the network. RPS algorithms are designed to execute in large-
scale peer-to-peer systems and typically assume that individ-
ual nodes only have a partial knowledge of other nodes in the
system. (The node identifiers that a given node 𝑝 knows at
some point are usually called 𝑝’s view in this context.) RPS
algorithms are typically implemented using periodic stochas-
tic exchanges of views between peers, an approach known as
gossiping.

By default, traditional RPS algorithms usually tolerate
churn (the continuous coming and leaving of nodes into and
from a system) and crashes but often collapse when faced
with malicious behavior. By contrast, a secure random peer
sampling service is faced with the double task of (i) ensuring
the largest possible diversity of peers in the stream (𝑝𝑖 )𝑖≥0,
while (ii) limiting as much as possible the appearance of
malicious nodes [7, 11, 22].

2.1 System Model
We assume a very large system composed of message-passing
nodes that can either be honest (a.k.a. correct) or malicious
(a.k.a. Byzantine). Byzantine nodes may deviate arbitrarily
from the prescribed protocol to manipulate the decisions taken
by correct nodes, for instance, to isolate correct nodes or to
increase malicious nodes’ representation in the peer sampler’s
output. We also assume Byzantine nodes may collude with
one another. In particular, we assume a given Byzantine node
knows all other Byzantine nodes and can use their identifiers
in the messages it generates. We write𝑄 the number of correct
nodes in the system.

We consider a complete communication network where
any node 𝑝 can send a message to any other node 𝑞 as soon
as 𝑝 knows 𝑞’s identity (which is essentially what the Inter-
net and the TCP/IP protocol stack provides). We assume a
weak form of synchrony, ensuring that some fraction of the
messages sent to a node by other non-malicious nodes arrive
within a certain delay. Byzantine nodes may collude (share
information, coordinate their behaviors) and may send arbi-
trary messages to an arbitrarily large number of correct nodes
per time unit. They cannot, however, completely block the
communication between two correct nodes or read the local
memory of correct nodes.

We assume each node possesses a unique identifier. We will
use the same notation to refer to a node and to its identifier.
For simplicity’s sake, we also assume that communication
channels are reliable. Let us remark that unreliable commu-
nication channels with a given probability of failure (but not
controlled by the attacker) would only influence our algorithm
if they impact correct nodes more than Byzantine nodes. In
this case, such channels could be modeled through what we
have called the attack force of Byzantine nodes (see below).

2.2 Brahms and SPS
Brahms [11] and SPS [22] are two existing RPS algorithms
designed to withstand Byzantine attacks. Both algorithms are
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Table 1. Parameters of the BASALT algorithm.

Environment parameters
𝑛 Number of nodes 1000, 10 000
𝑓 Fraction of Byzantine nodes 10%, 30%
𝑄 Number of correct nodes = (1 − 𝑓 )𝑛
𝐹 Attack force (described in Sec. 4) ≥ 0

Algorithm parameters
𝑣 View size 50 to 200
𝜏 Exchange interval 1 time unit
𝜌 Sampling rate (peers per time unit) ∼ 1
𝑘 Replacement count up to 𝑣/2

Brahms parameters
ℓ View and sampler vector size equal to 𝑣

𝛼, 𝛽,𝛾 Relative contribution of the push, pull, 1/3
and sampling to the view, cf. Eq. (2)

based on a classical RPS strategy [21, 33, 35], that is extended
to correct for the over-representation of malicious nodes.

More concretely, Brahms and SPS both maintain a fixed-
size view of node identifiers that is periodically updated using
epidemic pull-push exchanges: in round 𝑘 a node 𝑝 randomly
picks a set of exchange partners from its view (V𝑘

𝑝 ) to which
it sends its own view (push), or request a view (pull). 𝑝 then
constructs its new view (V𝑘+1

𝑝 ) using the identifiers obtained
through these exchanges. A classical strategy to construct
V𝑘+1

𝑝 (that is not resilient to Byzantine behavior) consists in
selecting 𝑛 identifiers among those received, often extended
by 𝑝’s previous view:

V𝑘+1
𝑝 ← rand(ℓ,V𝑘

push ∪V
𝑘
pull ∪V

𝑘
𝑝 ), (1)

where ℓ is the fixed size of the view,V𝑘
push andV𝑘

pull are the
set of identifiers obtained through push and pull exchanges
during round 𝑘, and rand(ℓ, 𝑆) randomly and uniformly se-
lects ℓ elements from a set 𝑆 .

Brahms and SPS modify the above update rule to prevent
malicious nodes from flooding correct nodes with Byzantine
identifiers:

SPS tries to build some statistical knowledge on node be-
havior, taking inspiration from social network analysis. Nodes
that exhibit extreme indegree values are suspected and black-
listed. To detect extreme indegree values, nodes gather sta-
tistics on the identifiers they encounter, which necessitates
some warming period. As a result, this mechanism is unable
to cope with attacks where malicious nodes send so many
messages that correct nodes do not have the time to gather
sufficient statistics to block them before becoming isolated.

Brahms maintains besides V𝑝 , a vector S𝑝 of entities
termed samplers that realize a set of min-wise independent
permutations on the stream of node IDs obtained from V𝑝 .
(The following explanation assumes for simplicity that V𝑝

and S𝑝 have the same length ℓ .)

Brahms updates V𝑝 in asynchronous rounds using push
and pull exchanges. More concretely, in each round a node 𝑝

• pushes its own ID to a fixed number of nodes selected
randomly from its current viewV𝑝 ;
• pulls the viewV𝑞 from another fixed number of random

nodes fromV𝑝 ;
• collects the IDs obtained from push exchanges in a set
Vpush;
• collects the views pulled through pull exchanges in a

setVpull.
• The view of the next round is obtained by combin-

ing a random selection of Vpush, Vpull, and S𝑝 . More
concretely, Brahms balances the relative contribution
of pushes and pulls by sampling the sets V𝑘

push and

V𝑘
pull independently when constructing V𝑘+1

𝑝 . It also
re-injects earlier samples to limit the risk of isolation,
i.e.

V𝑘+1
𝑝 ←


rand(𝛼ℓ,V𝑘

push) ∪
rand(𝛽ℓ,V𝑘

pull) ∪
rand(𝛾ℓ,S𝑘𝑝 ),

(2)

where 𝑋𝑥
𝑝 for 𝑥 ∈ {𝑘, 𝑘 + 1} is the value of the variable

𝑋𝑝 at the round 𝑥 , and 𝛼 , 𝛽 and 𝛾 are parameters of the
protocol, such that 𝛼, 𝛽,𝛾 ∈ [0, 1] and 𝛼 + 𝛽 + 𝛾 = 1.
• Finally the node IDs contained inV𝑘

push andV𝑘
pull are

fed to the samplers of S𝑝 to implement a random
chaotic search using min-wise independent permuta-
tions.

Brahms further assumes that Byzantine nodes can only
send a limited number of push messages per time unit and
blocks the view update if a peer receives more than a certain
number of push messages during a given time slot.

2.3 The BASALT algorithm
BASALT takes inspiration from Brahms in that it also uses
min-wise independent permutations based on random rank-
ing functions to implement what we have termed a stubborn
chaotic search. BASALT, however, completely eliminates the
gossip viewV𝑝 of Brahms and uses the current state of the
stubborn chaotic search to drive gossip pull/push exchanges
and ensure the discovery of new node identifiers. This design
choice considerably limits the nuisance power of Byzantine
nodes and allows BASALT to remove any limits on the com-
munication power of Byzantine nodes, which are allowed
in our model to trigger exchanges much more often than
correct nodes through the attack power parameter. Table 1
shows an overview of the parameters of our algorithm and
its environment (the Algorithm parameters are known to the
participants, while the Environment parameters are not). Al-
gorithm 1 shows its pseudocode. For the sake of clarity, in
the following, we use the generic term node to refer to proto-
col participants, but we use the term peer to refer to a node’s
(potential) neighbor.
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BASALT nodes implicitly identify a dynamic target random
graph by defining target neighbors using a set of random rank-
ing functions. Then, each node greedily attempts to converge
towards this implicit definition by repeatedly exchanging
neighbor lists with other peers, discovering at each step peers
that better match its ranking functions.

Identifying neighbors through ranking functions. Each
node maintains a view, view[·], composed of 𝑣 slots. For
each slot, 𝑖 ∈ {1, . . . , 𝑣}, a random seed seed[𝑖] defines a
corresponding random ranking function, rankseed[𝑖](·) (line 5
of Alg. 1, and Fig. 1). A node’s 𝑖-th out-neighbor in the target
graph is the (correct or malicious) node 𝑝 that minimizes
rankseed[𝑖](𝑝). (As a simplifying shortcut, we will say that 𝑝 is
closest to seed[𝑖], or best matches seed[𝑖].) The remainder of
the algorithm uses stochastic exchanges of node identifiers to
search for this 𝑖-th out-neighbor. We call this search chaotic
as it is driven by stochastic exchanges, and stubborn because
the choice of the seed seed[𝑖] by a correct node cannot be
influenced by Byzantine nodes.

This “target” neighbor is not known by the local node,
which instead stores in view[𝑖] the identifier that has so far
produced the smallest value of rankseed[𝑖](view[𝑖]) amongst
those seen since selecting seed[𝑖]. At startup, each node se-
lects the best matching peers, view[𝑖], from a set of bootstrap
peers (line 6).1 Nodes then periodically exchange the current
contents of their views (lines 7-9) to discover new peers that
can serve as better matches for the slots in their views. Specif-
ically, every 𝜏 time units (exchange interval), each correct
node selects a random peer from its view and sends it a pull
request (line 8) to which the recipient, if correct, replies by
sending the contents of its current view (line 11). Then, the
node selects another peer from its view and sends it a push
message containing its current view (line 9). On receiving the
reply to its pull request, or a push message sent at line 9, a
node greedily updates any slot view[𝑖] that can be brought
closer to its corresponding seed using one of the received
identifiers (lines 20-23, where𝑚 at line 20 is the size of the
sample passed to the function updateSample). The peer to
which a push message was sent does the same on its side.

We implement rankseed[𝑖](·) using a uniform hash function
ℎ rankseed[𝑖](𝑝) = ℎ(⟨seed[𝑖], 𝑝⟩) (where angle brackets repre-
sent a tuple). Using a hash function effectively implements
a random permutation over node identifiers and realizes a
uniform sampling of these identifiers.

Making the graph dynamic. To continuously generate
fresh samples, nodes periodically return 𝑘 identifiers from
their view to the application and then reset the correspond-
ing seeds to random values (lines 14-18), before updating the
associated view entries view[𝑟 ], to the identifiers from the
current view that best match the new seeds (line 19). These

1See Sec. 3.3.1 for a discussion of the influence of this bootstrap.

view of node 𝑝 (𝑣 slots)

𝑛𝑖

𝑠𝑖

round-robin seed replacement strategy

𝑛𝑖 selected to
minimize rank𝑠𝑖 (𝑛𝑖 )

view[·]
seed[·]

𝑛1

𝑠1

. . .

. . .

. . .

. . .

𝑛𝑣

𝑠𝑣

Figure 1. The neighbor selection mechanism of BASALT

Algorithm 1: The BASALT algorithm
1 algorithm parameters
2 see Table 1

3 initialization
4 for 𝑖 ∈ 1, . . . , 𝑣 do
5 seed[𝑖]←rand_seed(); view[𝑖]← ⊥
6 𝑟 ← 1; updateSample(bootstrap_peers)

7 every 𝜏 time units
8 𝑝 ←selectPeer(); Send ⟨PULL⟩ to 𝑝

9 𝑞 ←selectPeer(); Send ⟨PUSH, view[·]⟩ to 𝑞

10 on receive ⟨PULL⟩ from 𝑝

11 Send ⟨PUSH, view[·]⟩ to 𝑝

12 on receive ⟨PUSH, [𝑝1, . . . , 𝑝𝑣]⟩ from 𝑝

13 updateSample([𝑝1, . . . , 𝑝𝑣, 𝑝])

14 every 𝑘/𝜌 time units
15 repeat 𝑘 times
16 𝑟 ← (𝑟 mod 𝑣) + 1
17 Sample view[𝑟 ]
18 seed[𝑟 ]←rand_seed()
19 updateSample(view[·])

20 function updateSample([𝑝1, . . . , 𝑝𝑚])
21 for 𝑖 ∈ 1, . . . , 𝑣 and 𝑝 ∈ [𝑝1, . . . , 𝑝𝑚] do
22 if view[𝑖] = ⊥ or

rankseed[𝑖](𝑝) < rankseed[𝑖](view[𝑖]) then
23 view[𝑖]← 𝑝;

24 function selectPeer()
25 𝑖 ← random value from [1..𝑣]
26 return view[𝑖]

𝑘 slots are selected in a round-robin fashion every 𝑘/𝜌 time
units, yielding 𝜌 random samples per time unit on average.

Parameter 𝜌 controls the number of random samples per
time unit, and so the number of slots whose seeds are re-
freshed at each time unit. With a view size of 𝑣 , each slot is
refreshed on average every 𝑣/𝜌 time units. The value of 𝑣/𝜌
must be large enough with respect to the exchange interval,
𝜏 , so that the view slots can converge before being refreshed.
Parameter 𝑘 controls, on the other hand, the number of slots
that are reset simultaneously. A large value of 𝑘 causes the
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Table 2. Theoretical model variables used in Section 3

𝑡 Time
𝑐(𝑡 ) Number of correct node identifiers seen 0 ≤ 𝑐(𝑡 ) ≤ 𝑄

𝑏(𝑡 ) Number of malicious node identifiers seen 0 ≤ 𝑏(𝑡 ) ≤ 𝑓 𝑛

𝐵(𝑡 ) Probability of sampling a Byzantine node = 𝑏(𝑡 )
𝑏(𝑡 )+𝑐(𝑡 )

algorithm to explore many slots in parallel, thereby obtain-
ing more diverse samples that help the 𝑘 slots converge faster
together. A small value of 𝑘 (e.g. 𝑘 = 1), instead, causes the ex-
ploration to occur with most slots in a quasi-converged state,
limiting the population of candidates considered to optimize
a node’s view. We return to the impact of these parameters in
our evaluation.

3 Theoretical Analysis
We now use a theoretical continuous model to estimate the
value of 𝐵(𝑡 ), the probability at a time 𝑡 that a given slot of
a correct process contains a Byzantine peer identifier, as a
function of 𝑓 , the fraction of Byzantine nodes in the network
(see Table 2 for an overview of the variables we will use for
our analysis).

3.1 Parameters and Assumptions
Scenario parameters. In order to derive a continuous

model of BASALT’s behavior, we consider a theoretically
perfectly uniform hashing function, i.e., a hash function that
ensures that the hash values of nodes controlled by the at-
tacker have the same variety as those of correct nodes. We
note 𝑛 the total number of network nodes (i.e., the network
size). The product 𝑓 𝑛 denotes the number of Byzantine nodes,
and 𝑄 = (1 − 𝑓 )𝑛 denotes the number of correct nodes.

Assumptions. BASALT employs a simple hash function
rankseed[𝑖](𝑝) = ℎ(⟨seed[𝑖], 𝑝⟩) to rank potential neighbors. To
approximate the system’s behavior, we will reason using the
mean values of 𝑐(𝑡 ), the number of correct identifiers consid-
ered by a node for a slot, over all nodes and slots. We will
assume that the values of individual nodes tend to concentrate
around their means in practice with high probability, as is
usually the case in such stochastic systems.

3.2 Deriving 𝐵(𝑡 )
Our theoretical analysis revolves around the probability 𝐵(𝑡 )
of selecting a Byzantine node in a given slot of a node 𝑝 at
time 𝑡 , for which we use the following result.

Theorem 3.1. The probability 𝐵(𝑡 ) of selecting a Byzantine
node in a given slot of a node 𝑝 at time 𝑡 is equal to

𝐵(𝑡 ) =
𝑏(𝑡 )

𝑏(𝑡 ) + 𝑐(𝑡 )
, (3)

where 𝑐(𝑡 ) is the number of correct identifiers seen at time 𝑡
by 𝑝 since the last reset of the slot, and 𝑏(𝑡 ) is the number of
Byzantine peer identifiers seen by 𝑝 over the same period.

Proof. The probability 𝐵(𝑡 ) of selecting a Byzantine node in
a given slot of a node 𝑝 at time 𝑡 depends on two sets of
identifiers: the set of correct identifiers seen at a time 𝑡 by
𝑝 on this slot since the last reset, and the set of Byzantine
identifiers seen by 𝑝 over the same period.

We define C(𝑡 ) as the set (of size 𝑐(𝑡 )) of correct node
identifiers seen by a node 𝑝 at time 𝑡 since the last reset of a
given slot. Similarly, B(𝑡 ) is the set (of size 𝑏(𝑡 )) of Byzantine
node identifiers seen by 𝑝 over the same interval.

We fix one node 𝑝 selected randomly amongst C(𝑡 ) ∪ B(𝑡 ),
and write selected(𝑝) the event that 𝑝 is selected by the rank-
ing function rank𝑆 (·):

selected(𝑝) ≡
(
𝑝 = argmin𝑞∈C∪Brank𝑆 (𝑞)

)
. (4)

With this notation we have 𝐵(𝑡 ) = Pr ( 𝑝 ∈ B | selected(𝑝) ).
Byzantine and honest nodes are indistinguishable from the

point of view of rank𝑆 (·), which means here that the events
𝑝 ∈ C(𝑡 ) and selected(𝑝) are independent. This independence
implies that

𝐵(𝑡 ) = Pr (𝑝 ∈ B(𝑡 )|selected(𝑝))

=
Pr (𝑝 ∈ B(𝑡 ) ∧ selected(𝑝))

Pr (selected(𝑝))

=
Pr (𝑝 ∈ B(𝑡 )) × Pr (selected(𝑝))

Pr (selected(𝑝))
= Pr (𝑝 ∈ B(𝑡 ))

=
|B(𝑡 )|

|C(𝑡 )|+|B(𝑡 )| =
𝑏(𝑡 )

𝑐(𝑡 ) + 𝑏(𝑡 )
. (5)

□

In this analysis, we consider the worst-case scenario in
which correct nodes have been flooded with all existing
Byzantine identifiers, and we use the following result.

Corollary 3.2. In a worst-case scenario in which correct
nodes have been flooded with all existing Byzantine identifiers,
the following holds

𝐵(𝑡 ) =
𝑏max

𝑏max + 𝑐(𝑡 )
, (6)

where 𝑏max = 𝑓 𝑛 is the total number of Byzantine identifiers.

Proof. This result directly follows from Theorem 3.1, and the
fact that 𝑓 (𝑥 ) = 𝑥

𝑎+𝑥 is increasing over ] − 𝑎, +∞[. □

3.3 Analysis of the Core Mechanism
We first analyze the risk of a node becoming isolated (i.e., of
an Eclipse attack succeeding) under this worst-case scenario
before moving on to studying the convergence properties of
BASALT assuming no node is ever isolated.



Middleware ’23, December 11–15, 2023, Bologna, Italy Alex Auvolat, Yérom-David Bromberg, Davide Frey, Djob Mvondo, and François Taïani

3.3.1 Bounding the Probability of Isolation. Isolation,
which is synonym to a successful Eclipse Attack, is essential
in our context for two reasons: first because, once isolated, an
honest node is fully at the mercy of the Byzantine nodes that
surround it (i.e., it has been eclipsed, hence the name of the at-
tack); second, because as long as an honest node retains some
connection to other honest nodes, BASALT ensures (thanks
to its stubbornness, see Section 2.3) that it might recover a
view with a balanced mix of honest and Byzantine identi-
fiers (which we analyze formally just below when discussing
non-isolated executions). Isolation occurs in two ways: when
a node joins the network, or when it replaces all correct peers
in its view with Byzantine peers.

Isolated joining node. We assume a worst-case scenario
where the unfortunate joining node receives all Byzantine
identifiers as soon as it joins. At time 𝜖 after joining, we thus
have 𝑏(𝜖) = 𝑏max and 𝑐(𝜖) = (1 − 𝑓0)𝐼 , where 𝑓0 is the fraction
of Byzantine nodes in the bootstrap sample and 𝐼 is the size of
the bootstrap sample. Since we defined 𝐵(𝑡 ) as the probability
of a given slot in the view being occupied by a Byzantine peer,
we can write the probability that a node has only Byzantine
neighbors as 𝐵(𝑡 )𝑣 .

𝐵(𝑡 )𝑣 =
(

𝑏max

𝑏max + 𝑐

)𝑣
=

(
1

1 + (1 − 𝑓0) 𝐼
𝑓 𝑛

)𝑣
(7)

We can reduce this probability exponentially by increasing
𝑣 , by increasing 𝐼 or by assuming a lower 𝑓0. For instance,
supposing 𝑓0 = 50% of malicious nodes in our bootstrap peer
list, by taking a view size of 𝑣 = 200 and a bootstrap peer list
size 25% of the number of malicious nodes in the network
(𝐼 = 1

4 𝑓 𝑛), 𝐵(𝑡 )𝑣 becomes smaller than 10−10. Supposing, for
instance, a network of size 𝑛 = 10000 with a fraction 𝑓 = 0.1
of Byzantine nodes, this only requires a bootstrap set of size
𝐼 = 250 nodes, of which only 125 are required to be correct.

Convergence to isolated state. The second way for a node
to become isolated results from resetting the seeds for the
slots that still contain correct peers to new seeds that select
Byzantine nodes. When such a reset occurs, the probability
that all of the non-reset slots are already owned by Byzantine
peers is equal to

𝐵(𝑡 )𝑣−𝑘 =
(

𝑏max

𝑏max + 𝑐(𝑡 )

)𝑣−𝑘
. (8)

To bound this quantity, let us consider the value of 𝑐(𝑡 )
at the time of a reset, depending on the value of 𝑐(𝑡 ) at the
time of the previous reset. Consider for this a single node
of the network and make the hypothesis that other network
nodes are well-converged. As we discuss in Sections 3.3.2
and 4, this implies that the fraction of Byzantine nodes in their
views approaches 𝑓 with appropriate algorithm parameters.
We write 𝑐0 the value of 𝑐(𝑡 ) at the previous reset.

This problem can be interpreted as the coupon collector’s
problem, in which correct peer identifiers play the role of
coupons, and the reception of random correct identifiers (with
replacement) that of trials. More precisely, assuming 𝑐0 cor-
rect peer identifiers are already known amongst 𝑄 , we seek
to learn ∆𝑐 new distinct correct peer identifiers. Applying
the standard analysis used to solve the coupon collector’s
problem [26], the expected number of uniformly distributed
(non-distinct) correct peer identifiers that must be received is:

(9)
𝑄

𝑄 − 𝑐0
+

𝑄

𝑄 − 𝑐0 − 1
+ · · · + 𝑄

𝑄 − 𝑐0 − ∆𝑐 + 1
The number of correct peer identifiers received between the
two resets is at least the following expression:

(10)
𝑘

𝜌

𝑣

𝜏

𝑐0

𝑓 𝑛 + 𝑐0
(1 − 𝑓 )

where 𝑘
𝜌

is the duration of the considered time slice, 𝑣 is
the number of peer identifiers exchanged at each exchange
step, 𝜏 is the time between two exchange steps, 𝑐0

𝑓 𝑛+𝑐0
is the

probability that the exchange was conducted with a correct
peer, and (1 − 𝑓 ) is the probability that each of the peers of
the returned view is correct.

We bound the value of (9) as follows:

(11)(9) ≤ ∆𝑐
𝑄

𝑄 − 𝑐0 − ∆𝑐
Moreover, we have (9) ≥ (10). Thus:

∆𝑐
𝑄

𝑄 − 𝑐0 − ∆𝑐
≥ 𝑘

𝜌

𝑣

𝜏

𝑐0

𝑓 𝑛 + 𝑐0
(1 − 𝑓 )

thus
∆𝑐𝑄𝜏𝜌(𝑓 𝑛 + 𝑐0) ≥ 𝑘𝑣𝑐0(𝑄 − 𝑐0 − ∆𝑐)(1 − 𝑓 )

thus

∆𝑐 ≥ 𝑘𝑣𝑐0(1 − 𝑓 )(𝑄 − 𝑐0)
𝑄𝜏𝜌(𝑓 𝑛 + 𝑐0) + 𝑘𝑣𝑐0(1 − 𝑓 )

. (12)

Suppose, for instance, a network of 𝑛 = 10000 nodes with
a proportion 𝑓 = 0.1 of malicious nodes, with algorithm
parameters 𝑣 = 100 and 𝑘 = 50. In this system, taking 𝜏 = 1
and 𝜌 = 1, and supposing that the node we are considering has
just joined the network and knows only of 𝑐0 = 𝑓0

1
4 𝑓 𝑛 = 125

correct node identifiers, we obtain that ∆𝑐 ≥ 467, i.e. 𝑐(𝑡 ) at
the next reset is expected to be at least 592.

In Equation (8) 𝐵(𝑡 )𝑣−𝑘 is smaller than 10−10 as soon as the
number 𝑐(𝑡 ) of correct node identifiers seen is larger than 585.
In other words, the node’s probability of becoming isolated
at the next reset is negligible.

3.3.2 Non-Isolated Execution. Now that we have shown
that the probability of a node becoming isolated can be made
arbitrarily low, we make the following assumption in the rest
of the analysis.

Assumption 1. No node is isolated, and all nodes have at
least some correct neighbors.
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Deriving a continuous model. Let’s note 𝐶(𝑡 ) = 1 − 𝐵(𝑡 )
the probability of a given slot of a given node to contain the
identifier of a correct peer.

When Assumption 1 holds, and in the worst-case scenario
discussed above (Byzantine nodes have propagated all their
identities to all correct nodes) 𝑏(𝑡 ) is constant equal to 𝑏max =
𝑓 𝑛, which allows us to write the evolution of 𝑐(𝑡 ) over time as
a differential equation, as the sum of contributions resulting
from the various parts of the system:

• Pull exchange: every 𝜏 rounds, a node pulls from one
peer in its view, which replies by sending 𝑣 node identi-
fiers. With probability 𝐵(𝑡 ), the node contacts a Byzan-
tine peer. In this case, it does not learn any new identi-
fier (by our worst-case assumption). With probability
𝐶(𝑡 ), the node contacts a correct peer. In this case, each
returned identifier will itself be correct with probability
𝐶(𝑡 ), and if correct, it will have a probability 𝑐(𝑡 )

(1−𝑓 )𝑛 of
being already known ((1 − 𝑓 )𝑛 being the total number
of correct nodes). Thus we can express the effect of
pull exchanges on 𝑐(𝑡 ) as:

𝑑𝑐
𝑑𝑡

= 𝐶(𝑡 )2𝑣
𝜏

(
1 − 𝑐(𝑡 )

(1−𝑓 )𝑛

)
.

• Push exchange: every 𝜏 rounds, a node pushes to a ran-
dom node in its view. This push has a 𝐶(𝑡 ) probability
of being sent to a correct node. In this case, we can
apply the same reasoning as above and derive the same
contribution to 𝑑𝑐

𝑑𝑡
.

• Sampling and view renewal: every 𝜌 rounds, a node re-
sets one of its 𝑣 slots and forgets the identifiers collected
for this slot. Let us write 𝑐(𝑡 ) as 𝑐(𝑡 ) = 1

𝑣

∑𝑣
𝑖=1 𝑐𝑖 (𝑡 ),

where 𝑐𝑖 (𝑡 ) is the number of correct nodes taken into
account by slot 𝑖. Then a single 𝑐𝑖 is set to zero every 𝜌

rounds. On average, this yields the following contribu-
tion to 𝑑𝑐

𝑑𝑡
:

𝑑𝑐
𝑑𝑡

= −𝜌 𝑐(𝑡 )
𝑣
.

By summing all three above contributions, we obtain our final
differential equation:

(13)
𝑑𝑐

𝑑𝑡
=

2𝐶(𝑡 )2𝑣

𝜏

(
1 − 𝑐(𝑡 )

(1 − 𝑓 )𝑛

)
− 𝜌 𝑐(𝑡 )

𝑣
.

Solving the continuous model. To solve Eq. 13, we can
express 𝑑𝐵

𝑑𝑡
as 𝑑𝐵

𝑑𝑡
= − 𝑏max

(𝑏max+𝑐)2
𝑑𝑐
𝑑𝑡

, and by substituting 𝑑𝑐
𝑑𝑡

from
Eq. 13, we obtain:

(14)
𝑑𝐵

𝑑𝑡
= 𝐵(1 − 𝐵)

(
𝜌

𝑣
− 2𝑣(1 − 𝐵)(𝐵 − 𝑓 )

𝜏 𝑓 (1 − 𝑓 )𝑛

)
To study the constant regime of this system, we write 𝑑𝐵

𝑑𝑡
=

0 and exclude the solutions 𝐵 = 0, which is not compatible
with 𝑏max = 𝑓 𝑛, and 𝐵 = 1, which corresponds to the case
where Byzantine nodes take over the whole network. We also
simplify by setting 𝜏 = 1 as its role is symmetrical to that of

𝜌 . We obtain after a few steps:

(15)(1 − 𝐵)(𝐵 − 𝑓 ) =
𝜌 𝑓 (1 − 𝑓 )𝑛

2𝑣2 .

The equation exhibits two roots 𝐵1 < 𝐵2.

(16)𝐵1,2 =
1
2

(
1 + 𝑓 ∓

√︂
(1 − 𝑓 )2 − 2

𝜌 𝑓 (1 − 𝑓 )𝑛
𝑣2

)
When the quantity on the right-hand side of Eq. 15 approaches
zero, 𝐵1 approaches 𝑓 from above, while 𝐵2 approaches 1
from below. Since 𝑑𝐵

𝑑𝑡
> 0 for 𝐵 < 𝐵1 and 𝐵 > 𝐵2, while 𝑑𝐵

𝑑𝑡
<

0 for 𝐵1 < 𝐵 < 𝐵2, 𝐵1 corresponds to a stable equilibrium,
while 𝐵2 corresponds to an unstable one. So we focus our
analysis on 𝐵1.

With respect to 𝐵1, the right-hand side of Eq. 15 represents
the difference between the proportion of malicious peers in
nodes’ views, 𝐵(𝑡 ), and their overall proportion in the network,
𝑓 . Ideally, we want to keep this quantity as small as possible,
making 𝐵 only slightly larger than 𝑓 .

To this end, we observe that the term 𝜌𝑓 (1−𝑓 )𝑛
2𝑣2 shrinks pro-

portionally to the square of the view size, 𝑣2. Thus, choosing
a large enough view size allows the network to converge to a
state where Byzantine nodes control only slightly more peers
in the view than their overall proportion in the network. More-
over, in order to obtain the same stable state value of 𝐵, the
view size 𝑣 should grow proportionally to

√
𝜌 and

√
𝑛 (in both

cases, all other parameters remaining constant).

4 Experimental Evaluation
We complement our theoretical analysis with Monte Carlo
simulations that illustrate BASALT’s dynamic behavior. This
section focuses on simulating a permissioned system with a
known fraction of malicious nodes. We show that BASALT
consistently produces samples with fewer malicious peers
than the state-of-the-art algorithms Brahms [11] and SPS [22]
over a wide range of scenarios. We also show that BASALT
converges faster on metrics quantifying the random connec-
tivity of the graph generated by the algorithm, such as the
clustering coefficient and mean path length. These metrics are
relevant for information dissemination and may thus influence
the convergence time of epidemic agreement algorithms.

4.1 Experimental Setting
We evaluate the tested algorithms by simulating a system
with 𝑛 nodes, of which a fraction 𝑓 implement the following
malicious behavior:

• A malicious node that receives a pull request returns a
view composed of 𝑣 nodes selected uniformly at ran-
dom amongst the malicious nodes.
• Regularly, a malicious node sends a push request to

randomly selected correct peers, containing similarly a
view of 𝑣 uniformly random malicious peers.
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This represents a worst-case situation since attackers cannot
influence the choices correct nodes make nor read their local
memory (lines 16-18 of Alg. 1). They are therefore limited to
maximizing in expectation their representation in the views
of correct nodes, which the above strategy implements.

We define the force of the attack, 𝐹 (distinct from the frac-
tion of Byzantine nodes 𝑓 ), as the ratio between the number
of push requests sent by a Byzantine node and the number of
push requests sent by a correct node in a given time interval.
For example, if a Byzantine node sends push requests at the
same rate as correct nodes, a force of 𝐹 corresponds to send-
ing requests to 𝐹 distinct correct nodes rather than to only
one. Alternatively, the force of the attack can also model a
situation in which Byzantine nodes send requests more often
or where the network loses more messages (due to corruption
or timeouts) from correct nodes than from Byzantine ones.
(The extreme scenario of Sec. 3 in which correct nodes are
flooded with all existing Byzantine identifiers corresponds to
an arbitrarily large value of 𝐹 .)

We do not simulate node churn but consider instead an
extreme scenario in which all nodes have just joined the
system—this can be seen as an ultimate churn event in which
all nodes are replaced.

4.2 Parameter Values
We fix the exchange interval to 𝜏 = 1 (1 simulation time step).
In practical systems, this exchange interval is typically of the
order of a few tens of seconds, up to a few minutes, with one
minute being used in the Avalanche network for instance [4].
In the following, we therefore assume that 1 simulation time
step represents 10 seconds, in order to balance network costs,
reactivity to Byzantine attacks, and sample freshness. For our
evaluation, we use a base scenario consisting of 𝑛 = 10000
nodes, a proportion 𝑓 = 0.1 of malicious nodes, a view size of
𝑣 = 160, a sampling rate of 𝜌 = 1, and an attack force of 𝐹 =
10. Unless stated otherwise, we keep all other parameters fixed
to their base value. We then vary either 𝑣 , 𝜌 , or 𝐹 in isolation to
analyze their impact on BASALT and its competitors. 𝐹 = 10
means we assume malicious nodes use 10 times more network
traffic than honest nodes. An attacker must typically trade
off its ability to influence correct nodes rapidly (with a high
𝐹 value) and the risk of being detected (e.g., as a result of
DDoS countermeasures, although this aspect is out of the
scope of this paper). As we will see in Figure 2b, 𝐹 only has a
marginal effect on the behavior of BASALT. 𝜌 = 1 means we
assume the peer sampling service is requested by default with
the same frequency as exchanges take place. Increasing the
ratio 𝜌/𝜏 provides more peer samples for the same network
costs but introduces a vulnerability as nodes have less time
to update their views between two samples. All algorithms
were implemented in the same simulation framework written
in Rust, totaling about 2500 lines of code.2

2https://github.com/basalt-rps/basalt-sim.

4.3 Competitors
We compare BASALT to two state-of-the-art competitors,
Brahms [11] and SPS [22], which we presented in Section 2.

SPS was unable to function at all in the scenarios we tested:
for instance, for 𝑛 = 1000, 𝑓 = 30%, and even with a favorable
attack force 𝐹 of 0, 90% of correct nodes become isolated in
the network rapidly using SPS and remain so during the whole
simulation. In contrast, both BASALT and Brahms were able
to prevent all correct nodes from becoming isolated in this
scenario. In light of these results, we have excluded SPS from
our comparison charts and concentrate on the comparison of
BASALT against Brahms.

In all experiments, we set the size of Brahms’ view (V𝑝 )
and of its sampler vector (S𝑝 ) to be the same, as in the exper-
iments of the initial Brahms paper [11]. We further set this
size to be that of BASALT’s view, i.e. using the notation of
Table 1, we set ℓ = 𝑣 , with ℓ = |V𝑝 |= |S𝑝 | and 𝑣 = |view|,
whereV𝑝 and S𝑝 denote Brahms’ view and sampler vector,
and view is BASALT’s view. Doing so allows Brahms to store
twice as many node identifiers as BASALT. Given the view
sizes we consider (of at most 200 identifiers), this overhead
is, however, negligible and will not be discussed further.

A key advantage of BASALT is the tight feedback loop it
introduces between the gossiping exchanges and the construc-
tion of samples using min-wise independent permutations. To
compare Brahms and BASALT on similar grounds, we there-
fore opt for a balanced contribution of the push, pull, and
sampling mechanism in Brahms and choose 𝛼 = 𝛽 = 𝛾 = 1/3
(see Equation (2) in Section 2.2).

Whereas BASALT is multi-shot by design in that it produces
a continuous stream of random node identifiers, the original
Brahms algorithm is one-shot, in the sense that each node
only constructs one single sample of peer ids. To be able to
compare both approaches, we therefore make Brahms multi-
shot and add to it a mechanism that resets some of the hash
functions regularly, using the same round-robin strategy as
BASALT. More concretely, we add a task to Brahms that
is identical to that of lines 14-18 in Algorithm 1, in which
line 18 is replaced by the corresponding resetting operation
for Brahms (S𝑝[𝑖].init() using the notation of the original
Brahms paper [11]). Without such a mechanism, Brahms
would always return the same fixed set of samples, limiting its
usability as a random peer sampling algorithm, and preventing
a direct comparison to BASALT.

For similar reasons, we deactivate the blocking mechanism
that causes Brahms to stall when receiving too many push
replies. This blocking mechanism protects Brahms under the
assumption that Byzantine nodes can only send a limited
number of push messages per time unit. By varying the at-
tack force 𝐹 we push Brahms beyond its design envelope in
order to compare it against BASALT. In this context, keeping

https://github.com/basalt-rps/basalt-sim
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(a) Varying 𝑓 (malicious nodes)
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(b) Varying the attack force 𝐹
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(c) Varying the sampling rate 𝜌
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(d) Varying the view size 𝑣

Figure 2. Our algorithm (crosses, green) consistently provides samples that contain fewer Byzantine nodes than our competitor,
Brahms, in a variety of situations. Results are shown for 𝑛 = 10000 nodes. Each graph varies one parameter at a time (indicated
in the legend), while the other parameters are set to their base value. Base values: proportion 𝑓 = 0.1 of malicious nodes, view
size of 𝑣 = 160, sampling rate of 𝜌 = 1, and attack force of 𝐹 = 10.
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Figure 3. Time to convergence within 25% of optimal pro-
portion of Byzantine samples, for 𝑛 = 1000, 𝑣 = 100 (on the
right part, Brahms does not converge within experiment time)

the blocking mechanism would stall Brahms entirely and pre-
vent it from returning a continuous stream of samples, thus
precluding any comparison.

In terms of communication costs, we adopt a system per-
spective and allow Brahms and BASALT to perform two data-
gram exchanges per round on each node. We assume each
datagram fits into a single network packet, corresponding to
a maximum transmission unit (MTU) of 1500 bytes on the
Internet. Supposing ℓ = 𝑣 = 200 (the maximum view size
in our experiments) and node identifiers of size 4 bytes this
communication budget allows nodes executing Brahms and
BASALT to perform one push and one pull exchange in each
round. Although all exchanges have the same network cost
measured in packets, note that Brahms makes the specific
design choice to limit pushed IDs to a peer’s own ID: this is
because pushing more IDs could spread more malicious IDs
from the pulled and pushed sections of the view. By contrast,
BASALT sends its full view of size 𝑣 . During a pull exchange,
both algorithms send back their full view (V𝑝 for Brahms,
and view for BASALT).

4.4 Proportion of Byzantine Samples
In our first experiment, we measure the average number of
Byzantine nodes present in correct nodes’ samples after 200
simulation time steps. For this experiment, we simulate a
network of 𝑛 = 10000 nodes. We fix base parameter values

of 𝑓 = 10% of malicious nodes, a sampling rate of 𝜌 = 1, a
view size of 𝑣 = 160 and an attack force of 𝐹 = 10. We then
individually vary the parameters 𝑓 , 𝜌, 𝑣 , and 𝐹 . Figure 2 shows
how this proportion evolves for the two evaluated algorithms,
as one of the parameters 𝑓 , 𝜌, 𝑣 , and 𝐹 varies.

These results indicate that BASALT provides close to opti-
mal proportions of Byzantine samples up to 20% of Byzantine
nodes, whereas Brahms fails to contain the attack in this do-
main (Fig. 2a). However, above 20% of Byzantine nodes, al-
though BASALT performs better than Brahms, it progressively
fails to resist to the Byzantine attack. Further, BASALT is al-
most insensitive to 𝐹 , whereas Brahms shows an increasing
proportion of Byzantine samples when 𝐹 increases (Fig. 2b).
For low values of 𝜌, both Brahms and BASALT are able to
converge to high-quality samples (Fig. 2c), however, such
a setting does not provide much utility as the algorithm is
unable to frequently return new samples to the application.
Increasing the sampling rate 𝜌 results, however, in more dis-
ruption, as view slots have a higher risk of being reset before
they converge to their target peer. This disruption causes
Brahms to collapse for higher values of 𝜌: the network be-
comes fully disconnected, and the views of correct nodes end
up completely polluted by malicious peers.

Figure 2d shows how the algorithms behave for various
view sizes. For small view sizes, all algorithms are unable to
keep the network in a connected state, and correct nodes all
end up isolated. The plots show that BASALT can keep the
network connected using smaller views than Brahms.

4.5 Evaluating Convergence Speed
In this second experiment, we study the speed at which the al-
gorithms converge to good network states, where they provide
samples with low proportions of malicious nodes. Figure 3
shows the time that Brahms and BASALT take to converge to
proportions of Byzantine samples that are within 25% of the
optimal proportion, for 𝑛 = 1000, 𝑣 = 100, 𝐹 = 10 and 𝜌 = 1
and for varying proportions of Byzantine nodes in the net-
work. We show that the convergence time of BASALT remains



Middleware ’23, December 11–15, 2023, Bologna, Italy Alex Auvolat, Yérom-David Bromberg, Davide Frey, Djob Mvondo, and François Taïani

0 50 100 150 200
Time steps

0.3

0.4

0.5
Brahms
Basalt(ours) 
Optimal

Pr
op

. B
yz

. s
am

pl
es

0 100 200
Time steps

0.05

0.10

Brahms
Basalt(ours)

C
lu

st
er

in
g 

co
ef

fic
ie

nt

0 100 200
Time steps

1.90

1.95

2.00

Brahms
Basalt (ours)

M
ea

n 
pa

th
 le

ng
th

0 50 100 150 200
Time steps

30

40

50

Brahms
Basalt(ours)

In
-d

eg
re

e 
d9

-d
1

Figure 4. Algorithm convergence on several graph quality metrics, for 𝑛 = 10000, 𝑓 = 10%, 𝐹 = 1, 𝜌 = 0.5, 𝑣 = 160. On all
metrics, lower is better: we see that BASALT converges much more rapidly than Brahms.

low for up to 30% of Byzantine nodes, whereas Brahms takes
much longer to converge (starting at 20% of Byzantine nodes,
it did not converge within the experiment’s time).

Figure 4 shows the evolution of several metrics through
time, starting with the number of Byzantine nodes in the view,
in our experiment for 𝑛 = 10000, in a favorable situation
with 𝑓 = 10%, 𝜌 = 0.5 and 𝐹 = 1. The left-most plot shows
that BASALT converges much faster than Brahms to a good
network state. The remaining plots show metrics for graph
quality, where the algorithms exhibit a similar convergence
behavior: clustering coefficient, mean path length, and the
concentration of in-degrees measured by the difference be-
tween the last and the first decile. The clustering coefficient
is computed by averaging the local clustering coefficient of
correct nodes in a graph where malicious nodes are assumed
to be all connected to one another. The mean path length is
measured in a graph where malicious nodes are assumed to
have no connection in either direction, which models the situ-
ation where they do not cooperate in transmitting information
between correct nodes.

4.6 Node Isolation vs. Sampling Rate
We have seen earlier (Fig. 2c) that both Brahms and BASALT
are sensitive to increased sampling rates and return more
malicious samples when the sampling rate, 𝜌, is high, with
Brahms failing completely for too large values of 𝜌 .

To investigate this effect further, we run both algorithms
for various values of 𝑣 and 𝜌 , and plot the maximum value of
𝜌 that can be used for a given 𝑣 without causing a network par-
tition. More precisely, a run for a given set of parameters 𝑣, 𝜌
is successful if, starting from half of the allocated simulation
time, no correct node is ever isolated by the malicious peers.
Otherwise, it fails. We plot the successful runs with the high-
est values of 𝜌 for a given 𝑣 . The results of this experiment
are shown in Figure 5 for 𝑁 = 10000, 𝑓 = 10% and 𝐹 = 10.
The areas delineated in Figure 5 correspond to the parameter
sets that give successful runs. Our results show that for simi-
lar view sizes, BASALT achieves a higher sampling rate than
Brahms, thus providing more utility to the application.

5 Live Deployment
To demonstrate the applicability of BASALT to a running sys-
tem, we have applied BASALT to the AvalancheGo engine [3],
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Figure 5. Maximum achievable sampling rate 𝜌 (see Sec. 4.6)
for 10000 nodes, 𝑓 = 10%

the main implementation of the AVA network [1] which uses
the Avalanche consensus algorithm3. We picked AVA, as it
is the main cryptocurrency network that uses an epidemic,
sampling-based consensus, which is the target use case of
BASALT. Our implementation, a 500-line patch to the Go
source code of AvalancheGo, replaces peer sampling based
on proof-of-stake by a peer sampling mechanism derived
from BASALT.

Our implementation is fully compatible with the existing
AVA network. To show that BASALT can help reduce the risk
of an attack, we ran a 10-hour experiment where we launched
100 “adversarial” Avalanche nodes on the public AVA net-
work (corresponding to about 20% of all active nodes) in an
attempt to bias sampling in their favor using an Eclipse at-
tack against one of our nodes. (This attack was transparent
to the other AVA nodes and did not disrupt the functioning
of the network in any way.) Samples were measured at wit-
ness nodes running the sampling mechanism derived from
BASALT, and a sampling algorithm using a full knowledge
of the network. The approach based on BASALT was able
to deliver samples containing 17.5% of malicious nodes on
average, a proportion comparable to that of a full-knowledge
protocol (18.4%) and very close to the true proportion of
Byzantine nodes (18.8%).

3Our code is publicly available at https://github.com/basalt-rps/
avalanchego-basalt. Our implementation is forked from the official
AvalancheGo repository [30]. Our changes are identified by “Basalt RPS
Authors”.

https://github.com/basalt-rps/avalanchego-basalt
https://github.com/basalt-rps/avalanchego-basalt
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6 Discussion and Related Work
Random peer sampling. Random peer sampling in non-

adversarial settings is a well-studied problem [21, 33, 35].
Similarly, defenses against Eclipse attacks in structured peer-
to-peer overlays, such as DHTs, have been extensively re-
searched [24, 31, 32]. By contrast, and somewhat surprisingly,
very few works have sought to develop Byzantine-tolerant
RPS protocols.

As discussed in Section 2.2, Brahms [11] and SPS [22] are
two existing RPS algorithms designed to withstand Byzan-
tine attacks. Both algorithms are based on a classical RPS
strategy that is extended to correct for the over-representation
of malicious nodes. SPS takes inspiration from social net-
work analysis and builds some statistical knowledge on node
behavior. In particular, nodes that exhibit extreme indegree
values are suspected and blacklisted. Unfortunately, this de-
tection mechanism necessitates some warming period, and as
a result, this mechanism is unable to cope with attacks where
malicious nodes send so many messages that correct nodes
do not have the time to gather sufficient statistics to block
them before becoming isolated. Brahms maintains two views:
a traditional gossip view (V𝑝 ) on one hand, and a vector
of “samplers” (S𝑝 ) on the other hand, in which each sam-
pler implements a min-wise independent permutation. This
design departs markedly from that of BASALT whose view
consists only of the sampler’s view. In each gossip round,
Brahms’ gossip view is updated using the result of push/pull
exchanges, and by reusing some of the IDs from the sam-
pler vector. The relative contributions of each mechanism
(pull, push, and samplers) are controlled by three parame-
ters (𝛼, 𝛽,𝛾). The identifiers that pass through the gossip view
are then fed into the sampler vectors to construct the final
random sample using a stubborn chaotic search similar to
that of BASALT. In contrast to BASALT, however, Brahms
assumes that Byzantine nodes are limited in their sending
rate (in practice, this rate is supposed to be similar to that of
honest nodes, corresponding to an attack force of 𝐹 = 1), and
implements a blocking mechanism when this rate is exceeded.
Brahms also makes the specific design choice to limit pushed
IDs to a peer’s own ID: this is because pushing more IDs
could spread more malicious IDs from the pulled and pushed
sections of the view. BASALT’s view, on the other hand, is
entirely managed by the sampler.

In a recent contribution, Pigaglio et al proposed
RAPTEE [29] an improvement over Brahms that leverages the
presence of devices that support Intel SGX [15], a Trusted Ex-
ecution Environment, present on some Intel CPUs. RAPTEE
allows SGX nodes to run a standard peer-sampling protocol,
while using Brahms only to interface with non-SGX nodes.
This strategy provides increased resilience to Byzantine sam-
ples at the cost of slightly slower convergence. As their ap-
proach appears completely orthogonal to ours, it would be

interesting to explore whether applying a RAPTEE-like tech-
nique to BASALT would result in similar improvements.

More generally, the inherent limitations of statistical filter-
ing techniques were characterized formally in [6], in terms
of bounds on what we have termed the attack force of ma-
licious nodes, and on the local memory available to honest
nodes. Following upon this analysis, the approach of [7] used
Count-Min Sketches [14] to approximate an ideal RPS from
a biased stream of identifiers.

Our protocol circumvents these limitations by eschewing
filtering altogether. Instead, BASALT directly exploits a mini-
mization of hash functions, which makes it capable of effec-
tively handling the above Byzantine flooding attacks.

Verifiable Random Functions. The committee creation
mechanism used in Algorand [17], although related to peer
sampling, is not directly applicable as an RPS service. Algo-
rand’s committee creation uses Verifiable Random Functions
(VRF) [25] to determine which nodes should participate in a
round’s consensus, with a probability that is proportional to
each user’s stake. When successfully executed by a node 𝑝,
the VRF algorithm of Algorand provides 𝑝 with a proof that
𝑝 is entitled to participate in the round’s committee. The VRF
algorithm, however, only provides each selected node with a
proof of its selection but does not prescribe how this proof
should be distributed to the rest of the system. Algorand uses
a gossip network (similar to that of Bitcoin) to propagate this
information, thus implicitly assuming a mechanism providing
random peer sampling. The prototype presented in the orig-
inal Algorand paper ([17], Section 9) implements this peer
sampling through a global and static address book, known to
all participants. This address book links the IP addresses of
participants with their public key. The Algortand authors indi-
cate in the same section that such an approach to gossiping is
susceptible to Sybil attacks (discussed just below) and leave
the design of a Sybil-resistant gossip network to future work.

Sybil Attacks. Under working parameters chosen appro-
priately using Equation (16), BASALT guarantees that the
proportion of Byzantine identifiers returned in each sample is
close to that of the proportion of Byzantine identifiers present
in the whole system. This property is essential to defend
against Eclipse Attacks. However, on its own, it does not pro-
tect against an attacker capable of generating arbitrary large
numbers of identifiers, a situation known as a Sybil attack.
Mitigating Sybil attacks in our setting would require limiting
the ability of an attacker to obtain new identifiers, for instance,
by only accepting identifiers that are tied to some limited pool
of resources as formalized in [10] (which is essentially what
Proof-of-Work and Proof-of-Stake do). Such a mechanism,
which limits an attacker’s ability to control a large portion
of the “voting rights” in a system, is orthogonal to BASALT,
which focuses primarily on Eclipse Attacks and is out of the
scope of this work.
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A possible avenue to add Sybil resilience of BASALT could
be to use the approach proposed in HAPS [12]. HAPS is a
RPS protocol that addresses Sybil attacks in which attack-
ers are concentrated in a few IP blocks (sometimes termed
"institutional attacks") by using random walks on a carefully
crafted probabilistic tree. Due to its design, however, it is not
immediately clear how HAPS could be extended to counter
attackers that are spread out, which BASALT does thanks to
its stubborn chaotic search.

Network Attacks. Recent works on blockchains have also
brought to light the risk of attacks at a more fundamental level
than those we consider in this paper. Network adversaries are
malicious entities that gain control of part of the routing in-
frastructure (Internet autonomous systems, or ASes), in which
case they can intercept and modify all the traffic that they are
routing, or attack the routing algorithm itself by advertising
Internet prefixes that they do not own, thus attracting traffic
that should have gone through another path, a so-called BGP
hijack [9].

Most ISPs implement BGP filtering, and many organiza-
tions closely monitor BGP announcements for changes and
potential hijacks to counter them as soon as possible. As a
result, BGP hijacking attacks are necessarily limited to one
or a few IP prefixes, and even then, they cannot extend for
long periods. How to counter such attacks within an RPS pro-
tocol remains an open question. One venue could consist in
spreading connections over a variety of IP prefixes by using a
specially crafted rank function.

However, network attacks might also be used to target
specific nodes, to remove them from the global network and
make them believe false information about the network’s
state, resulting in a network-level Eclipse attack. Defenses
have been proposed against Eclipse attacks at the network
level: for instance, the SABRE network [8] proposes to use
additional communication channels, in the form of a network
of specialized nodes that are all connected to one another
using dedicated links, and that are located close to end users
so that they can provide a safe service directly to them, even
in the case of a hijack.

For sampling-based methods that use BASALT, SABRE
could provide a security mechanism that detects network
attacks and stops all activity in case they happen, for instance
by detecting a discrepancy between a node’s local state and
the state of SABRE nodes. This mechanism, however, cannot
be used to allow eclipsed nodes to make progress in such
a situation as it does not provide the secure random peer
sampling service itself. Finding mechanisms to allow nodes
that are eclipsed by a network attack to continue functioning
normally when running a sampling-based algorithm is, to the
best of our knowledge, still an open problem.

7 Conclusion
We have presented a new algorithm for Byzantine-tolerant
random peer sampling for very large networks that uses stub-
born chaotic search to limit the disruption power of Byzantine
nodes. Such an algorithm can be used to implement sampling-
based consensus algorithms such as Avalanche. Contrary to
sampling algorithms based on Proof-of-Stake, BASALT al-
lows any user to join the consensus without having to own
any cryptocurrency tokens. We expect that in the future the
line of research around Byzantine fault-tolerant algorithms
based on epidemics will continue to see new developments
motivated by gains in performance, and thus, we believe that
the kind of RPS mechanism that BASALT provides is likely
to rise in importance as these systems gain prominence.
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