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Abstract
Heterogeneous hardware platforms that leverage application-

specific hardware accelerators are becoming increasingly

popular as the demand for high-performance compute inten-

sive applications rises. The design of such high-performance

hardware accelerators is a complex task. High-Level Syn-

thesis (HLS) promises to ease this process by synthesizing

hardware from a high-level algorithmic description. Recent

works have demonstrated that speculative execution can

be inferred from the latter by leveraging compilation trans-

formation and analysis techniques in HLS flows. However,

existing work on speculative HLS lacks support for the in-

tricate memory interactions in data-processing applications.

In this paper, we introduce a unified memory speculation

framework, which allows aggressive scheduling and high-

throughput accelerator synthesis in the presence of complex

memory dependencies. We show that our technique can

generate high-throughput designs for various applications

and describe a complete implementation inside an existing

speculative HLS toolchain.

CCS Concepts: • Hardware→ High-level and register-
transfer level synthesis; • Software and its engineering
→ Compilers.

Keywords: High-Level Synthesis, speculation, memory de-

pendencies, code generation
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1 Introduction
The development of increasingly resource-demanding com-

putation domains such as machine learning and graph pro-

cessing has brought the need for performance optimization

to the entire hardware/software stack. Consequently, increas-

ingly heterogeneous hardware solutions are deployed, with

programming languages and compilers leveraging such het-

erogeneity to maximize execution performance [24, 29, 31].

At the other end of the stack, high-performance application-

specific hardware accelerators are used to provide fast ex-

ecution for key operations (e.g. machine learning accelera-

tors [19, 42], video encoders/decoders [35]). The increasing

complexity of these accelerator’s designs has led to the de-

velopment of design tools that operate at higher levels of

abstraction [28, 36].

High-Level Synthesis (HLS) is an example of a hardware

design method that leverages compiler techniques to pro-

duce hardware. HLS toolchains are hardware compilers that
transform high-level code (mostly C or C++) into a gate-

level hardware description, whose behavior matches the

algorithmic behavior of the input program. Since their debut

in the late 1990s [10, 20], HLS design flows have become

well-established in the industry, with several commercial as

well as open-source toolchains available to users [2, 5, 37].

HLS thrives in data-intensive workloads thanks to decades

of research by the optimizing compiler community [4, 6,

21, 23, 41]. However, it performs poorly when the input

code relies heavily on irregular control-flow decisions. Pre-

vious work has identified that such control-dominated code

would greatly benefit from dynamic scheduling [18], or even

from speculative execution [8, 12, 17], and several new HLS

paradigms have emerged from this observation.

In particular, speculative High-Level Synthesis has gained

increased attention in the last few years. Recent contribu-

tions have brought speculation to elastic circuit design [17]

and have made it possible to add speculation to commercial

HLS flows [13]. Speculative HLS is a step towards bring-

ing high-performance optimizations previously restricted

to general-purpose computing to accelerator design. With

its high customization potential, speculation in HLS could
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Figure 1.General principle of a High-Level Synthesis toolchain. The input code is transformed into a low-level (RTL) description

of the hardware, where each operator is statically scheduled to be executed at a given cycle. Pipeline registers hold intermediate

values at cycle boundaries. Some operators, such as the multiplier, may be pipelined, i.e., split into more than one execution

stage. The number of pipeline stages depends on the target frequency, the execution latency of each operator, and the data

dependencies between operators.

bring significant performance improvements with a rela-

tively small hardware overhead.

While control-flow speculation in HLS has been described

previously [8, 13, 17], existing work does not provide a gen-

eral way of handling memory accesses in a speculative con-

text. While most work in the HLS field is centered around

dynamic dataflow approaches or ad-hoc transformations,

such issues deserve a more systematic and compiler-centric

approach. This paper introduces a unified framework for han-

dling memory accesses when performing speculative loop

pipelining of data-dependent kernels. Our contributions are

as follows:

• we introduce a formalized representation of memory

accesses in a speculative HLS context;

• we implement memory speculation in a speculative

HLS design flow;

• we show experimental results outlining the area-to-

performance tradeoffs offered by speculative memory

dependency handling in HLS.

To our knowledge, this work is the first to provide a general

memory speculation framework for High-Level Synthesis.

This paper is organized as follows. Section 2 presents

some background on speculative High-Level Synthesis and

on the SpecHLS toolchain on which our work is based, and

Section 2.4 motivates our work. Section 3 describes the trans-

formation passes we implement to expose memory specu-

lation opportunities in HLS code, and Section 4 pertains to

the code generation phase of our toolchain, which produces

code suitable for synthesis using commercial HLS tools from

our intermediate representation. Finally, Section 6 discusses

some related work, and Section 7 concludes this paper.

2 Speculative High-Level Synthesis
The following section gives a primer on HLS (Section 2.1),

while Section 2.2 introduces fundamental speculative HLS

principles, and Section 2.3 describes the Intermediate Repre-

sentation (IR) on which our toolchain operates. Section 2.4

discusses memory access handling in a speculative frame-

work.

2.1 High-Level Synthesis
High-Level Synthesis (HLS) is a hardware design process

that transforms a high-level programming language specifi-

cation of the behavior of a circuit into a Register-Transfer

Level (RTL) hardware description. The latter can then be syn-

thesized into a hardware implementation. Unlike hardware

description languages such as Verilog and VHDL, HLS tools

provide a higher abstraction level, enabling fast iteration

times and quick exploration of a vast design space.

A key component of an HLS toolchain is its scheduling

algorithm: a good operator schedule exposes more paral-

lelism in hardware, leading to faster designs. Traditional

HLS scheduling relies on static dependency analysis and

leverages optimizations such as loop pipelining [8, 26], an

analog to software pipelining in traditional compilers [21].

Pipelined loop iterations’ execution overlap, with a new it-

eration starting every II cycles (the initiation interval) and
executing duringΔ cycles (the pipeline latency). Hardware de-
signs strive for fully-pipelined executions, aiming for II = 1.

Consequently, HLS compilers try to schedule operations to

minimize the initiation interval value.

Figure 1 illustrates the general principle of a High-Level

Synthesis toolchain. The input C code is statically scheduled

by the synthesis tool, which pipelines loop iterations to over-

lap their execution. In this example, a new iteration starts

at every cycle, and each iteration completes after 4 cycles.

Therefore, II = 1 and Δ = 4. Note that the multiplication

operator is split in two stages to achieve the target execution

frequency. The hardware synthesis step maps this opera-

tor schedule to actual hardware, placing pipeline register at

cycle boundaries to hold intermediate computation results.
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Figure 2. Unified memory dependency handling in speculative HLS allows for transparent handling of array accesses in

a speculative context. Part 𝑎 illustrates static scheduling and classical value speculation in HLS [13]. Part 𝑏 and part 𝑐

show the schedules obtained using the techniques presented in this paper in the presence of memory accesses and memory

dependencies. The vertical axis represents pipeline stages, and the horizontal axis represents execution cycles. F is a fast
operation (1 cycle), S is a slow operation (3 cycles), and 𝛼 denotes an array update.

The bottom left of Figure 2 𝑎 gives another example of a

static schedule, but with II = Δ = 3, since the loop-carried

dependency on variable x prevents any iteration overlap. The
following section describes how to improve this schedule

with the help of speculative execution.

2.2 Speculation and High-Level Synthesis
The static scheduling approach falls short when trying to

handle control-flow with large latency differentials between

the taken and the not-taken paths, such as in example 𝑎 of

Figure 2. In this instance, the static scheduler has to take the

worst-case execution scenario into account, which prevents

new iterations from starting before each operation of the

previous iteration has produced a result. Neither loop un-

rolling nor user-specified dependency information leads to a

satisfactory schedule. In practice, accounting for the longest-

latency operation leads to an under-utilization of hardware

resources and limits the loop pipelining capabilities of the

synthesis tool.

Speculative High-Level Synthesis proposes to solve these

inefficiencies by speculating that conditionals in the input

code always resolve to the fastest path. Such a speculation

eliminates the dependency between iteration 𝑛 and the value

of S(x) at iteration 𝑛 − 1, assuming that C(x) is indeed false
for the latter. If this assumption happens to be incorrect (i.e.,

after the result of C(x) is known), then all computations that

relied on the speculated value need to be aborted (crossed-

out operations in Figure 2) and rolled-back. This behavior is

similar to the mispeculation handling mechanism in modern

CPUs. Applying speculation to the example in part 𝑎 of

Figure 2 gives the high-throughput schedule at the bottom

right.

This kind of schedule can be obtained by SpecHLS [8, 13],

a High-Level Synthesis flow that introduces a preprocessing

step that transforms user code to enable speculative execu-

tion. SpecHLS builds on the observation that each conditional
in the input code is a potential speculation candidate.When-

ever there is a conditional branch in the input codewhere one

execution path is longer than the other, speculating on the

fast path may provide performance improvements. Figure 3

gives an overview of the SpecHLS code transformations ap-

plied to our example. The input code is parsed and converted

into an internal representation (GSSA), described in Sec-

tion 2.3. Conditional branches are then checked and selected

as speculation candidates if they provide an II improvement

during the speculation exploration phase. Control-and data-

flow are then decoupled by inserting a Finite State Machine

(FSM), nextstate, that controls the program’s execution.

Rollback mechanisms are inserted to handle mispeculations.

The resulting code, which exhibits explicit reuse distances, is

shown on the right-hand side. It is sent to an HLS toolchain

that acts as the hardware synthesis backend for the entire

flow [8, 13]. This transformation process allows control-flow

heavy input codes to produce efficient execution schedules,

achieving the coveted II = 1 when there is no mispeculation.

The memory speculation pass introduced in this paper

kicks in when speculation involves interactions with mem-

ory. It enables speculative High-Level Synthesis in codes

such as the ones presented in Part 𝑏 and 𝑐 of Figure 2.

2.3 Circuit IR
In this paper, we build on top of SpecHLS and the underlying

GeCoS compiler framework [11] to bring memory specu-

lation to HLS. We manipulate a variant of the Gated-SSA

(GSSA) [38, 39] representation. The latter replaces the SSA

form’s 𝜑-nodes by gating nodes. The type of gating node that
replaces a given 𝜑-node depends on the context in which the
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Figure 3. SpecHLS code transformation flow. This paper extends SpecHLS by introducing a memory speculation pass and its

accompanying code generation extension.

Figure 4. Extended Gated-SSA operators. 𝜇-nodes 𝑎 represent loop headers, 𝛾-nodes 𝑏 encode control-flow decisions,

𝛼-nodes 𝑐 serve as array updates, and 𝛿-nodes 𝑑 act as delays on a hardware path.

𝜑-node appears. The following gating nodes are of particular

interest to us:

• 𝜇-nodes are placed in loop headers. They take three

arguments, 𝜇 (𝑝, 𝑖𝑥 , 𝑙𝑥 ), where 𝑝 is the loop exit condi-

tion, 𝑖𝑥 is the initial value of variable 𝑥 , and 𝑙𝑥 is the

value of 𝑥 after a loop iteration.

• 𝛾-nodes are placed at joining points in the control-flow

graph, such as the end of conditional structures. They

act as traditional 𝜑-nodes and encode the predicate

that determines which value is to be selected when exe-

cution reaches them. We denote them 𝛾 (𝑝𝑥 , 𝑥0, 𝑥1, . . .),
with 𝑝𝑥 the predicate and 𝑥0, 𝑥1, . . . the possible values

for variable 𝑥 .

Gated-SSA allows us to work with fully-predicated 𝜑-

nodes, in the form of 𝜇-and𝛾-nodes. This predication outlines

speculation opportunities in the IR. Each 𝛾-node can then be

seen as a potential speculation candidate [8].

For the needs of this paper, we extend GSSA with 𝛿-nodes.

𝛿-nodes are akin to delays introduced on the hardware path

inwhich they appear. They can be seen asmicro-architectural

delays in the generated hardware, while 𝜇-nodes can be

thought of as iteration delays. 𝛿-nodes access values from

previous iterations in the alias detection logic described in

Section 3.4. They increase the reuse distance on the path

where they are inserted.

Lastly, 𝛼-nodes act as store operations into arrays. They

take an array, a value, and an index as inputs and produce

the updated array. Figure 4 illustrates the GSSA operators

we manipulate in this paper. We refer to this representation

as an Instruction Dependency Graph (IDG). To simplify our

examples, the loop exit condition is omitted from 𝜇-nodes.

We extend SpecHLS [13] with a set of transformations

that operate on Gated-SSA to expose memory speculation
opportunities.

2.4 Memory Accesses in Speculative HLS
Hardware support for speculative execution has been ex-

plored by previous work in the absence of stateful compo-

nents, such as memory buffers [8, 13, 17]: a stateless compu-

tation that encounters a mispeculation needs only its inputs

to be reset to their initial value to handle the mispeculation.

The problem of handling mispeculations becomes more intri-

cate when components can retain state that may have been

produced by speculative operations.

Existing speculative HLS toolchains choose to either limit

speculation to regions of the circuit that do not interact with

memory [17], or to treat arrays as immutable values [13]. In

the latter approach, 𝛼-nodes (i.e. array updates) take an array
as input and return an updated copy of the array. While the

resulting circuit would be correct and behave properly in
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Figure 5.Data-dependentmemory access, alongwith its stat-

ically inferred execution schedule. An inter-iteration mem-

ory dependency (dotted arrow) prevents efficient overlap of

iterations through traditional loop pipelining.

case of mispeculations if such value semantics were to be pre-

served for code generation, the generated hardware would

be far from optimal. It would require array copy operations

each time a value may be written in an array, and the cost of

storing array states for potential rollbacks in case of a mis-

peculation would be significant. While the SpecHLS paper

does not mention how memory accesses are lowered to syn-

thesizable code, array-as-value semantics is not preserved

in the code generation process.

In this paper, we argue that a similar approach can be

used to manipulate speculation on memory dependencies at

a high abstraction level (Section 3), and that efficient code

generation can be derived from such a representation (Sec-

tion 4) by automatically inferring store queues for arrays that

interact with speculative execution. We aim at producing

high-throughput schedules for accelerators that interact with

memory, such as the ones depicted in examples 𝑏 and 𝑐

from Figure 2. We present a unified memory dependency

handling framework, which generalizes speculative HLS to

interact with stateful memory components (example 𝑏 ),

and allows us to speculate on the absence of memory aliases

to produce aggressive hardware schedules (example 𝑐 ).

3 Speculating on Memory Dependencies
Speculating on memory dependencies allows data hazards

to be handled in an efficient way, leading to tight operator

scheduling in the final hardware. This section starts by de-

scribing memory dependency handling in traditional HLS

flows (Section 3.1) before illustrating the impact of runtime

memory disambiguation logic on the throughput of gener-

ated hardware (Section 3.2). Section 3.3 shows how we can

integrate memory dependency information into our inter-

mediate representation and Section 3.4 describes our mem-

ory speculation framework. Finally, Section 3.5 presents our

complete memory speculation mechanism, which is able to

handle RAW, WAR and WAW dependencies.

3.1 Memory Dependency Handling in HLS
Data hazards can severely impact the scheduling efficiency

of traditional HLS tools. When a possible memory alias is

detected in a loop body, the hardware needs to be synthe-

sized while considering the worst case scenario, similarly to

how instructions need to be scheduled for the worst case in

a VLIW compiler backend [21]. This worst case can have a

tremendous impact on the value of II that can be achieved by

a hardware design, since the hardware must assume that an

alias can happen at every iteration of the loop. Figure 5 illus-

trates a simple data-dependent memory access example that

leads to poor hardware synthesis results. The dependency

limits the pipelining capabilities of the HLS toolchain, espe-

cially in the presence of non-negligible address computation

delays. The bottom part of Figure 5 illustrates the execution

schedule that can be inferred by HLS, assuming that R, W,
and N take respectively two, three and one cycle to execute.

We denote memory loads by [] and memory writes by 𝛼

and further assume that memory accesses take one cycle.

We observe that the loop pipelining transformations manage

to partially overlap the execution of consecutive iterations

of the loop. However, the memory dependency denoted by

the dotted arrow in Figure 5 prevents further overlapping

because of the potential data hazard if the read and write

addresses are the same.

Modern HLS toolchains use static alias analysis passes to

identify memory dependencies inside loops. This approach

can help identify false dependencies in some cases, with

advanced analyses and transformations based on polyhe-

dral compilation techniques [30, 33]. Additionally, HLS users

Figure 6. Execution schedule of the example code in Fig-

ure 5 with runtime memory disambiguation. The load from

memory depends on the result of the address computation

W, thereby limiting the minimum achievable II.
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can override the results of alias analysis with code annota-

tions. The Vitis HLS dependence pragma is an example of

such annotation, which allows the user to specify the type of

dependency (RAW,WAR orWAW) and the inter-iteration dis-

tance between potentially aliasing array accesses [2]. These

approaches can cover a wide variety of memory dependency

scenarios, but they cannot account for situations where the

dependency distance cannot be bound statically. Our ap-

proach handles the latter case as well as the former one,

leading to higher throughput in the generated hardware at a

small area overhead cost.

3.2 Improving HLS Scheduling in the Presence of
Memory Dependencies

Existing work has focused on runtime memory access dis-

ambiguation [1, 9, 17, 27, 30]. The latter avoids long memory

accesses when possible. However, even with runtime alias

detection, the address computation latency may still hinder

performance. An example is given in Figure 6, with an alias

occurring only between the first and second iterations of

the loop. The disambiguation logic leads to a dynamically

scheduled execution [18], and an improvement in the num-

ber of cycles per iteration (CPI). If data hazards represent

a proportion 𝑝 < 1 of memory accesses during the entire

execution, we now have CPI = 5𝑝 + 4 × (1 − 𝑝) < 5. In this

paper, we show how to further improve the performance of

HLS code that exhibits memory dependencies by leveraging

speculation.

3.3 Memory Dependencies in Gated-SSA
The SpecHLS flow on top of which we build our memory

speculation framework provides limited support for mem-

ory operation ordering. For example, while store order is

preserved through the immutable array representation, the

relative order of stores and preceding loads is not preserved

in the GSSA representation. This behaviour can cause the

generated circuit to misbehave if a Write-after-Read (WAR)

Figure 7.Memory dependencies in extendedGated-SSA. The

dotted arrow represents a load-store dependency that needs

to be honored during code generation. The immutable array

representation already ensures strong store-store ordering.

Figure 8. Speculating on a Read-after-Write 𝑎 (see Fig-

ure 7 𝑎 ) and Write-after-Read 𝑏 (see Figure 7 𝑏 ) depen-

dency. The shortest path exposes two 𝛿-nodes.

dependency is violated. We extend the SpecHLS interme-

diate representation to allow for the expression of explicit

memory dependencies using non-dataflow edges in the IR

graph (see Figure 7).

We note that this extension enforces strong load-store

and store-load ordering, but not load-load ordering: loads

that in a given order in the input code may be generated

out-of-order in the transformed code. The reordering of load

operations does not change the behaviour of the circuit and

allows us to not over-constrain operation scheduling.

3.4 Exposing Speculation Opportunities
As noted in Section 2.3, speculation opportunities are mod-

eled in our IR as 𝛾-nodes. The latter correspond to control-

flow decisions, so we need to recast the memory dependency

problem as a control-flow decision problem. This transfor-

mation corresponds precisely to runtime alias detection. We

introduce a GSSA transformation that materializes runtime

alias detection in the IR. The goal of such a transformation

is to increase the dependency distance between iterations,

allowing the HLS backend to synthesize deeper pipelines.

The alias detection window depth 𝑤𝑑 (i.e. the number of

previous iterations to check for aliases with) is configured

at compile-time by the user, but it could also be determined

through a combination of application profiling and design

space exploration. The latter is out of the scope of this paper.

3.4.1 Read-after-Write. We start by considering the case

of intra-iteration Read-after-Write dependencies. Before each

load, we insert a𝛾-node that operates on the array value from
which we would like to read (Figure 8 𝑎 ). The inputs to the

alias detection 𝛾-node are increasingly delayed versions of

the array (i.e. from the current and previous iterations of the

loop), and the decision is controlled by an alias node. The
latter manages an internal buffer of addresses whose size

will be determined during the code generation phase (see

Section 4). In case of an alias, then the alias node selects the

non-delayed input of the 𝛾-node, stalling the load operation



A Unified Memory Dependency Framework for Speculative High-Level Synthesis CC ’24, March 2–3, 2024, Edinburgh, United Kingdom

until the 𝛼-node completes its operation. Otherwise, if there

is an alias 𝑛 ⩾ 1 iterations before the load, then the input of

the 𝛾-node with 𝑛 𝛿-nodes is selected.

Selecting an array value that comes out of a sequence

of 𝑛 𝛿-nodes can be seen as ignoring the last 𝑛 stores to

this array. A direct consequence of this observation is that

the alias detection 𝛾-node exhibits a slow path on its non-

delayed input, and increasingly fast paths on its delayed

inputs. This imbalance in path length through the 𝛾-node

naturally leads itself to speculation [8]. We speculate that

there are no aliases, selecting the most delayed version of

the array. If there was an alias 𝑖 < 𝑤𝑑 iterations ago, then

we roll back the computation and select the 𝑖-th input of the

𝛾-node. Note that, since we speculate, we avoid the issues

with runtime memory disambiguation latencies illustrated

in Figure 6: a new loop iteration can start every cycle, and

the mispeculation handling logic takes care of rolling back

any potentially erroneous values. This process is handled

transparently by the speculation insertion mechanism in

SpecHLS.

3.4.2 Write-after-Read. Let us now consider the case of

intra-iteration Write-after-Read dependencies. Similarly to

the RAW dependency case, we insert an alias detection mech-

anism before each memory load. The main difference with

the RAW example described above is that write addresses

need to be delayed before entering the alias node. Figure 8 𝑏

illustrates this situation.

3.4.3 Write-after-Write. Any Write-after-Write depen-

dency is encoded in our GSSA representation by an edge

between 𝛼-nodes. This edge is taken into account by the

code generation phase (Section 4) to keep array updates in

order.

3.5 Generalizing Memory Speculation
The examples detailed in Section 3.4 form the basis of our

proposedmemory speculation framework. They are the foun-

dation from which we derive a mechanized procedure to

insert memory speculation opportunities in any input code.

The main idea behind this procedure is given by Figure 9,

and is described in the remainder of this section.

In the following, 𝑛𝛼 (𝑠) denotes the number of 𝛼-nodes

that operate on 𝑠 in the GSSA representation. For each load

𝑙𝑠 from 𝑠 , 𝑃𝛼 (𝑙𝑠 ) (resp. 𝑆𝛼 (𝑙𝑠 )) denotes the set of 𝛼-nodes that
precede (resp. follow) 𝑙𝑠 . Once all memory dependencies are

explicitly represented in GSSA, we traverse our IR looking

for memory load operations for each array symbol 𝑠 in our

input program.We insert the alias detection logic before each

load 𝑙𝑠 from 𝑠 . The structure of the alias detection mechanism

can be summarized as follows:

• the alias node has 𝑛𝛼 + 1 entries, one for 𝑙𝑠 ’s read ad-

dress, and one for each write address in the SCC. Write

addresses from nodes in 𝑃𝛼 (𝑙𝑠 ) are directly linked to

Figure 9. Generalizing the memory speculation mechanism

to account for multiple memory dependencies. 𝛿-nodes on

the inputs of the alias detection 𝛾-node are grouped for read-

ability purposes.

the alias node, while addresses from nodes in 𝑆𝛼 (𝑙𝑠 )
are connected through a 𝛿-node (not shown in Fig-

ure 9).

• the 𝛾-node has𝑤𝑑 groups of inputs, with each succes-

sive group adding a 𝛿-node to its inputs. The latter

inputs correspond to the array values produced by all

the 𝛼-nodes operating on 𝑠 in the SCC. Similarly to

the write addresses, additional 𝛿-nodes are inserted

for array values produced by nodes in 𝑆𝛼 (𝑙𝑠 ).

4 Code Generation
Previous sections have shown how we can introduce a gen-

eralized memory speculation mechanism in the SpecHLS

toolchain. In this section, we discuss the code generation

aspect of memory speculation, which requires special care to

make it amenable to efficient synthesis by commercial HLS

toolchains. Section 4.1 starts by highlighting the semantic

gap that exists between the by-value array semantics that

we have been working with up to this point, and the HLS-

friendly semantics that we need to generate for our backend.

Section 4.2 introduces a couple of common optimizations

used in HLS code that are leveraged by our code generation

backend. Section 4.3 gives an overview of the code we gener-

ate to handle speculation on memory accesses, in particular

regarding store queues, and Section 4.4 focuses on our store

queue parameter inference pass.

4.1 Code Generation for Memory Speculation
In order for our speculation flow to generate efficient hard-

ware, we need to lower the level of abstraction at which we

manipulate arrays. So far, arrays have been considered as

immutable values, with 𝛼-nodes producing a new updated

value after each store operation. While this representation

is convenient for high-level transformations, it is unpracti-

cal for realistic hardware synthesis. In the code generation
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phase, we lower this abstraction to a set of store queues and

an underlying array. This step represents an important shift

in perspective when considering arrays, as they go from a

localized state to a global state that needs to be managed

across the entirety of the loop we are trying to pipeline.

The following section highlights the challenges that arise

from such a shift of perspective, as we need to guarantee that

(i) a read from the global state has to reflect the previously

localized state of the array, and needs to take into account po-

tentially pending stores to the array that may not have been

committed yet; (ii) a write to the array needs to update the

pending write buffer while waiting for the confirmation that

the value to be written is correct; (iii) a value is committed

to the global state only if is correct, and the array contents

(as well as all auxiliary data structures) are rolled-back to

their previous state in case of a mispeculation.

4.2 Efficient Code Generation for HLS
Unlike traditional compilers, HLS toolchains target custom

hardware with little to no constraints on the type, size, place-

ment and number of operators, registers and memory. Typ-

ical HLS targets include ASICs (Application-Specific Inte-

grated Circuits) and FPGAs (Field-Programmable Gate Ar-

rays). We focus on the latter target for our code generation.

Two of the most prominent optimizations in HLS are loop
unrolling and array partitioning. Iterations of an unrolled

loop can be mapped to independent hardware operators,

maximizing parallel execution at the expense of design area.

Array partitioning maps an array in the input HLS code to

memory banks or even registers for each array element in the

final hardware. This transformation increases the amount of

read/write ports on the memory, and can be used to improve

execution throughput. However, as for loop unrolling, this

optimization is done at the cost of some hardware area.

Because the optimizations discussed in this section intro-

duce a tradeoff between hardware area and performance,

HLS toolchains do not apply them automatically. Instead,

they are user-guided optimizations, with hardware designers

annotating their C++ code using pragmas to indicate which

parts to optimize. The following section highlights some of

the places where we generate annotations in our code to

improve hardware generation by the HLS backend.

4.3 Code Generation Structure
For each array for which we inserted the speculation logic

described in Section 3 code, we need to generate code for

five different functions: read, update, commit, rollback
and alias. They correspond respectively to array reads, 𝛼-

nodes, commit nodes, rollbacks and the alias detection logic

from our speculative IR. These functions operate on plain C

pointers representing arrays, and interact with global store

queue structures. The following lays out the latter structures

and described the operation of each function in more detail.

We only discuss operations for a single array, but the code is

easily extended to multiple arrays.

4.3.1 Store Queue Structure. Each store queue holds a

list of pending values to be stored and a list of their corre-

sponding addresses, with a valid bit for each entry. The size of

each of these lists, maxPendingStores and maxPendingAddr,
are computed by a procedure described in Section 4.4. We

create a separate partial store queue for each 𝛼-node that

operates on the array, with the union of all these partial

queues forming a store queue structure similar to the one

found in processors. Doing so allows us to have fine grain

control in the alias detection while still making it easy for

the HLS toolchain in the backend to optimize our code.

4.3.2 Reading Values. To read values from an array, we

need to either load it from the contents of the array, or index

into our store queue structure if an update occurred at the

current read address. This operation is achieved by providing

our reading stub the value of the read address alongside the

array pointer, as well as a list of value ranges. The latter

correspond to the value windows to consider in each partial

store queue for the current read operation.We do not traverse

the entire store queue to avoid data dependency violations,

as some values from later iterations may already have been

written to the store queue by speculative execution. The

parameters of each store queue window are computed by

the procedure described in Section 4.4.

4.3.3 Updating Array Contents. Array updates that hap-
pen through 𝛼-nodes in our intermediate representation are

lowered to a function parameterized by the index of the

𝛼-node for access to partial store queues, as well as the maxi-

mum number of pending values and addresses. Each 𝛼-node

in our intermediate representation is replaced by a call to this

function, passing its unique identifier as the first template

parameter. We shift the contents of the store queue to make

room for the newly written value and insert the latter in the

partial store queue that corresponds to the current 𝛼-node.

The we function argument corresponds to a write-enable

signal that is cleared by the speculation Finite State Machine

(FSM) if a mispeculation is being handled and invalid values

are currently propagating through the circuit.

4.3.4 Committing Stores. Once the value computed by

a speculative operation is detected as being correct by the

speculation logic, the contents of the partial store queues are

committed to the underlying array. For each 𝛼-node in the

code, we check if the oldest value in its partial store queue is

valid (i.e. the valid bit was set by the update function) and, if

so, we write it to the array at the address held in the queue.

4.3.5 Rolling Back. When a mispeculation occurs in the

SCC, incorrect data may have already been written to the

array’s store queue. This incorrect data can either be a value
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or an address computed by a speculative operation as a re-

sult of a wrong speculation. In such a case, our store queue

can simply be rolled back by marking all stores that hap-

pened during the wrong speculative execution as invalid.

This function is called directly by the speculative FSM.

4.3.6 Detecting Aliases. The alias detection logic pre-

sented in Section 3.5 is rewired during the code generation

phase. The output of the alias node is now linked to the FSM

and informs the speculative execution process of potential

mispeculations. Instead of operating on the write addresses,

as illustrated in Figure 9, the final alias detection function

operates on the partial store queues associated to all 𝛼-nodes.

It checks if the read address of its corresponding load opera-

tor aliases with any store operation registered in the partial

queues, and produces an integer value indicating the dis-

tance (in terms of memory operations) at which the closest

alias occurred.

4.4 Inferring Store Queue Parameters
In our memory dependency handling framework, stores to

memory are handled by a set of partial store queues. The

latter are parameterized by a store window to ensure tempo-

ral consistency during the execution (see Section 4.1). The

size of each partial store queue as well as the window pa-

rameters are determined by a depth propagation pass, which

we chose to encode as a type inference pass on our IR. In

the following, we consider the case where there is only one

𝛼-node for each array in the input code (Section 4.4.1) before

showing how to generalize our approach to multiple array

updates (Section 4.4.2).

4.4.1 Single Array Update. We denote the type of an

array with elements of type 𝜏 asA(𝜏). We add two additional

parameters to this type,𝑤 and 𝑑 , to encode the length and

the end of the store queue window (i.e. the number of values

to discard at the end of the store queue) that is valid at each

node. Consequently, if a node 𝑁 has type A(𝜏,𝑤,𝑑), then
all stores in the queue in the range [0;𝑤 −𝑑] are valid when
executing 𝑁 .

The store queue depth inference pass is a forward analysis

along dataflow edges, ignoring the back-edges on 𝜇-nodes.

The maximum depth of the store queue is computed as one

plus the maximum of all rollbacks that can occur for a given

array. Intuitively, the depth of the rollback operators is given

by the length in cycles of the computations that determine

if a speculation is correct or not. During the execution of

such an operation, values may be written to the store queue

at each execution cycle. These values may be invalid if the

current speculation happens to be incorrect. Thus, we need

to keep at least maxRBPending + 1 values in the store queue

at each time, since a mispeculation may require rolling back

at most maxRBPending values in the queue and restoring the

previous state of the array. The user can define a maximum

Figure 10. Store queue structure inference pass. The circled
numbers show the successive steps followed by the inference

algorithm.

distance (in terms of iterations) at which to look for aliases,

Δ𝑈 .

The store queue depth inference pass operates on a work-

list of nodes, starting with all 𝜇-nodes in the SCC that corre-

spond to arrays. The entire procedure traverses the interme-

diate representation exactly once, propagating store queue

parameters in the propagate function. The latter operates
according to the following inference rules:

Mu

𝑥 : A(𝜏) 𝑝 : bool 𝑖𝑥 : A(𝜏)
𝜇 (𝑝, 𝑖𝑥 , 𝑥) : A(𝜏, maxRbPending − 1, 0)

Alpha

𝑥 : A(𝜏,𝑤,𝑑) 𝑖 : int 𝑒 : 𝜏

𝛼 (𝑥, 𝑖, 𝑒) : A(𝜏,𝑤 + 1, 𝑑)

Gamma

𝑐 : bool 𝑒0 : A(𝜏,𝑤0, 𝑑0) . . . 𝑒𝑛 : A(𝜏,𝑤𝑛, 𝑑𝑛)
𝛾 (𝑐, 𝑒0, . . . , 𝑒𝑛) : A(𝜏,max𝑖 𝑤𝑖 ,min𝑖 𝑑𝑖 )

Mux

𝑐 : bool 𝑒0 : A(𝜏,𝑤0, 𝑑0) . . . 𝑒𝑛 : A(𝜏,𝑤𝑛, 𝑑𝑛)
mux(𝑐, 𝑒0, . . . , 𝑒𝑛) : A(𝜏,max𝑖 𝑤𝑖 ,min𝑖 𝑑𝑖 )

Delta

𝑥 : A(𝜏,𝑤,𝑑)
𝛿 (𝑥) : A(𝜏,𝑤,𝑑 + 1)

Rollback

𝑥 : A(𝜏,𝑤,𝑑)
RB(𝑥) : A(𝜏,𝑤,𝑑)

The store queue window is initialized at 𝜇-node, where

the depth inference pass starts. When encountering an 𝛼-

node, an additional pending store is added to the store queue

window. Multiplexers and 𝛾-node are treated in a similar

fashion: we need to consider the most pending stores from all

of the node’s inputs, and we need to discard the least amount

of elements. The latter rule encodes the interval union of all

input store queue windows. 𝛿-nodes add a discarded store,

as they delay the execution by one cycle: stores that are

valid before a delay will only be visible at the next cycle for

operators dominated by the 𝛿-node. Finally, rollbacks pass

the type of their input to their output, as they only affect the

maximum size of the store queue windows. These inference
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Table 1. Performance and area results for a set of benchmarks that exhibit dynamic or otherwise hard to handle memory

dependencies. We observe an average speed-up equal to the average increase in surface area of the circuit.

Baseline Speculative

Benchmark II

𝐹max

(MHz)

LUT+FF BRAM DSP II

𝐹max

(MHz)

CPI LUT+FF BRAM DSP

Misp.
(%)

Speed-
up

SimpleRAW 3 101 579 1 0 1 101 1.2 1584 (2.7×) 1 0 6 2.5×
SimpleWAR 3 101 903 1 0 1 101 1.5 2035 (2.3×) 1 0 3 2.0×
SimpleWAW 7 101 2955 0 0 1 101 1.7 5475 (1.9×) 0 0 9 4.1×
DoubleRAW 9 101 1376 0 2 1 80 1.4 6380 (4.7×) 0 2 17 5.1×
Histogram 4 122 723 0 2 1 101 1.3 2772 (3.8×) 0 2 16 2.5×

SKA-Gridding 4 122 1170 0 2 1 101 2.5 1480 (1.3×) 0 2 40 1.3×
ALU 2 110 608 0 0 1 99 1.3 1336 (2.2×) 0 3 15 1.4×

KulischAccum 3 197 715 2 0 1 141 1.2 959 (1.3×) 2 0 3 1.8×
Floyd-Warshall 6 122 1631 0 0 1 82 1.1 8192 (5.0×) 0 0 11 3.7×

Gauss 6 122 994 1 5 1 87 1 4177 (4.2×) 3 3 0 4.3×
BNN 5 145 330 2 0 1 137 1.1 2379 (7.2×) 2 0 10 4.3×

rules cover all the node types that may interact with arrays

in our IR, except for loads. Array reads do not update the

array type, but they make use of the type of their array input

in the generated code described in Section 4.1.

4.4.2 Multiple Array Updates. The type inference pass
presented in the previous section can be extended to multiple

array updates by replacing the type parameter𝑤 with a list,

where each element of the list corresponds to a different

𝛼-node. Only the Alpha inference rule needs to be updated,

replacing it by

Alpha

𝑥 : A(𝜏,𝑤,𝑑) 𝑖 : int 𝑒 : 𝜏

𝛼 𝑗 (𝑥, 𝑖, 𝑒) : A(𝜏,𝑤 [𝑤 𝑗 ↦→ 𝑤 𝑗 + 1], 𝑑)
,

with 𝑗 the index of the 𝛼-node, and𝑤 [𝑤 𝑗 ↦→ 𝑤 𝑗 +1] denoting
the in-place update of the 𝑗-th element of𝑤 .

Figure 10 illustrates the operation of the store queue pa-

rameter inference pass on an example involving a load and

two stores. The store queue windows are represented for

each 𝛼-node by a sequence of squares. The output type of

a node is attached to its lower-right corner. The length of

the sequences corresponds to the value of the elements of

the𝑤 type parameter list. The 𝑑 parameter is represented by

crossed-out elements in those windows.

5 Experimental Results
Application-specific hardware accelerators are often com-

prised of loop kernels and do not encompass entire applica-

tions, making traditional benchmarks such as SpecInt irrele-

vant. Although there exist HLS specific benchmarks [14, 43],

they are focused on kernels with regular access patterns, as

they carry the legacy of traditional HLS application domains.

To address these issues, wemake the choice to evaluate our

memory speculation framework on a selected set of bench-

marks with data-dependent memory dependencies from pre-

viously published work [1, 8], as well as statically deter-

minable but infrequent dependencies that prevent pipelining

as discussed by Liu et al [27]. In both cases, traditional HLS

tools fail to find a satisfying operation schedule and produce

hardware with II > 1. SimpleRAW, SimpleWAR, SimpleWAW,

and DoubleRAW are synthetic benchmarks that exhibit basic

memory dependency patterns inside of a loop. SimpleRAW
(resp. SimpleWAR, and SimpleWAW ) is similar to Figure 7 𝑎

(resp. Figure 7 𝑏 , and Figure 7 𝑐 ). Histogram, SKA-Gridding,
ALU, and KulischAccum exhibit data-dependent memory ac-

cesses that cannot be determined statically. Floyd-Warshall
and Gauss exhibit an inter-iteration memory dependency for

certain iterations of the loop. Consequently, HLS tools have

to generate a pessimistic schedule while pipelining the loop.

BNN contains both a data-dependent memory access and an

inter-iteration memory dependency.

In all our benchmarks, we choose the minimal value of

Δ𝑈 such that II = 1. This value is specified to our toolchain

through a pragma annotation in the input code. We use Vitis

HLS 2021.2 to perform the High-Level Synthesis, with an

XC7A200 as the target FPGA. Table 1 shows performance

and area results for our benchmark set. The baseline (with

no speculation applied) is shown on the left-hand side, fol-

lowed by its speculative counterpart. Mispeculation rates

and relative speed-ups are given at the end of each row. The

CPI (Cycles Per Iteration) value that we give for the spec-

ulative design can be seen as an effective II. It is equal to
II for the baseline, and is linearly correlated with the mis-

peculation rate for the speculative version. The hardware

utilization is depicted through the utilization of lookup ta-

bles and flip-flops (LUT+FF), memory blocks (BRAM), and
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hardware multiply/add blocks (DSP). Note that some arith-

metic operations can either be mapped to DSP or to LUT+FF

elements, which explains some of our area results. For exam-

ple, the speculative Gauss accelerator uses less DSPs than
the baseline because some arithmetic operations have been

mapped to LUT+FF by the HLS backend’s heuristics.

We note that the proposed approach reduces the static II

for each application. To measure the speed-up, we compare

the CPI achieved by the baseline and the speculative versions

of our benchmarks, but also the maximal frequency of the

generated hardware. The additional control inserted to detect

aliases and handle mispeculation can have a negative impact

on the maximal frequency. However, the important gains on

the CPI side leads to a speed-up ranging from 1.3× to 5.1×.
It is important to note that for synthetic benchmarks and

data-dependent applications, the mispeculation rate depends

on the data used and may affect the speed-up. However,

previous studies on speculative loop pipelining show that

even if we always mispeculate, the CPI is never worse than

the pessimistic static schedule [8]. Only the 𝐹max reduction

may reduce the performance of the generated hardware.

For most benchmarks, we observe an area increase that

closely matches the speed-up. Part of this overhead is due

to the additional logic used to delay pending writes, detect

aliases, and correctly handle mispeculations. The cost of this

logic depends on the Δ𝑈 used to achieve II = 1, and on the

number of read/write operations in an iteration of the kernel.

However, note that reducing the II also negatively impacts

the area utilization, as it minimizes the possibility of resource

sharing. No resource sharing is possible when II = 1.

6 Related Work
Speculation is a fundamental aspect of high-performance

computing that has implications from compiler design all

the way to low-level hardware design. Some specialized

compiler frameworks leverage coarse-grain speculative ex-

ecution by partitioning programs into sets of speculative

threads [3, 34, 40]. This behavior leads to memory hazards

between threads that need to be resolved at runtime. Specu-

lative Decoupled Software Pipelining (SpecDSWP) supports

speculative memory rollbacks by leveraging a versioned

memory [40]. All these approaches leverage speculation on

existing hardware, while our approach is aimed at custom

hardware synthesis.

Speculation is very efficient at improving performance,

but it is equally difficult to implement. Automated Pipeline

synthesis tools attempt to streamline speculation insertion

from a high-level description of the pipeline. Piper [16] and T-

Piper [32] automatically generate speculative pipelines from

a high-level hardware description, with T-Piper allowing for

automatic design space exploration of data hazard resolution

strategies.

Several works have applied varying degrees of specula-

tion to High-Level Synthesis flows, from automatic branch

prediction synthesis [15, 22] to generalized speculative exe-

cution [8, 13, 17]. The latter often incorporate some form of

limited memory speculation. Josipović et al. [17] insert save
and commit operators at the boundary of dataflow circuit

regions where speculative computations are to take place.

These regions always end before any store unit can interact

with memory, and no speculative token can escape to mem-

ory before the result of the computation is committed. Gorius

et al. [13] only handle simple read-after-write loop-carried

dependencies in a speculative context. Furthermore, their

approach only allows for a single array update to happen in

a loop iteration for each array. However, it is general enough

to allow for fully automated design space exploration of

RISC-V soft-cores targetting FPGAs [12].

Dynamic memory hazard resolution in HLS is an active

research area, as it provides a wider range of application

to HLS. Alle et al. [1] use source-to-source manipulations

to insert runtime alias detection and transform loops with

loop-carried dependencies, allowing them to be pipelined

by HLS toolchains. Dai et al. [7] insert dynamic hazard res-

olution logic at compile-time and handle data hazards at

runtime through memory port arbitration and squash-and-

replay. Several authors have also leveraged polyhedral com-

pilation techniques to insert compile-time/runtime alias de-

tection logic and stall the execution pipeline when an alias

occurs [26, 27, 30]. Some of the latter approaches tend to

duplicate hardware to handle memory dependencies [26, 27],

whereas our approach’s area is limited to the speculation

and alias detection logic.

The issue of store queue sizing in dataflow circuits has

been covered by Liu et al. [25] as well as Elakhras et al. [9].

The latter leverage basic-block analysis to tune the size of the

load-store queue inserted into their dataflow designs. This

approach has only been shown to be applicable in the context

of dynamic dataflow circuits. Speculative execution would

likely require additional logic in the store queue, especially

to handle multiple interacting speculations, which are only

briefly discussed by previous work on dataflow circuits [17].

7 Conclusion
Speculative High-Level Synthesis brings customizable spec-

ulative behaviour to hardware accelerators, and opens up a

wide range of possible accelerator designs for control-flow

dominated applications. In this paper, we propose a unified

memory dependency handling framework for speculative

HLS and show that we can generate hardware from C++ code

in the presence of speculative memory accesses. Our mem-

ory speculation framework allows for handling of memory

accesses in speculative loops by rolling back incorrect stores,

speculating over intra-and inter-iteration dependencies in

Read-after-Write, Write-after-Read and Write-after-Write

scenarios, and generate C++ code that is compatible with

commercial HLS toolchains.
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