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ABSTRACT
We study a simple random process that computes a maximal inde-

pendent set (MIS) on a general 𝑛-vertex graph. Each vertex has a

binary state, black or white, where black indicates inclusion into

the MIS. The vertex states are arbitrary initially, and are updated in

parallel: In each round, every vertex whose state is “inconsistent”

with its neighbors, i.e., it is black and has a black neighbor, or it is

white and all neighbors are white, changes its state with probability

1/2. The process stabilizes with probability 1 on any graph, and the

resulting set of black vertices is an MIS. We show that the expected

stabilization time is 𝑂 (log𝑛) on certain graph families, such as

cliques and graphs of bounded arboricity.

Our main result is that the process stabilizes in poly(log𝑛)
rounds w.h.p. on 𝐺𝑛,𝑝 random graphs, for 0 ≤ 𝑝 ≤ poly(log𝑛) ·
𝑛−1/2 or 𝑝 ≥ 1/poly(log𝑛). Further, we propose an extension of

this process, with larger but still constant vertex state space, which

stabilizes in poly(log𝑛) rounds on 𝐺𝑛,𝑝 w.h.p., for all 1 ≤ 𝑝 ≤ 1.

Both processes readily translate into distributed/parallel MIS algo-

rithms, which are self-stabilizing, use constant space (and constant

random bits per round), and assume restricted communication as in

the beeping or the synchronous stone age models. To the best of our

knowledge, no previously known MIS algorithm is self-stabilizing,

uses constant space and constant randomness, and stabilizes in

poly(log𝑛) rounds on 𝐺𝑛,𝑝 random graphs.

CCS CONCEPTS
• Theory of computation → Distributed algorithms; Graph al-
gorithms analysis; •Mathematics of computing→ Graph algo-
rithms.

KEYWORDS
maximal independent set, parallel/distributed algorithms, self-stabi-

lizing algorithms, beeping model
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1 INTRODUCTION
Finding a maximal independent set (MIS) is a fundamental problem

in parallel and distributed computing. Given a graph 𝐺 = (𝑉 , 𝐸),
the objective is to identify a set of vertices 𝑆 ⊆ 𝑉 such that no

two vertices 𝑢, 𝑣 ∈ 𝑆 are adjacent to each other (independence
property), and no vertex 𝑢 ∈ 𝑉 \ 𝑆 can be added to 𝑆 without

violating independence (maximality property). The significance of

the problem in parallel computing was first recognized in the early

80s [6, 25], due to its various applications in symmetry breaking [19],

and it has been studied extensively ever since (see [5] for a review

of work until 2015, and [3, 13] for state of the art results).

In this paper, we explore simple distributed random processes

on graphs that find an MIS starting from arbitrary initial states

of the vertices. These processes immediately translate into self-

stabilizing [8, 9] synchronous distributed algorithms for network

systems with severely restricted computation and communication

capabilities, such as wireless sensor networks. The processes we

consider are also relevant to certain biological cellular networks.

For example, it is known that a biological process occurring during

the development of the nervous system of a fly is equivalent to

computing an MIS [2, 18].

The main random process we consider, which we call the 2-state
MIS process, is as follows. Each vertex has a binary state, black or

white, where black indicates inclusion into the MIS. The vertex

states are arbitrary initially and are updated in synchronous rounds.

In each round, every vertex𝑢 whose state violates the independence

or maximality properties, i.e., 𝑢 is black and has a black neighbor,

or it is white and has no black neighbor, changes its state to the

opposite state with probability 1/2. It is easy to see that the state of

a vertex stabilizes as soon as it is black and has no black neighbors,

or it is white and has a stabilized black neighbor; and when all

vertices have stabilized, the set of black vertices is an MIS. It is also

immediate that, on any graph 𝐺 , the process stabilizes eventually

with probability 1, due to the randomization.
1

The 2-state MIS process can be viewed as a natural paralleliza-

tion (with the addition of randomness) of a simple self-stabilizing

sequential deterministic algorithm, proposed in [16, 21], where in

each step a single vertex updates its state (from black to white

if the vertex has a black neighbor, and from white to black if it

has no black neighbors). [21] also observed that by randomizing

the transitions of the sequential algorithm we obtain an algorithm

that stabilizes with probability 1 on a general adversarial scheduler

1
We could have defined the process so that the transition from white to black (when

the white vertex has no black neighbors) occurs with probability 1, but we opted for a

randomized transition because it simplifies our analysis.
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model, which includes the synchronous model. A similar observa-

tion follows from a general transformation framework proposed

in [24]. The sequential algorithm is known to stabilize after each

process has taken at most 2 steps, regardless of the scheduling order.

However, analyzing the stabilization time of the parallel process

seems a much more challenging problem, and has not been studied

before.

The 2-state MIS process directly translates into a self-stabilizing

MIS algorithm for the harsh beeping communication model [7]. In

this model, in every synchronous round, each vertex either beeps

or listens, and a listening vertex can only differentiate between

none of its neighbors beeping, or at least one beeping. In our case,

we can let black vertices beep in each round, while white vertices

listen. Black vertices must be able to detect collisions, otherwise

they cannot tell if they have a black neighbor, thus we assume

the beeping model version with sender collision detection (a.k.a.

full-duplex model) [1, 12].

We also propose a simple variant of the 2-state MIS process,

called the 3-state MIS process, which has an additional state and

does not require collision detection (see Definition 5). This vari-

ant is suitable for the synchronous stone age model [10, 11]. The

synchronous stone age model can be viewed as an extension of

the beeping model over a constant number of channels (without

collision detection): each vertex beeps in at most one channel and

listens to the other channels.

The algorithms obtained from the 2-state and 3-state MIS pro-

cesses have several attractive properties: they use a constant num-

ber of states (2 or 3) and one random bit per round, they do not

require vertex IDs or any global graph information (such as the

number of vertices 𝑛 or the maximum degree Δ), assume very weak

communication (the beeping or stone age models), they are self-

stabilizing, and are extremely simple. We will prove that, on some

families of graphs, the 2-state algorithm is also fast, i.e., it stabilizes
(from an arbitrary initial state) in a number of rounds that is poly-

logarithmic in 𝑛, w.h.p. In this paper, we do not analyze the 3-state

MIS process, but we expect that it behaves similarly to the 2-state

MIS process.

Several self-stabilizing distributed MIS algorithms have been

proposed in the literature, but as far as we know, none possesses all

the above properties. Known fast self-stabilizing MIS algorithms for

the beeping model require (approximate) knowledge of 𝑛, use space

that is a super-constant function of 𝑛, and require a super-constant

number of random bits [1, 12, 18]. In the stone age model, an MIS

algorithm proposed in [11] has similar properties as our algorithms,

and is provably fast for all graphs, but is not self-stabilizing; while a

self-stabilizing algorithm for the model proposed recently in [10] is

fast only on graphswhose diameter is bounded by a known constant.

A fast self-stabilizing MIS algorithm proposed in [23] requires super

constant state and communication. All the above algorithms are

randomized. Known deterministic self-stabilizing MIS algorithms

require distinct vertex IDS, super constant state and communication,

and are in general much slower than the randomized algorithms,

stabilizing in time linear in 𝑛 or in the maximum degree Δ [4, 15,

17, 22].

1.1 Our Contribution
We first analyze the stabilization time of the 2-state MIS process

on complete graphs and on graphs with bounded arboricity.
2
We

also provide an upper bound in terms of the maximum degree for

general graphs. The proof of these results is mostly straightforward.

Theorem 1. The stabilization time of the 2-state MIS process on
an 𝑛-vertex graph 𝐺 is

• 𝑂 (log𝑛) in expectation and 𝑂 (log2 𝑛) w.h.p., if 𝐺 is the com-
plete graph 𝐾𝑛 .

• 𝑂 (log𝑛) w.h.p., if 𝐺 has bounded arboricity.
• at most 𝑂 (Δ log𝑛) w.h.p., if the maximum degree of 𝐺 is Δ.

A main technical contribution of the paper is the analysis of

the 2-state MIS process on Erdős-Rényi 𝐺𝑛,𝑝 random graphs. We

show a poly-logarithmic upper bound for 𝐺𝑛,𝑝 random graphs

when the average degree 𝑛𝑝 is at most poly(log𝑛) ·
√
𝑛. The same

bound is easily obtained also when the average degree is at least

𝑛/poly(log𝑛).
Theorem 2. The stabilization time of the 2-state MIS process on

a 𝐺𝑛,𝑝 random graph, such that 0 ≤ 𝑝 ≤ poly(log𝑛) · 𝑛−1/2 or
𝑝 ≥ 1/poly(log𝑛), is at most poly(log𝑛) w.h.p.

Our proof techniques do not suffice to obtain a poly-logarithmic

upper bound for the 2-state MIS process on 𝐺𝑛,𝑝 for the complete

range of 𝑝 . Our second technical contribution is an extension of the

2-state MIS process, which provably stabilizes in poly-logarithmic

time w.h.p. on 𝐺𝑛,𝑝 for all 0 ≤ 𝑝 ≤ 1. The extended process has

similar attractive properties as the 2-state MIS process, in particular,

the number of states is still constant. It uses as a sub-process a

phase clock process proposed in [10]. Interestingly, unlike [10], we

do not use the phase clock for synchronization, but rather as a

local non-synchronized counter (see Section 1.2 for a more detailed

discussion).

Theorem 3. There is an extension of the 2-state process, with 18

states, such that the stabilization time of the process on a𝐺𝑛,𝑝 random
graph, for any 0 ≤ 𝑝 ≤ 1, is at most poly(log𝑛) w.h.p.

It is an open problem whether the bound of Theorem 3 holds for

the 2-state MIS process, as well. We believe that it does. In fact, we

conjecture that the stabilization time of the 2-state MIS process is

poly(log𝑛) w.h.p. on any given 𝑛-vertex graph. We also conjecture

that the same is true for the 3-state MIS process. For the 2-state

process, we cannot hope to prove an 𝑂 (log𝑛) upper bound for all

graphs, as the process requires Θ(log2 𝑛) rounds to stabilize w.h.p.

on the complete graph 𝐾𝑛 .
3
For the 3-state process, however, we

have no example of a graph where the stabilization time is larger

than 𝑂 (log𝑛).

1.2 Analysis Overview and Techniques
Belowwe give an overview of the analysis of the 2-stateMIS process

and its extension, on 𝐺𝑛,𝑝 random graphs.

To avoid having to deal simultaneously with the randomness of

the graph and the arbitrary initialization of vertex states, we deal

2
The arboricity of a graph is the minimum number of forests into which we can

partition its edges.

3
It also requires Θ(log2 𝑛) rounds in expectation to stabilize on a graph consisting of√
𝑛 disjoint cliques 𝐾√

𝑛 .
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with graph randomness first. We define a family of good graphs,
containing those graphs that satisfy all structural properties that

we will need for the analysis, such as bounds on the average degree

of any induced subgraph, and bounds on the number of common

neighbors of any two vertices (see Definition 18). We then show

that a 𝐺𝑛,𝑝 random graph is good w.h.p., and assume an arbitrary

good graph in the analysis.

The analysis proceeds by showing that starting from any vertex

states, the process makes sufficient progress after 𝑂 (log𝑛) rounds,
where progress is measured by the expected number of vertices

that stabilize.

In the 2-state MIS process, we call a vertex active if it is black
and has a black neighbor, or it is white and has no black neighbors.

Thus, active vertices change their state to a uniformly random state

in the next step. A vertex is 𝑘-active if it is active and has at most 𝑘
active neighbors.

An elementary property of the 2-state MIS process is that if

a vertex is 𝑘-active, then it becomes stabilized black in 𝑂 (log𝑘)
rounds with probability Ω(1/𝑘). We use also a generalization of

this property to sets of active vertices.
4
These two properties, com-

bined with structural properties of good graphs, suffice to show

the desired expected progress when the number of non-stabilized

vertices is large enough or the number of active vertices is large

enough. Moreover, the analysis of this case does not require any

constraints on the value of 𝑝 .

The more difficult case is when the number of non-stabilized

vertices is relatively small, namely 𝑂 (𝑝−1 log2 𝑛), and a smaller

than 1/poly(log𝑛) fraction of them are active. One may expect this

to be an easy case, since the induced subgraph on a random subset of

𝑂 (𝑝−1 log2 𝑛) vertices has maximum degree Δ = 𝑂 (log2 𝑛) w.h.p.,
and Theorem 1 gives an 𝑂 (log3 𝑛) bound for that Δ. However, the
above bound on Δ does not apply to the induced subgraph on an

arbitrary subset of 𝑂 (𝑝−1 log2 𝑛) vertices. Nevertheless, it is true
that the average degree of that subgraph is 𝑂 (log2 𝑛), thus at least
a constant fraction of vertices have degree 𝑂 (log2 𝑛).

Let 𝑢 be one such vertex, i.e., 𝑢 has degree 𝑑 = 𝑂 (log2 𝑛) in the

induced subgraph of non-stabilized vertices. To prevent 𝑢 from

becoming active (and thus 𝑑-active) or becoming stabilized, in each

round at least one neighbor 𝑣 of 𝑢 must be non-stabilized black.

We show that, roughly speaking, if a vertex 𝑣 has probability 𝑏 of

becoming non-stabilized black at some point during an interval of 𝑟

rounds (ignoring the first few rounds, e.g., if 𝑣 is black initially), then

𝑣 has probability at least poly(𝑏/𝑟 ) of becoming \ -active in that

interval, where \ is bounded by 𝑂 (log(𝑟/𝑏)) times the maximum

number of common neighbors two vertices may have, which is

poly(log𝑛) if 𝑝 ≤ poly(log𝑛) ·𝑛−1/2 (see Section 4.1 for the relevant
lemmas).

For the purposes of our analysis, it suffices to set 𝑟 = Θ(log log𝑛).
If each of the 𝑑 neighbors 𝑣 of 𝑢 has probability less than 1/(2𝑑)
of becoming non-stabilized black in the next 𝑟 rounds, then 𝑢

has a constant probability of becoming 𝑑-active (or stabilize). On

the other hand, if there is some neighbor 𝑣 that has probabil-

ity 𝑏 ≥ 1/(2𝑑) of becoming non-stabilized black in the next 𝑟

rounds, we saw above that 𝑣 becomes \ -active with probability at

4
Similar properties are commonly used in the analysis of distributed MIS algorithms

in the literature.

least poly(𝑏/𝑟 ) = 1/poly(log𝑛), where \ = poly(log𝑛). We con-

clude that, with probability 1/poly(log𝑛), 𝑢 is poly(log𝑛)-active
or has a poly(log𝑛)-active neighbor at some point in the next

𝑟 = Θ(log log𝑛) rounds. It follows that 𝑢 stabilizes with proba-

bility 1/poly(log𝑛) in the next 𝑂 (log𝑛) rounds.5
When 𝑝 > poly(log𝑛) · 𝑛−1/2, the second case of the analysis

above does not give a poly-logarithmic bound. A solution to this

problem would be to somehow limit how frequently a vertex 𝑣

can change its state from white to black, namely, at most once

every Θ(log2 𝑛) rounds. In fact, it would suffice if 𝑣 can change

its state from white to black at most once every Θ(log𝑛) rounds.6
We extend the 2-state MIS process by incorporating a mechanism

which achieves roughly that.

We call the new process the 3-color MIS process. It consists of
two sub-processes running in parallel. The first is similar to the

2-state MIS process with the addition of a third color, gray: a black
vertex now becomes gray instead of white, a gray vertex becomes

white after a while, and other vertices treat gray vertices as white.

The transition from gray to white is controlled by the second sub-

process, called the logarithmic switch.
In the logarithmic switch, each vertex has an on/off binary vari-

able, and a gray vertex changes to white if the switch variable of the

vertex is on. We would like that the logarithmic switch satisfy two

basic properties: (i) a vertex switches from off to on every Θ(log𝑛)
rounds; and (ii) it switches from on to off every 𝑂 (1) rounds. How-
ever, we do not know how to implement property (i) using constant

states. Instead, we observe that it suffices if property (i) is satisfied

only when 𝑝 > poly(log𝑛) ·𝑛−1/2; for smaller 𝑝 , a weaker property

suffices: (i
′
) a vertex switches from off to on after at most 𝑂 (log𝑛)

rounds. It is not immediately obvious how to implement this dis-

tinction, because we want the process to work for all 0 ≤ 𝑝 ≤ 1

without knowing 𝑝 (or anything else about the graph topology).

We achieve that as follows. We exploit the fact that if 𝑝 >

poly(log𝑛) · 𝑛−1/2 then the graph has constant diameter (in fact

diameter 2). The logarithmic switch process we devise is similar to

the phase clock process RandPhase proposed in [10]. RandPhase

assumes that an upper bound 𝐷 on the graph diameter is available

to the process and uses 𝐷 + 3 states. The core mechanism of the

logarithmic switch is identical to that of RandPhase for 𝐷 = 3 (not

2!), but the underlying graph may have arbitrary (and unknown)

diameter. The logarithmic switch includes also a mapping of the

states to the on/off values of the switch. Unlike RandPhase which is

used for synchronization (it achieves synchronous phases of length

𝐷 +Θ(log𝑛)), the purpose of the logarithmic switch is not synchro-

nization, as it is not required that the switch variables of different

vertices change simultaneously.

1.3 Notation
We fix now some standard notation that we use throughout the

paper. Let 𝐺 = (𝑉 , 𝐸) be a graph on 𝑛 vertices. For each vertex

𝑢 ∈ 𝑉 , 𝑁 (𝑢) = {𝑣 : (𝑢, 𝑣) ∈ 𝐸} is the set of neighbors of 𝑢, and

𝑁 + (𝑢) = 𝑁 (𝑢) ∪ {𝑢}. Similarly, for a set of vertices 𝑆 ⊆ 𝑉 , we

5
We suspect that a refinement of this argument may be useful for a broader class of

graphs.

6
The reason is that, in the induced subgraph on𝑂 (𝑝−1 log2 𝑛) vertices considered in

the second case of the analysis of the 2-state MIS process, at least a constant fraction

of vertices have at most𝑂 (log𝑛) neighbors of degree Ω (log3 𝑛) .
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define𝑁 (𝑆) = ⋃
𝑢∈𝑆 𝑁 (𝑢)\𝑆 and𝑁 + (𝑆) = ⋃

𝑢∈𝑆 𝑁
+ (𝑢) = 𝑁 (𝑆)∪𝑆 .

For two (not necessarily disjoint) sets 𝑆,𝑇 ⊆ 𝑉 , we let 𝐸 (𝑆,𝑇 ) =
{(𝑢, 𝑣) ∈ 𝐸 : 𝑢 ∈ 𝑆, 𝑣 ∈ 𝑇 } be the set of edges with one endpoint in

𝑆 and the other in 𝑇 . We also define 𝐸 (𝑆) = 𝐸 (𝑆, 𝑆). By 𝐺 [𝑆] we
denote the induced subgraph of 𝐺 on 𝑆 ⊆ 𝑉 , i.e., 𝐺 [𝑆] = (𝑆, 𝐸 (𝑆)).

Roadmap. The rest of the paper is organized as follows. Section 2

contains the definition and some basic properties of the 2-state and

3-state MIS processes. Section 3 provides a proof of Theorem 1.

Section 4 proves Theorem 2. Section 5 defines the 3-color MIS

process and proves Theorem 3. Due to space limitations some of

the proofs are omitted, and can be found in the full version of the

paper [14].

2 THE 2-STATE AND 3-STATE MIS PROCESSES
2.1 Definition of the Processes
We define two self-stabilizing distributed graph processes that com-

pute a maximal independent set when applied on any given graph.

Definition 4 (2-State MIS Process). In the 2-state MIS process on
graph𝐺 = (𝑉 , 𝐸), each vertex 𝑢 ∈ 𝑉 has a binary state from the set

{black, white}, and all states are updated in parallel rounds. The

initial state 𝑐0 (𝑢) of vertex 𝑢 can be arbitrary, and in each round

𝑡 = 1, 2, . . . , 𝑢’s state is updated from 𝑐𝑡−1 (𝑢) to 𝑐𝑡 (𝑢) according to

the following rule:

let NC𝑡 (𝑢) = {𝑐𝑡−1 (𝑣) : 𝑣 ∈ 𝑁 (𝑢)}
if

(
𝑐𝑡−1 (𝑢) = black and NC𝑡 (𝑢) ∋ black

)
or(

𝑐𝑡−1 (𝑢) = white and NC𝑡 (𝑢) ̸∋ black
)
then

let 𝑐𝑡 (𝑢) be a uniformly random state from

{black, white}
else set 𝑐𝑡 (𝑢) = 𝑐𝑡−1 (𝑢)

We say that a vertex is black or white if its state is black or

white, respectively. The vertex is active if it is black and has some

black neighbor, or it is white and has no black neighbors. It is stable
if either it is black and has no black neighbors, or it is white and

has a neighbor that is black and stable. It is immediate from the

update rule that once a vertex becomes stable, it remains stable

thereafter, and its state no longer changes. The stabilization time
of vertex 𝑢 is the earliest round at the end of which 𝑢 is stable.

The stabilization time of the process is the earliest round at the end

of which all vertices are stable. It is easy to verify that after the

stabilization time of the process, the set of black vertices is an MIS

of 𝐺 .

We define the following sets for each round 𝑡 ≥ 0: 𝐵𝑡 = {𝑢 ∈
𝑉 : 𝑐𝑡 (𝑢) = black} is the set of black vertices at the end of round 𝑡 ;

𝑊𝑡 = 𝑉 \ 𝐵𝑡 is the set of white vertices;
𝐴𝑡 = {𝑢 ∈ 𝐵𝑡 : 𝑁 (𝑢) ∩ 𝐵𝑡 ≠ ∅} ∪ {𝑢 ∈𝑊𝑡 : 𝑁 (𝑢) ∩ 𝐵𝑡 = ∅}

is the set of active vertices; 𝐼𝑡 = {𝑢 ∈ 𝐵𝑡 : 𝑁 (𝑢) ∩ 𝐵𝑡 = ∅} is the set
of stable black vertices (note that 𝐼𝑡 is an independent set and is a

subset of the final MIS); and𝑉𝑡 = 𝑉 \𝑁 + (𝐼𝑡 ) is the set of non-stable
vertices.

Definition 5 (3-State MIS Process). In the 3-state MIS process on
graph 𝐺 = (𝑉 , 𝐸), each vertex 𝑢 ∈ 𝑉 has a state from the set

{black1, black0, white}, and the states are updated in parallel

rounds. The initial state 𝑐0 (𝑢) of 𝑢 is arbitrary, and in each round

𝑡 ≥ 1, 𝑢’s state is updated as follows:

let NC𝑡 (𝑢) = {𝑐𝑡−1 (𝑣) : 𝑣 ∈ 𝑁 (𝑢)}
if 𝑐𝑡−1 (𝑢) = black1 or

(
𝑐𝑡−1 (𝑢) = black0 and

NC𝑡 (𝑢) ̸∋ black1
)
or

(
𝑐𝑡−1 (𝑢) = white

and NC𝑡 (𝑢) = {white}
)
then

let 𝑐𝑡 (𝑢) be a uniformly random state from

{black1, black0}
else if 𝑐𝑡−1 (𝑢) = black0 then

set 𝑐𝑡 (𝑢) = white

else set 𝑐𝑡 (𝑢) = 𝑐𝑡−1 (𝑢)

In the 3-state MIS process, we say that a vertex 𝑢 is black when

its state is black1 or black0. Then the stable vertices and the

stabilization times are defined as before. Note that the state of a

stable black vertex alternates perpetually between states black1
and black0.

At the beginning of a round, a black vertex is equally likely

to be in any of the two black states. Thus (before revealing the

precise states of black vertices) a black vertex with at least one black

neighbor has a constant probability of becoming white, similarly

to the 2-state MIS process. In the 3-state process, however, a black

vertex does not need to know if it has a neighbor in the same

state as itself, thus it can be implemented without sender collision

detection. Another difference is that, in the 3-state MIS process,

it is impossible for a black vertex and its black neighbors to all

become white in the same round. We will see in Remark 11 that

this results in asymptotically faster stabilization times in complete

graphs, compared to the 2-state MIS process.

In this paper we focus on the 2-state MIS process, but we expect

that all our upper bound results should carry over to the 3-state

MIS process.

2.2 Basic Properties of the 2-State MIS Process
We now show some elementary properties of the 2-state MIS pro-

cess. In the analysis, it will be convenient to assume that at the begin-

ning of each round 𝑡 ≥ 1, we flip for each vertex 𝑢 an independent

coin 𝜙𝑡 (𝑢) such that P[𝜙𝑡 (𝑢) = black] = P[𝜙𝑡 (𝑢) = white] = 1/2.
Then if 𝑢 must update its state to a random state in that round, i.e.,

if 𝑢 ∈ 𝐴𝑡−1, we set 𝑐𝑡 (𝑢) = 𝜙𝑡 (𝑢); while if 𝑢 ∉ 𝐴𝑡−1, then 𝜙𝑡 (𝑢) is
not used by the process.

The lemmas below apply for any graph 𝐺 = (𝑉 , 𝐸), and the

probabilistic statements assume that we know the states of vertices

at the end of round 𝑡 (i.e., 𝐵𝑡 or𝑊𝑡 is given). The first lemma says

that an active vertex 𝑢 with 𝑘 active neighbors has probability

Ω(1/𝑘) to become stable black in the next 𝑂 (log𝑘) rounds.

Lemma 6. If𝑢 ∈ 𝐴𝑡 and |𝑁 (𝑢) ∩𝐴𝑡 | = 𝑘 ≥ 1, then the probability
that 𝑢 ∈ 𝐼𝑡+⌈log(𝑘+1) ⌉ is at least (2𝑒𝑘)−1.

Proof. Let 𝑟 = ⌈log(𝑘+1)⌉. The probability that𝑢 ∈ 𝐼𝑡+𝑟 is lower
bounded by the probability that 𝜙𝑡+1 (𝑣) = · · · = 𝜙𝑡+𝑟 (𝑣) = black
holds for 𝑣 = 𝑢 and does not hold for any 𝑣 ∈ 𝑁 (𝑢) ∩𝐴𝑡 , which is

(1/2)𝑟 ·
(
1 − (1/2)𝑟

)𝑘 ≥ (1/2)𝑟 · 𝑒−𝑘/(2
𝑟−1) ≥ (1/2𝑘) · (1/𝑒) . (1)
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For the first inequality we used the fact (1 − 1/𝑛)𝑛−1 ≥ 𝑒−1, and
for the second we used that 𝑟 ≤ log(𝑘) + 1 and 𝑟 ≥ log(𝑘 + 1). □

Remark 7. The proof of Lemma 6 implies the slightly stronger result

that if 𝑢 ∈ 𝐴𝑡 and |𝑁 (𝑢) ∩ 𝐴𝑡 | = 𝑘 ≥ 1, then with probability at

least (2𝑒𝑘)−1 it holds that 𝑢 ∈ 𝐵𝑡 ′ for all 𝑡 ′ > 𝑡 and 𝑢 ∈ 𝐼𝑡+log(𝑘+1) .

The next statement is a generalization of Lemma 6 to multiple

active vertices𝑢1, . . . , 𝑢ℓ . Wewill apply this result to the set of active

neighbors of a vertex 𝑢, to lower bound the probability that 𝑢 is

stable after a logarithmic number of rounds because some neighbor

becomes stable black. The proof can be found in [14].

Lemma 8. Suppose that 𝑢1, . . . , 𝑢ℓ ∈ 𝐴𝑡 , and |𝑁 (𝑢𝑖 ) ∩ 𝐴𝑡 | =

𝑘𝑖 > 0, for each 1 ≤ 𝑖 ≤ ℓ . Then the probability that {𝑢1, . . . , 𝑢ℓ } ∩
𝐼𝑡+log(max𝑖 𝑘𝑖+1) ≠ ∅ is at least (1/5) ·min

{
1,
∑
𝑖 (2𝑘𝑖 )−1

}
.

3 SIMPLE BOUNDS FOR THE 2-STATE MIS
PROCESS

In this section, we show some simple bounds on the stabilization

time of the 2-state MIS process on certain graph families, namely,

complete graphs and graphs of bounded arboricity. We also show

a basic upper bound in terms of the maximum degree on general

graphs.

Theorem 9. The stabilization time of the 2-state MIS process on the
complete graph 𝐾𝑛 = (𝑉 , 𝐸) is𝑂 (log𝑛) in expectation and𝑂 (log2 𝑛)
w.h.p. More concretely, for any 𝑘 > 0, the stabilization time is at least
𝑘 · log𝑛 with probability 2

−Θ(𝑘) .

Proof. We call round 𝑡 critical if |𝐵𝑡 | ∈ {0, 1}, and call it stable
if |𝐵𝑡 | = 1. Let 𝑝𝑖 be the probability that the next critical round is

stable, given that |𝐴𝑡 | = 𝑖 ≥ 2. Note that in 𝐾𝑛 , 𝐴𝑡 = 𝐵𝑡 if |𝐵𝑡 | > 1,

𝐴𝑡 = ∅ if |𝐵𝑡 | = 1, and 𝐴𝑡 = 𝑉 if 𝐵𝑡 = ∅; thus |𝐴𝑡 | ≠ 1. We argue

that for any 𝑖 ≥ 2,

2/3 ≤ 𝑝𝑖 ≤ 17/21.
The lower bound follows from the observation that, for any 𝑖 ≥ 2

and 𝑡 ≥ 0,

P[|𝐵𝑡+1 | = 1 | |𝐵𝑡+1 | ≤ 1, |𝐴𝑡 | = 𝑖] =
(𝑖
1

)
2
−𝑖(𝑖

1

)
2
−𝑖 + 2

−𝑖
=

𝑖

𝑖 + 1

≥ 2/3.

For the upper bound we have 𝑝2 = 2/3 < 17/21. And, for 𝑖 ≥ 3,

P[|𝐵𝑡+1 | ≠ 1 | |𝐵𝑡+1 | ≤ 2, |𝐴𝑡 | = 𝑖] =
(𝑖
2

)
2
−𝑖 + 2

−𝑖(𝑖
2

)
2
−𝑖 +

(𝑖
1

)
2
−𝑖 + 2

−𝑖

=
𝑖2 − 𝑖 + 2

𝑖2 + 𝑖 + 2

≥ 4/7.

It follows that for 𝑖 ≥ 3, 1 − 𝑝𝑖 ≥ (4/7) · (1 − 𝑝2) ≥ 4/21, and thus

𝑝𝑖 ≤ 17/21.
Consider now the number of rounds 𝑟 from a non-stable critical

round (when all vertices are white) until the next critical round.

The probability that 𝑟 > 𝑘 is lower and upper bounded by

1 − 𝑒−𝑛2
−𝑘

≤ 1 − (1 − 2
−𝑘 )𝑛 ≤ 𝑛2−𝑘 .

Clearly the upper bound holds also for any non-stable round.

Combining the above we obtain that: (i) from any given non-

stable round, the probability that a stable round is reached in at

most 𝑘 = log𝑛 + 1 rounds is at least 2/3−𝑛2−𝑘 ≥ 1/6; (ii) from any

given non-stable critical round, the probability that the next critical

round is non-stable and is reached in more than 𝑘 = log𝑛−4 rounds
is at least 1−17/21−𝑒−𝑛2−𝑘 > 1/6; and (iii) assuming round 𝑡 = 0 is

not critical, the probability that the first critical round is non-stable

is at least 1 − 17/21. These statements, together, imply that the

stabilization time is at least 𝑘 log𝑛 with probability 2
−Θ(𝑘)

. And

from that, the expectation and high-probability bounds follow. □

Remark 10. From Theorem 9, it is immediate that the expected
stabilization time of the 2-state MIS process is Θ(log2 𝑛) on a graph

𝐺 that is the disjoint union of

√
𝑛 cliques 𝐾√𝑛 . The same bound

holds also w.h.p.

Remark 11. A similar analysis as for Theorem 9 gives an upper

bound of 𝑂 (log𝑛) on the stabilization time of the 3-state MIS pro-

cess on 𝐾𝑛 , both in expectation and w.h.p. The reason is that once

𝐵𝑡 ≠ ∅ then 𝐵𝑡 ′ ≠ ∅ for all 𝑡 ′ ≥ 𝑡 , thus the next critical round is

stable.

Theorem 12. The stabilization time of the 2-state MIS process on
any graph 𝐺 = (𝑉 , 𝐸) of bounded arboricity (e.g., if 𝐺 is a tree) is
𝑂 (log𝑛) w.h.p.

Proof. Recall that the arboricity _ of𝐺 is the minimum number

of forests into which its edges can be partitioned, and is equal up to

a factor of 2 to the maximum average degree in any subgraph [20].

Let 𝑑 be the maximum average degree in any subgraph of 𝐺 . Then

𝑑 ≤ 2_. Let 𝑆𝑡 be the subset of 𝑉𝑡 consisting of all vertices 𝑢 ∈ 𝑉𝑡
with |𝑁 (𝑢)∩𝑉𝑡 | ≤ 𝑑 . Then |𝑁 (𝑢)∩𝑉𝑡 | ≥ 𝑑+1 for all𝑢 ∈ 𝑉𝑡 \𝑆𝑡 , thus
we have |𝑉𝑡 \ 𝑆𝑡 | · (𝑑 + 1) ≤ |𝑉𝑡 | · 𝑑 , which gives |𝑆𝑡 | ≥ |𝑉𝑡 |/(𝑑 + 1).
If 𝑢 ∈ 𝑆𝑡 \ 𝐴𝑡 and |𝑁 (𝑢) ∩ 𝑉𝑡 | = 𝑑𝑢 , the probability that 𝑁 (𝑢) ⊆
𝑊𝑡+1 is 2

−𝑑𝑢 ≥ 2
−𝑑

. Thus, for each 𝑢 ∈ 𝑆𝑡 , the probability that

𝑢 ∈ 𝐴𝑡 ∪𝐴𝑡+1 is at least 2−𝑑 . And if 𝑢 ∈ 𝐴𝑡 ∪𝐴𝑡+1, Lemma 6 gives

that 𝑢 ∈ 𝐼𝑡+log(𝑑+1)+1 with probability at least (2𝑒𝑑)−1. It follows

E
[
|𝑉𝑡+log(𝑑+1)+1 |

��� |𝑉𝑡 |] ≤ |𝑉𝑡 | − (2𝑒𝑑)−1 · 2−𝑑 · |𝑉𝑡 |/(𝑑 + 1)

≤ (1 − 𝜖) · |𝑉𝑡 |,
for some constant 𝜖 = 𝜖 (𝑑). Let 𝑟 = log(𝑑+1)+1. Applying the above
inequality iteratively 𝑘 times, we obtain E[|𝑉𝑘𝑟 |] ≤ (1 − 𝜖)𝑘𝑛 ≤
𝑒−𝜖𝑘𝑛. Thus for 𝑘 = 3𝜖−1 ln𝑛, E[|𝑉𝑟𝑡 |] ≤ 𝑛−2, and by Markov’s

inequality, P[|𝑉𝑟𝑡 | ≥ 1] ≤ 𝑛−2, which implies the theorem. □

Theorem 13. The stabilization time of the 2-state MIS process on
any graph 𝐺 = (𝑉 , 𝐸) of maximum degree Δ is at most 𝑂 (Δ log𝑛)
w.h.p.

Proof. We will use the fact that if 𝑢 ∈ 𝑉𝑡 then 𝑁 + (𝑢) ∩𝐴𝑡 ≠ ∅.
Let𝑢 ∈ 𝑉0, and let (𝑣1, 𝑡1), (𝑣2, 𝑡2), (𝑣3, 𝑡3), . . . be a random sequence

of vertex-round pairs determined as follows. Let 𝑡0 = 0. For 𝑖 ≥ 1, if

𝑢 ∈ 𝑉𝑡𝑖−1 then 𝑣𝑖 is an arbitrary vertex from the set 𝑁 + (𝑢) ∩𝐴𝑡𝑖−1
and 𝑡𝑖 = min{ 𝑗 > 𝑡𝑖−1 : 𝑣𝑖 ∉ 𝐴 𝑗 }; while if 𝑢 ∉ 𝑉𝑡𝑖−1 , then we let

(𝑣𝑖 , 𝑡𝑖 ) = (𝑢, 𝑡𝑖−1).
We focus on the first 𝑟 = 6𝑒Δ ln𝑛 elements of the sequence above,

and we bound the probability that 𝑢 ∈ 𝑉𝑡𝑟 . For each 1 ≤ 𝑖 ≤ 𝑟 , if

𝑢 ∈ 𝑉𝑡𝑖−1 then the conditional probability that 𝑣𝑖 ∈ 𝐼𝑡𝑖 (and thus

𝑢 ∉ 𝑉𝑡𝑖 ), given 𝑣𝑖 and 𝐵𝑡𝑖−1 , is at least 1/(2𝑒Δ), from Lemma 6 and

Remark 7. It follows that

P[𝑢 ∈ 𝑉𝑡𝑟 ] ≤ (1 − 1/(2𝑒Δ))𝑟 ≤ 𝑒−𝑟/(2𝑒Δ) = 𝑛−3 .
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Next, we bound the value of 𝑡𝑟 . For each 1 ≤ 𝑖 ≤ 𝑟 and 𝑡 ≥ 𝑡𝑖−1, if
𝑣𝑖 ∈ 𝐴𝑡 then the conditional probability that 𝑣𝑖 ∉ 𝐴𝑡+1, given (𝑣𝑖 , 𝑡𝑖 )
and 𝐵𝑡 , is exactly 1/2 (in all cases). It follows that the probability

of 𝑡𝑟 > 4𝑟 is upper bound by the probability that a sequence of 4𝑟

fair coin tosses contains fewer than 𝑟 heads. Thus, by a Chernoff

bound,

P[𝑡𝑟 > 4𝑟 ] ≤ 𝑒−(1/2)
2
2𝑟/2 = 𝑒−(3/2)𝑒Δ ln𝑛 < 𝑛−3 .

From the above results, we get

P[𝑢 ∉ 𝑉4𝑟 ] ≥ P[{𝑢 ∉ 𝑉𝑡𝑟 } ∩ {𝑡𝑟 ≤ 4𝑟 }] ≥ 1 − 2𝑛−3 .

Finally, a union bound over all 𝑢 ∈ 𝑉 competes the proof. □

4 THE 2-STATE MIS PROCESS ON RANDOM
GRAPHS

We first show some additional properties of the 2-state MIS process,

which hold for any graph but are useful only when adjacent ver-

tices do not have many common neighbors. Then we show some

structural properties of 𝐺𝑛,𝑝 random graphs. Finally, we use these

properties to show a poly(log𝑛) upper bound on the stabilization

time of the 2-state MIS process on 𝐺𝑛,𝑝 random graphs.

4.1 Refined Properties of the 2-State MIS
Process

We call a vertex 𝑘-active if it is active and has at most 𝑘 active

neighbors, and we let

𝐴𝑘𝑡 = {𝑢 ∈ 𝐴𝑡 : |𝑁 (𝑢) ∩𝐴𝑡 | ≤ 𝑘}
be the set of 𝑘-active vertices at the end of round 𝑡 . From Lemma 6,

a 𝑘-active vertex has probability at least Ω(1/𝑘) to become stable

black in the next 𝑂 (log𝑘) rounds. It is thus desirable to have 𝑘-

active vertices for small values 𝑘 .

In this section we establish lower bounds on the probability that

a given vertex 𝑢 becomes 𝑘-active at some point during an interval

of rounds, as a function of the probability that𝑢 becomes active (but

has possibly more than 𝑘 active neighbors) at some point during

(roughly) the same interval. The value of 𝑘 depends on various

factors, but the main one is the number of common neighbors that

𝑢 has with subsets of its neighbors.

The next key lemma is the base of all the other results in the

section. It lower bounds the probability 𝑞 of a white vertex𝑢, which

is non-active and non-stable, to become𝑘-active after a single round.

The lower bound is expressed in terms of the probability 𝑝 that

𝑢 is active white after two rounds. The value of 𝑘 depends on the

number of active neighbors of 𝑢, and the number of their common

neighbors with 𝑢.

Lemma 14. Suppose that 𝑢 ∈ 𝑉𝑡 \ 𝐴𝑡 ,7 and let \ be the number
of 𝑢’s neighbors that are active or adjacent to an active neighbor
of 𝑢 at the end of round 𝑡 , i.e., \ = |𝑁 (𝑢) ∩ 𝑁 + (𝐴𝑡 ∩ 𝑁 (𝑢)) |. Let
𝑝 be the probability that 𝑢 ∈ 𝐴𝑡+2 ∩𝑊𝑡+2, and 𝑞 the probability
that 𝑢 ∈ 𝐴𝑘

𝑡+1 where 𝑘 = \ + ⌈log(1/𝑝)⌉. Then 𝑞 ≥ 𝑝𝛼 , where
𝛼 = 1/log(4/3) ≤ 2.41.

Proof. Let 𝐷 = 𝑁 (𝑢) ∩𝐴𝑡 . In round 𝑡 + 1, each 𝑣 ∈ 𝐷 updates

its state to a random state, while each 𝑣 ∈ 𝑁 (𝑢) \ 𝐷 remains white.

7
Note that 𝑢 ∈ 𝑉𝑡 \𝐴𝑡 implies 𝑢 ∈𝑊𝑡 ∩𝑊𝑡+1 .

Let 𝑍 = 𝑁 (𝑢) ∩𝐴𝑡+1 \𝑁 + (𝐷) be the set of active neighbors of 𝑢 at

the end of round 𝑡 + 1 that are at distance at least two away from

set 𝐷 . Clearly, 𝑍 does not depend on the random choices of vertices

𝑣 ∈ 𝐷 in round 𝑡 + 1.

We have that 𝑢 ∈ 𝐴𝑡+1 if and only if all 𝑣 ∈ 𝐷 update their state

to white in round 𝑡 + 1, i.e., 𝜙𝑡+1 (𝑣) = white.8 This happens with

probability (1/2) |𝐷 |
. Also

|𝑁 (𝑢) ∩𝐴𝑡+1 | = |𝑁 (𝑢) ∩𝐴𝑡+1 ∩ 𝑁 + (𝐷) | + |𝑍 | ≤ \ + |𝑍 |,

since \ = |𝑁 (𝑢) ∩ 𝑁 + (𝐷) |. It follows

𝑞 ≥ (1/2)𝑑 · P[|𝑍 | ≤ _],

where 𝑑 = |𝐷 | and _ = ⌈log(1/𝑝)⌉. Indeed, |𝑍 | ≤ _ implies |𝑁 (𝑢) ∩
𝐴𝑡+1 | ≤ 𝑘 , since 𝑘 = \ + _.

We have that 𝑢 ∈ 𝐴𝑡+2 ∩𝑊𝑡+2 holds only if 𝜙𝑡+1 (𝑣) or 𝜙𝑡+2 (𝑣) =
white for every 𝑣 ∈ 𝐷 , and 𝜙𝑡+2 (𝑣) = white for every 𝑣 ∈ 𝑍 . It
follows that

𝑝 ≤ (3/4)𝑑 ·
∑︁
𝑖≥0
P[|𝑍 | = 𝑖] · (1/2)𝑖 . (2)

Let Y = P[|𝑍 | ≤ _]. Then

𝑝 ≤ (3/4)𝑑 ·
(
Y + (1 − Y) (1/2)_+1

)
≤ (3/4)𝑑 · (Y + (1 − Y)𝑝/2) ,

since _ = ⌈log(1/𝑝)⌉. This implies that 𝑝 ≤ Y + (1 − Y)𝑝/2, which
gives 𝑝 ≤ 2Y/(1 + Y), and substituting that above we obtain

𝑝 ≤ (3/4)𝑑 · (Y + (1 − Y)Y/(1 + Y)) = (3/4)𝑑 · 2Y

1 + Y .

Finally, since (3/4)𝑑𝛼 = (1/2)𝑑 , and for all 𝑥 ∈ [0, 1], it holds(
2𝑥
1+𝑥

)𝛼
≤

(
2𝑥
1+𝑥

)
2

= 𝑥 · 4𝑥
(1+𝑥)2 ≤ 𝑥 , we get

𝑝𝛼 ≤ (3/4)𝑑𝛼 ·
(

2Y

1 + Y

)𝛼
≤ (1/2)𝑑 · Y ≤ 𝑞. □

We use Lemma 14 to obtain a similar result over a sequence of 𝑟

rounds. For any vertex 𝑢 ∈ 𝑉 and 𝑖 ≥ 1, let

\𝑢 (𝑖) = max{|𝑁 (𝑢) ∩ 𝑁 + (𝑆) | : 𝑆 ⊆ 𝑁 (𝑢), |𝑆 | ≤ 𝑖}. (3)

Lemma 15. Suppose that 𝑢 ∈ 𝑉𝑡 \𝐴𝑡 , and let 𝑑 = |𝑁 (𝑢) ∩𝐴𝑡 |. Let
𝑟 ≥ 2, let 𝑝𝑟 be the probability that 𝑢 ∈ 𝐴𝑡+1 ∪ · · · ∪𝐴𝑡+𝑟 , and let 𝑞𝑟
be the probability that 𝑢 ∈ 𝐴𝑘

𝑡+1 ∪ · · · ∪𝐴𝑘
𝑡+𝑟−1, where

𝑘 = \𝑢

(
𝛼 log

(
4𝑟

𝑝𝑟−2−𝑑
))

+
⌈
log

(
4𝑟

𝑝𝑟−2−𝑑
)⌉
,

and 𝛼 = 1/log(4/3). Then 𝑞𝑟 ≥ 𝑟1−𝛼 ·
(
𝑝𝑟−2−𝑑

2

)𝛼
.

Lemma 15 assumes that vertex 𝑢 is initially non-active. The next

lemma shows a similar result for the case where 𝑢 is active initially.

In this case, in place of the probability 𝑝𝑟 that 𝑢 becomes active at

some point in the interval {𝑡 +1, . . . , 𝑡 +𝑟 }, we use the probability 𝑏𝑟
that 𝑢 becomes black at some point of a subinterval {𝑡 + ℓ, . . . , 𝑡 +𝑟 }.
The proof proceeds by considering the first round after 𝑡 when

either 𝑢 has at most 𝑘 black neighbors, or 𝑢 is white. If the first

condition holds, then 𝑢 has probability 1/2 of being black, and thus

of being 𝑘-active. If only the second condition holds then we are in

the case of Lemma 15.

8
Recall the discussion about coin flips 𝜙𝑡 (𝑣) at the beginning of Section 2.2.
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Lemma 16. Suppose that 𝑢 ∈ 𝐴𝑡 . Let ℓ ≥ 2 and 𝑟 ≥ ℓ + 2, let
𝑏𝑟 be the probability that 𝑢 ∈ 𝐵𝑡+ℓ ∪ · · · ∪ 𝐵𝑡+𝑟 , and suppose that
𝑏𝑟 ≥ 1/2ℓ−2. Let 𝑞𝑟 be the probability that 𝑢 ∈ 𝐴𝑘𝑡 ∪ · · · ∪ 𝐴𝑘

𝑡+𝑟−1,
where

𝑘 = \𝑢
(
𝛼 log (32𝑟/𝑏𝑟 )

)
+ log (32𝑟/𝑏𝑟 ) + log(1/𝑏𝑟 ) + 3,

and 𝛼 = 1/log(4/3). Then 𝑞𝑟 ≥ 𝑟1−𝛼 · (𝑏𝑟 /16)𝛼 .

In the last lemma of this section, we consider the case in which

Lemma 15 does not give a large enough lower bound for 𝑞𝑟 , even

though 𝑝𝑟 is large, because the difference 𝑝𝑟 − 2
−𝑑

is small. We

proceed by essentially reducing this case to the setting of Lemma 16,

after a single round.

Lemma 17. Suppose that 𝑢 ∈ 𝑉𝑡 \ 𝐴𝑡 , and let 𝑑 = |𝑁 (𝑢) ∩ 𝐴𝑡 |.
Let ℓ ≥ 5 and 𝑟 ≥ ℓ + 2, let 𝑝𝑟 be the probability that 𝑢 ∈ 𝐴𝑡+1 ∪
· · · ∪𝐴𝑡+𝑟−1, let 𝑏𝑟 be the probability that 𝑢 ∈ 𝐵𝑡+ℓ ∪ · · · ∪𝐵𝑡+𝑟 , and
suppose that𝑏𝑟 ≥ max{1/2ℓ−4, 2(𝑝𝑟 −2−𝑑 )}. Let𝑞𝑟 be the probability
that 𝑢 ∈ 𝐴𝑘𝑡 ∪ · · · ∪𝐴𝑘

𝑡+𝑟−1, where

𝑘 = \𝑢
(
𝛼 log (128𝑟/𝑏𝑟 )

)
+ log (128𝑟/𝑏𝑟 ) + log(4/𝑏𝑟 ) + 3,

and 𝛼 = 1/log(4/3). Then 𝑞𝑟 ≥ 𝑟1−𝛼 · (𝑏𝑟 /64)𝛼 .

The proofs of Lemmas 15 to 17 can be found in [14].

4.2 Structural Properties of 𝐺𝑛,𝑝 and Good
Graphs

We describe now some structural properties that a graph must

possess in order for our analysis in the following sections to carry

through. A graph satisfying these properties is called a good graph.
We show that a random 𝐺𝑛,𝑝 graph is a good graph w.h.p.

Definition 18 (Good Graphs). Let 𝑛 be a positive integer and

0 < 𝑝 < 1. A graph 𝐺 = (𝑉 , 𝐸) with 𝑛 vertices is (𝑛, 𝑝)-good if it

satisfies all the following properties:

(P1) For any set 𝑆 ⊆ 𝑉 , the average degree of the induced sub-

graph 𝐺 [𝑆] is at most max{8𝑝 |𝑆 |, 4 ln𝑛}.
(P2) For any set 𝑆 ⊆ 𝑉 of size |𝑆 | ≥ 40 ln(𝑛)/𝑝 ,

|{𝑢 ∈ 𝑉 \ 𝑆 : |𝑁 (𝑢) ∩ 𝑆 | < 𝑝 |𝑆 |/2}| ≤ |𝑆 |/2.

(P3) For any three disjoint sets 𝑆,𝑇 , 𝐼 ⊆ 𝑉 such that |𝑆 | ≥ 2|𝑇 |
and (𝑆 ∪𝑇 ) ∩ 𝑁 (𝐼 ) = ∅,

|𝑁 (𝑇 ) \ 𝑁 + (𝑆 ∪ 𝐼 ) | ≤ |𝑁 (𝑆) \ 𝑁 + (𝐼 ) | + 8 ln
2 (𝑛)/𝑝.

(P4) For any two disjoint sets 𝑆,𝑇 ⊆ 𝑉 such that |𝑆 | ≥ |𝑇 | and
|𝑇 | ≤ ln(𝑛)/𝑝 , it holds |𝐸 (𝑆,𝑇 ) | ≤ 6|𝑆 | ln𝑛.

(P5) No two vertices 𝑢, 𝑣 ∈ 𝑉 have more than max{6𝑛𝑝2, 4 ln𝑛}
common neighbors.

(P6) If 𝑝 ≥ 2(ln(𝑛)/𝑛)1/2 then diam(𝐺) ≤ 2.

We prove the following lemma in the full version of the pa-

per [14].

Lemma 19. A random graph𝐺 = (𝑉 , 𝐸) drawn from𝐺𝑛,𝑝 is (𝑛, 𝑝)-
good with probability 1 −𝑂 (𝑛−2).

4.3 Analysis of the 2-State MIS Process on 𝐺𝑛,𝑝
In this section, we show the following bound on the stabilization

time of the 2-state MIS process on 𝐺𝑛,𝑝 graphs.

Theorem 20. The stabilization time of the 2-state MIS process
on a random graph drawn from 𝐺𝑛,𝑝 , where 𝑝 = 𝑂 (

√︁
log(𝑛)/𝑛) or

𝑝 = Ω(1/log2.5 𝑛), is 𝑂 (log5.5 𝑛) with probability 1 −𝑂 (𝑛−2).

The theorem follows by combining Lemma 19 and the next

lemma, which analyzes the 2-state MIS process on good graphs.

Lemma 21. The stabilization time of the 2-state MIS process on
any (𝑛, 𝑝)-good graph 𝐺 = (𝑉 , 𝐸), where 𝑝 = 𝑂 (

√︁
log(𝑛)/𝑛) or

𝑝 = Ω(1/log2.5 𝑛), is 𝑂 (log5.5 𝑛) with probability 1 −𝑂 (𝑛−2).

It is straightforward to extend the above statements so that 𝑝 ≤
poly(log𝑛) ·𝑛−1/2 or 𝑝 ≥ 1/poly(log𝑛), for any desired poly(log𝑛)
factor, by adjusting the exponent of log𝑛 in the stabilization time

bound.

Proof of Lemma 21. We show that starting from any vector of

vertex states, the process makes sufficient progress after poly(log𝑛)
rounds, where progress is measured by the expected number of

vertices that become stable. All lemmas below assume 𝐺 = (𝑉 , 𝐸)
is an arbitrary (𝑛, 𝑝)-good graph, and the probabilistic statements

assume we are given the states of the vertices at the end of round 𝑡 .

The first lemma considers the case in which the number of active

vertices is large, namely, |𝐴𝑡 | = Ω(log(𝑛)/𝑝).

Lemma 22. If |𝐴𝑡 | ≥ 80 ln(𝑛)/𝑝 then there is a constant 𝜖 > 0

such that E[|𝑉𝑡+log𝑛 |] ≤ (1 − 𝜖) · |𝑉𝑡 |.

Proof. From property (P1) in Definition 18 of good graphs, the

average degree of the induced subgraph 𝐺 [𝐴𝑡 ] is at most

𝑘 = max{8𝑝 |𝐴𝑡 |, 4 ln𝑛} = 8𝑝 |𝐴𝑡 |.
Let 𝑆 be a subset of 𝐴𝑡 consisting of the |𝐴𝑡 |/2 vertices 𝑢 ∈ 𝐴𝑡
with the smallest degree in 𝐺 [𝐴𝑡 ], i.e., for any two vertices 𝑢 ∈
𝑆 and 𝑢 ′ ∈ 𝐴𝑡 \ 𝑆 , |𝑁 (𝑢) ∩ 𝐴𝑡 | ≤ |𝑁 (𝑢 ′) ∩ 𝐴𝑡 |. It follows that
|𝑁 (𝑢) ∩ 𝐴𝑡 | ≤ 2𝑘 for any 𝑢 ∈ 𝑆 , thus 𝑆 ⊆ 𝐴2𝑘

𝑡 . Let 𝑅 = {𝑢 ∈
𝑉 \ 𝑆 : |𝑁 (𝑢) ∩ 𝑆 | < 𝑝 |𝑆 |/2}. Since |𝑆 | = |𝐴𝑡 |/2 ≥ 40 ln(𝑛)/𝑝 ,
property (P2) in Definition 18 yields |𝑅 | ≤ |𝑆 |/2. Then the number

of vertices 𝑢 ∈ 𝑉𝑡 with |𝑁 (𝑢) ∩ 𝑆 | ≥ 𝑝 |𝑆 |/2 is at least
|𝑉𝑡 \ (𝑆 ∪ 𝑅) | ≥ |𝑉𝑡 | − (|𝑆 | + |𝑅 |) ≥ |𝑉𝑡 | − 3|𝑆 |/2

= |𝑉𝑡 | − 3|𝐴𝑡 |/4 ≥ |𝑉𝑡 |/4.
Since each of those vertices 𝑢 has at least 𝑝 |𝑆 |/2 neighbors in 𝑆 ⊆
𝐴2𝑘
𝑡 , Lemma 8 gives that the probability at least one neighbor of 𝑢

is stable black (and thus𝑢 is also stable) at the end of round 𝑡 + log𝑛
is at least

(1/5) ·min

{
1,
𝑝 |𝑆 |/2
4𝑘

}
= (1/5) ·min

{
1,
𝑝 |𝐴𝑡 |/4
32𝑝 |𝐴𝑡 |

}
= 1/640.

Then the expected number of vertices that are not stable at the end

of round 𝑡 + log𝑛 is

E[|𝑉𝑡+log𝑛 |] ≤ |𝑉𝑡 | − (|𝑉𝑡 |/4) · 1/640 ≤ |𝑉𝑡 | − |𝑉𝑡 |/2560. □

The next lemma considers the case in which the number of

vertices that are not stable is large, namely |𝑉𝑡 | = Ω(ln2 (𝑛)/𝑝), and
|𝐴𝑡 | = 𝑂 (ln(𝑛)/𝑝).
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Lemma 23. If |𝑉𝑡 | ≥ 10 ln
2 (𝑛)/𝑝 and |𝐴𝑡 | ≤ 80 ln(𝑛)/𝑝 then there

is a constant 𝜖 > 0 such that E[|𝑉𝑡+log𝑛 |] ≤ (1 − 𝜖/ln𝑛) · |𝑉𝑡 |.

Proof. From property (P1) in Definition 18, the average degree

of graph 𝐺 [𝐴𝑡 ] is at most

𝑘 = max{8𝑝 |𝐴𝑡 |, 4 ln𝑛} ≤ 640 ln𝑛.

Let 𝑆 be a subset of𝐴𝑡 consisting of the 2|𝐴𝑡 |/3 vertices𝑢 ∈ 𝐴𝑡 with
the smallest degree in𝐺 [𝐴𝑡 ], and let𝑇 = 𝐴𝑡 \𝑆 . Then |𝑁 (𝑢)∩𝐴𝑡 | ≤
3𝑘 for any 𝑢 ∈ 𝑆 , thus 𝑆 ⊆ 𝐴3𝑘

𝑡 .

We observe that the set 𝑉𝑡 consist of (i) all the active vertices,

𝑢 ∈ 𝐴𝑡 = 𝑆 ∪ 𝑇 , and (ii) all the non-active vertices that are not

contained in 𝑁 + (𝐼𝑡 ) (these vertices are white and have at least one

active neighbor). We can thus partition𝑉𝑡 into the four distinct sets:

𝑆 , 𝑁 (𝑆) \ 𝑁 (𝐼𝑡 ), 𝑇 \ 𝑁 (𝑆), and 𝑁 (𝑇 ) \ 𝑁 + (𝑆 ∪ 𝐼𝑡 ). For the sizes of
these sets, we have |𝑇 \ 𝑁 (𝑆) | ≤ |𝑇 | < |𝑆 | and, by property (P3) in

Definition 18,

|𝑁 (𝑇 ) \ 𝑁 + (𝑆 ∪ 𝐼𝑡 ) | ≤ |𝑁 (𝑆) \ 𝑁 (𝐼𝑡 ) | + 8 ln
2 (𝑛)/𝑝.

Combining these two inequalities, and using the fact that the sizes

of the four sets above sum to |𝑉𝑡 | and that |𝑉𝑡 | ≥ 10 ln
2 (𝑛)/𝑝 , we

obtain

|𝑆 | + |𝑁 (𝑆) \ 𝑁 (𝐼𝑡 ) | ≥ (|𝑉𝑡 | − 8 ln
2 (𝑛)/𝑝)/2 ≥ |𝑉𝑡 |/10.

Therefore, at least |𝑉𝑡 |/10 vertices 𝑢 ∈ 𝑉𝑡 are in 𝑆 or adjacent to

a vertex from 𝑆 . From Lemma 6, each 𝑢 ∈ 𝑆 ⊆ 𝐴3𝑘
𝑡 is stable black

(and all its neighbors are stable white) at the end of round 𝑡 + log𝑛,

with probability at least 1/(6𝑒𝑘). It follows that

E[|𝑉𝑡+log𝑛 |] ≤ |𝑉𝑡 | − (|𝑉𝑡 |/10) · 1/(6𝑒𝑘)
≤ |𝑉𝑡 | − |𝑉𝑡 |/(1.1 · 105 ln𝑛). □

In the next lemma we analyze the remaining case, in which

|𝑉𝑡 | = 𝑂 (ln2 (𝑛)/𝑝) and |𝐴𝑡 | = 𝑂 (ln(𝑛)/𝑝). In fact, the lemma does

not require a bound on |𝐴𝑡 |. Unlike the previous lemmas, however,

it requires that 𝑝 = 𝑂 (
√︁
log(𝑛)/𝑛).

Lemma 24. If |𝑉𝑡 | ≤ 10 ln
2 (𝑛)/𝑝 and 𝑝 ≤ 𝑐

√︁
ln(𝑛)/𝑛, for some

constant 𝑐 > 0, then there is a constant 𝜖 = 𝜖 (𝑐) > 0 such that
E[|𝑉𝑡+2 log𝑛 |] ≤

(
1 − 𝜖/ln3.5 𝑛

)
· |𝑉𝑡 |.9

Proof. From property (P1) in Definition 18, the average degree

of graph 𝐺 [𝑉𝑡 ] is at most

𝑘 = max{8𝑝 |𝑉𝑡 |, 4 ln𝑛} ≤ 80 ln
2 𝑛.

Let 𝑇 be a subset of 𝑉𝑡 consisting of the min{ln(𝑛)/𝑝, |𝑉𝑡 |/2} ver-
tices 𝑢 ∈ 𝑉𝑡 with the largest degree in 𝐺 [𝑉𝑡 ], and let 𝑆 = 𝑉𝑡 \ 𝑇 .
Then, for any 𝑢 ∈ 𝑆 , its degree |𝑁 (𝑢) ∩𝑉𝑡 | in 𝐺 [𝑉𝑡 ] is at most

𝑑 = 𝑘 |𝑉𝑡 |/|𝑇 | ≤ 𝑘 ·max{𝑝 |𝑉𝑡 |/ln𝑛, 2} ≤ 800 ln
3 𝑛,

where in the first inequalitywe used that |𝑇 | = min{ln(𝑛)/𝑝, |𝑉𝑡 |/2}.
From property (P4) in Definition 18, we have |𝐸 (𝑆,𝑇 ) | ≤ 6|𝑆 | ln𝑛,
thus the average number of neighbors in 𝑇 of a vertex 𝑢 ∈ 𝑆 is at
most 6 ln𝑛. Let

𝑅 = {𝑢 ∈ 𝑆 : |𝑁 (𝑢) ∩𝑇 | ≤ 12 ln𝑛}.

9
If 𝑐 is super constant then the proof givesE[ |𝑉𝑡+2 log𝑛 | ] ≤

(
1 − 𝜖/(𝑐2 ln3.5 𝑛)

)
· |𝑉𝑡 |.

Then |𝑅 | ≥ |𝑆 |/2 ≥ |𝑉𝑡 |/4, since |𝑆 | ≥ |𝑇 |. We will show that there

is a constant 𝜖 ′ = 𝜖 ′(𝑐) such that for every 𝑢 ∈ 𝑅,

P[𝑢 ∉ 𝑉𝑡+2 log𝑛] ≥ 𝜖 ′ ln−𝛼−1 𝑛 · (ln ln𝑛)−𝛼 . (4)

From this and |𝑅 | ≥ |𝑉𝑡 |/4, it follows that

E[|𝑉𝑡+2 log𝑛 |] ≤ |𝑉𝑡 | − |𝑅 | · 𝜖 ′ ln−𝛼−1 𝑛 · (ln ln𝑛)−𝛼 .

Since 𝛼 = 1/log(4/3) ≤ 2.41, the above implies the lemma. To

complete the proof it remains to show (4).

Let 𝑢 ∈ 𝑅. We partition the neighbors of 𝑢 in 𝐺 [𝑉𝑡 ] into sets

𝑁 (𝑢) ∩ 𝑆 and 𝑁 (𝑢) ∩𝑇 , and define

𝑥 = P[𝑁 (𝑢) ∩ 𝑆 ∩𝐴 ≠ ∅], 𝑦 = P[𝑁 (𝑢) ∩𝑇 ∩ 𝐵 ≠ ∅],

where 𝐴 = 𝐴𝑡 ∪ · · · ∪ 𝐴𝑡+𝑟−2, 𝐵 = 𝐵𝑡+𝑟−2 ∪ 𝐵𝑡+𝑟−1 ∪ 𝐵𝑡+𝑟 , and
𝑟 = log(48 ln𝑛) +6. We distinguish three cases: 𝑥 +𝑦 ≤ 1/2, 𝑥 ≥ 1/4,
and 𝑦 ≥ 1/4.

Case 𝑥 +𝑦 ≤ 1/2: With probability at least 1 − (𝑥 +𝑦) ≥ 1/2, we
have 𝑁 (𝑢) ∩ 𝑆 ∩𝐴 = ∅ and 𝑁 (𝑢) ∩𝑇 ∩ 𝐵 = ∅. If 𝑁 (𝑢) ∩ 𝑆 ∩𝐴 = ∅
then 𝑁 (𝑢) ∩𝑆 ⊆𝑊𝑡+𝑟−2 (it is easy to see that 𝑁 (𝑢) ∩𝑆 ∩ 𝐼𝑡+𝑟−2 = ∅,
since a vertex must be active before it becomes black). Also, if

𝑁 (𝑢) ∩𝑇 ∩ 𝐵 = ∅ then 𝑁 (𝑢) ∩𝑇 ⊆𝑊𝑡+𝑟−2. Thus, with probability

at least 1/2, we have that 𝑁 (𝑢) ⊆ 𝑊𝑡+𝑟−2. If 𝑁 (𝑢) ⊆ 𝑊𝑡+𝑟−2,
then either 𝑢 ∈ 𝐴𝑡+𝑟−2 ∩𝑊𝑡−𝑟−2 or 𝑢 ∈ 𝐼𝑡+𝑟−2. Therefore, with
probability at least 1/2, either 𝑢 ∉ 𝑉𝑡+𝑟−2 or 𝑢 ∈ 𝐴𝑡+𝑟−2. And if

𝑢 ∈ 𝐴𝑡+𝑟−2, then 𝑢 ∈ 𝐴𝑑
𝑡+𝑟−2 since |𝑁 (𝑢) ∩ 𝑉𝑡 | ≤ 𝑑 , and from

Lemma 6, the probability that 𝑢 ∈ 𝐼𝑡+𝑟−2+log𝑛 is at least (2𝑒𝑑)−1.
From the last two statements, the probability that 𝑢 ∉ 𝑉𝑡+𝑟−2+log𝑛
is at least (1/2) · (2𝑒𝑑)−1 ≥ (8700 ln3 𝑛)−1, which implies (4).

Case 𝑥 ≥ 1/4: With probability 𝑥 ≥ 1/4, there is a pair 𝑣, 𝑗

such that 𝑣 ∈ 𝑁 (𝑢) ∩ 𝑆 , 0 ≤ 𝑗 ≤ 𝑟 − 2, and 𝑣 ∈ 𝐴𝑡+𝑗 . And if

such 𝑣, 𝑗 exits, then 𝑣 ∈ 𝐴𝑑
𝑡+𝑗 since |𝑁 (𝑣) ∩ 𝑉𝑡 | ≤ 𝑑 , and from

Lemma 6, the probability that 𝑣 ∈ 𝐼𝑡+𝑗+log𝑛 is at least (2𝑒𝑑)−1. We

conclude that the probability that 𝑢 ∈ 𝑁 + (𝐼𝑡+𝑟−2+log𝑛) is at least
(1/4) · (2𝑒𝑑)−1 ≥ (17400 ln3 𝑛)−1, which implies (4).

Case 𝑦 ≥ 1/4: There exists a 𝑣∗ ∈ 𝑁 (𝑢) ∩𝑇 such that

P[𝑣∗ ∈ 𝐵] ≥ 𝑦/|𝑁 (𝑢) ∩𝑇 | ≥ (4 · 12 ln𝑛)−1 = (48 ln𝑛)−1 .

If 𝑣∗ ∈ 𝐴𝑡 then we apply Lemma 16, for ℓ = 𝑟 − 2 ≥ log(48 ln𝑛) + 2

and 𝑏𝑟 ≥ (48 ln𝑛)−1, to obtain that 𝑣∗ ∈ 𝐴_𝑡 ∪ · · · ∪ 𝐴_
𝑡+𝑟−1 with

probability at least 𝑞 = 𝑟1−𝛼 · (16 · 48 ln𝑛)−𝛼 , where

_ = \𝑣∗
(
𝛼 log (32𝑟 · 48 ln𝑛)

)
+𝑂 (log(𝑟 ln𝑛)).

Suppose now that 𝑣∗ ∈ 𝑉𝑡 \𝐴𝑡 , and let

𝑝∗ = P[𝑣∗ ∈ 𝐴𝑡+1 ∪ · · · ∪𝐴𝑡+𝑟−1] − 2
−|𝑁 (𝑣∗)∩𝐴𝑡 | .

If 𝑝∗ ≥ P[𝑣∗ ∈ 𝐵]/2 ≥ (96 ln𝑛)−1, then we apply Lemma 15 (using

𝑟 − 1 in place of 𝑟 ), to obtain that 𝑣∗ ∈ 𝐴_
′
𝑡 ∪ · · · ∪ 𝐴_′

𝑡+𝑟−2 with

probability at least 𝑞′ = 𝑟1−𝛼 · (𝑝∗/2)𝛼 ≥ 𝑟1−𝛼 · (192 ln𝑛)−𝛼 , where

_′ = \𝑣∗
(
𝛼 log (4𝑟 · 96 ln𝑛)

)
+𝑂 (log(𝑟 ln𝑛)) .

If 𝑝∗ < P[𝑣∗ ∈ 𝐵]/2, then we apply Lemma 17, for ℓ = 𝑟 − 2 ≥
log(48 ln𝑛) + 4 and 𝑏𝑟 = P[𝑣∗ ∈ 𝐵] ≥ (48 ln𝑛)−1, to obtain that

𝑣∗ ∈ 𝐴_
′′
𝑡 ∪ · · · ∪ 𝐴_

′′
𝑡+𝑟−1 with probability at least 𝑞′′ = 𝑟1−𝛼 ·

(64 · 48 ln𝑛)−𝛼 , where

_′′ = \𝑣∗
(
𝛼 log (128𝑟 · 48 ln𝑛)

)
+𝑂 (log(𝑟 ln𝑛)) .
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We observe that min{𝑞, 𝑞′, 𝑞′′} ≥ Y ln−𝛼 𝑛 · (ln ln𝑛)1−𝛼 , for some

constant Y > 0. Also, max{_, _′, _′′} ≤ 𝛽 ln𝑛 · ln ln𝑛, for some

constant 𝛽 = 𝛽 (𝑐) > 0, because property (P5) in Definition 18

and the assumption that 𝑝 ≤ 𝑐
√︁
ln(𝑛)/𝑛 imply that for any vertex

𝑣 ∈ 𝑉 , \𝑣 (𝑖) ≤ 𝑖 · (6𝑐2 + 4) ln𝑛 (recall the definition of \𝑣 from (3)).

Therefore, the probability that 𝑣∗ is (𝛽 ln𝑛 · ln ln𝑛)-active at the end
of some round in {𝑡, . . . , 𝑡 + 𝑟 − 1} is at least Y ln−𝛼 𝑛 · (ln ln𝑛)1−𝛼 ,
and from Lemma 6, the probability that 𝑣∗ ∈ 𝐼𝑡+𝑟−1+log𝑛 is at least

Y ln−𝛼 𝑛 · (ln ln𝑛)1−𝛼 · (2𝑒𝛽 ln𝑛 · ln ln𝑛)−1. Thus with at least that

probability we have𝑢 ∉ 𝑉𝑡+𝑟−1+log𝑛 . This completes the proof of (4),

and the proof of Lemma 24. □

Putting the Pieces Together. First, suppose that 𝑝 ≤ 𝑐
√︁
ln(𝑛)/𝑛

for some constant 𝑐 > 0. From Lemmas 22 to 24, for any 𝑡 ≥ 0,

E[|𝑉𝑡+2 log𝑛 |] ≤ (1 − 𝜖/ln3.5 𝑛) · E[|𝑉𝑡 |]. Iteratively applying this

inequality, we obtain that for any 𝑖 ≥ 0,

E[|𝑉
2𝑖 log𝑛 |] ≤

(
1 − 𝜖/ln3.5 𝑛

)𝑖
· 𝑛.

Substituting 𝑖 = 3 ln
4.5 𝑛/𝜖 yields E

[
|𝑉(6/𝜖) log𝑛 ·ln4.5 𝑛 |

]
≤ 𝑛−2, and

by Markov’s inequality, P[|𝑉(6/𝜖) log𝑛 ·ln4.5 𝑛 | ≥ 1] ≤ 𝑛−2 .
If 𝑝 ≥ Y/ln2.5 𝑛 for some constant Y > 0, then we use Lemmas 22

and 23 as above to obtain that P[|𝑉𝑡 | ≥ 10 ln
2 (𝑛)/𝑝] ≤ 𝑛−2 for

some 𝑡 = 𝑂 (log3 𝑛). We also observe that if |𝑉𝑡 | < 10 ln
2 (𝑛)/𝑝

then the maximum degree of graph (𝑉 , 𝐸 (𝑉𝑡 )) is Δ < |𝑉𝑡 | ≤
10 ln

2 (𝑛)/𝑝 ≤ 10 ln
4.5 (𝑛)/Y, and Theorem 13 yields a bound of

𝑂 (Δ log𝑛) = 𝑂 (log5.5 𝑛). Combining these two completes the proof

of this case, and of Lemma 21.

Remark 25. Some of the logarithmic factors can be shaved off

with a more careful analysis. For example, using a “pipelining”

argument, one could improve the bound on halving |𝑉𝑡 | obtained
from Lemma 24, from 𝑂 (log𝑛 · ln3.5 𝑛) to 𝑂 (log𝑛 + ln

3.5 𝑛), thus
saving one logarithmic factor.

5 LOGARITHMIC SWITCH AND THE
3-COLOR MIS PROCESS

We present an extension of the 2-state MIS process, called 3-color
MIS process, which uses one additional color, gray, and includes

also a sub-process, called logarithmic switch, which runs in parallel

to the main process. We analyze the 3-color MIS process on 𝐺𝑛,𝑝
random graphs.

5.1 The Logarithmic Switch Process
A logarithmic switch process associates a binary on/off value with

each vertex𝑢 in each round 𝑡 . We first introduce an abstract logarith-

mic switch process, by specifying the properties that the sequence

of on/off values must satisfy at each vertex. Then we describe an

actual randomized graph process that satisfies these properties with

high probability and in a self-stabilizing manner, using 6 states per

vertex.

Definition 26 (Logarithmic Switch Process). An (𝑎, 𝑏)-logarithmic
switch process on graph 𝐺 = (𝑉 , 𝐸) generates a binary sequence

𝜎0 (𝑢), 𝜎1 (𝑢), . . . for each vertex 𝑢 ∈ 𝑉 , where 𝜎𝑡 (𝑢) ∈ {on, off} for
each 𝑡 ≥ 0, such that the following properties hold for all 𝑢 ∈ 𝑉 :

(S1) Every run of consecutive off values in sequence 𝜎0 (𝑢),
𝜎1 (𝑢), . . . has length at most 𝑎 ln𝑛.

(S2) If diam(𝐺) ≤ 2 then every run of consecutive off values in

sequence 𝜎𝑡 (𝑢), 𝜎𝑡+1 (𝑢), . . . has length at least
𝑎
6
ln𝑛, where

𝑡 = min{𝑖 ≥ 𝑎
6
ln𝑛 : 𝜎𝑖 (𝑢) = on}.

(S3) If diam(𝐺) ≤ 2 then every run of consecutive on values in
sequence 𝜎𝑡 (𝑢), 𝜎𝑡+1 (𝑢), . . . has length at most 𝑏, where 𝑡 is

some constant independent of 𝑛.

Definition 27 (Randomized Logarithmic Switch). In the random-
ized logarithmic switch process on graph 𝐺 = (𝑉 , 𝐸), each vertex

𝑢 ∈ 𝑉 has a state, called level, that takes on values in the set

{0, 1, . . . , 5}. The initial level of 𝑢, level0 (𝑢), can be arbitrary, and

in each round 𝑡 ≥ 1, 𝑢’s level is updated according to the following

rule, which uses a global parameter 0 < Z < 1:

if level𝑡−1 (𝑢) = 5 then
choose a random bit 𝑏𝑡 (𝑢) such that P[𝑏𝑡 (𝑢) = 0] = Z

end
if (level𝑡−1 (𝑢) = 5 and 𝑏𝑡 (𝑢) = 1) or level𝑡−1 (𝑢) = 0 then

set level𝑡 (𝑢) = 5

else set level𝑡 (𝑢) = max{level𝑡−1 (𝑣) : 𝑣 ∈ 𝑁 + (𝑢)} − 1

We have the following mapping of levels to the binary on/off
values of Definition 26. For each 𝑢 ∈ 𝑉 and 𝑡 ≥ 0,

𝜎𝑡 (𝑢) =
{
on if level𝑡 (𝑢) ≤ 2

off if level𝑡 (𝑢) ≥ 3.

Lemma 28. For any graph𝐺 = (𝑉 , 𝐸), the randomized logarithmic
switch process with parameter 0 < Z ≤ 1/2 satisfies the properties
(S1) to (S3) for 𝑎 = 4/Z and 𝑏 = 3, with probability 1−𝑂 (𝑛−2), in the
first 𝑛 rounds.

Proof. Let𝑢 ∈ 𝑉 , and let 𝑆𝑢 ⊆ 𝑉 be the set of vertices at distance

at most 2 from𝑢. If𝑢 has level at least 3 in all rounds 𝑡, . . . , 𝑡 +𝑎 ln𝑛,
then no vertex 𝑣 ∈ 𝑆𝑢 has level 0 in rounds 𝑡 + 2, . . . , 𝑡 + 𝑎 ln𝑛;
and thus at least one vertex 𝑣 ∈ 𝑆𝑢 must be at level 5 in all rounds

𝑡 + 2, . . . , 𝑡 + 𝑎 ln𝑛 − 2. It follows that the probability there is some

𝑢 ∈ 𝑉 and round 𝑡 ≤ 𝑛 such that 𝑢 has level at least 3 in all rounds

𝑡, . . . , 𝑡+𝑎 ln𝑛 is at most𝑛2 (1−Z )𝑎 ln𝑛−4 ≤ 𝑛2−𝑎Z /(1−Z )4 ≤ 16𝑛−2,
since 𝑎Z = 4 and Z ≤ 2. Thus, property (S1) holds with probability

at least 1 −𝑂 (𝑛−2).
The rest of the proof is similar to that in [10], and can be found

in the full version of the paper [14]. □

5.2 The 3-Color MIS Process
In the 3-state MIS process we have three colors, black, white and

gray. Now, a black vertex becomes gray instead of white, a gray

vertex becomes white after a while, and other vertices treat gray

vertices as white. The transition from gray to white is controlled

by a logarithmic switch process.

Definition 29 (3-Color MIS Process). The 3-color MIS process

consists of two sub-processes that run in parallel on graph 𝐺 =

(𝑉 , 𝐸). The first is an (𝑎, 3)-logarithmic switch process, where 𝑎 =

512, which generates a value 𝜎𝑡 (𝑢) ∈ {on, off} for each vertex



PODC ’23, June 19–23, 2023, Orlando, FL, USA George Giakkoupis and Isabella Ziccardi

𝑢 ∈ 𝑉 in each round 𝑡 ≥ 0. The second is a variant of the 2-

state MIS process, where each vertex 𝑢 ∈ 𝑉 has a state 𝑐𝑡 (𝑢) ∈
{black, white, gray}, 𝑐0 (𝑢) can be arbitrary, and in each round

𝑡 ≥ 1, 𝑢’s state is updated as follows:

let NC𝑡 (𝑢) = {𝑐𝑡−1 (𝑣) : 𝑣 ∈ 𝑁 (𝑢)}
if 𝑐𝑡−1 (𝑢) = black and NC𝑡 (𝑢) ∋ black then

let 𝑐𝑡 (𝑢) be a uniformly random state from

{black, gray}
else if 𝑐𝑡−1 (𝑢) = white and NC𝑡 (𝑢) ̸∋ black then

let 𝑐𝑡 (𝑢) be a uniformly random state from

{black, white}
else if 𝑐𝑡−1 (𝑢) = gray and 𝜎𝑡−1 (𝑢) = on then

set 𝑐𝑡 (𝑢) = white

else set 𝑐𝑡 (𝑢) = 𝑐𝑡−1 (𝑢)

There are two differences in the update rule above compared to

that for the 2-state MIS process: a black vertex with a black neighbor

changes to gray with probability 1/2, rather than to white; and a

gray vertex changes to white if its switch value is on. Other than
that, gray vertices are treated similarly to non-active white vertices.

We use the same definitions and notations as in the 2-state MIS

process, except that now a vertex is stable if it is black and has

no black neighbors, or it is not black and has some stable black

neighbor. Also, Γ𝑡 = 𝑉 \ (𝐵𝑡 ∪𝑊𝑡 ) is the set of gray vertices at the

end of round 𝑡 .

The definition of the 3-color MIS process above assumes an

arbitrary logarithmic switch process. We can use the randomized

logarithmic switch from Definition 27, which uses 6 states per

vertex, to obtain a 3-color MIS process that uses 6 · 3 = 18 states in

total. From Lemma 28, it suffices to choose Z = 4/𝑎 = 2
−7

to ensure

that the randomized logarithmic switch is an (𝑎, 3)-logarithmic

switch w.h.p. Then at most 7 random bits are required per round

for each vertex (plus one more for each active vertex).

We note that Lemmas 6 and 8 and their proofs carry over to

the 3-color MIS process, without changes. The two simple lemmas

below are specific to the 3-color MIS process. Recall that 𝑎 = 512 is

a parameter of the logarithmic switch.

Lemma 30. If 𝑡 ≥ 𝑎 ln𝑛 and𝑢 ∈ Γ𝑡 then𝑢 ∈ 𝐴𝑡−𝑎 ln𝑛∪· · ·∪𝐴𝑡−1.

Proof. By property (S1) in Definition 26 of the logarithmic

switch, a vertex is gray for at most 𝑎 ln𝑛 consecutive rounds. Also

if a vertex becomes gray in round 𝑗 > 0, it must be active black

at the end of round 𝑗 − 1. Combining these two facts implies the

lemma. □

Lemma 31. If diam(𝐺) ≤ 2, 𝑡 ≥ 𝑎
6
ln𝑛, and 𝑡 ′ = 𝑡 + 𝑎

6
ln𝑛, then

the expected number of times that any given vertex 𝑢 ∈ 𝑉 is active
black between rounds 𝑡 and 𝑡 ′ is

E
[��{ 𝑗 : 𝑢 ∈ 𝐵 𝑗 ∩𝑉𝑗 } ∩ {𝑡, . . . , 𝑡 ′}

�� �� 𝐵𝑡 ,𝑊𝑡 ] ≤ 4.

Proof. From properties (S2) and (S3) in Definition 26, it follows

that sequence 𝑐𝑡 (𝑢), . . . , 𝑐𝑡 ′ (𝑢) contains at most two runs of con-

secutive black states. Moreover, the expected length of the prefix

of each black run before 𝑢 becomes stable black or the run finishes

(and 𝑢 becomes gray) is at most 2. It follows that 𝑢 is non-stable

black in at most 4 rounds in expectation. □

Lemmas 14 and 15 hold also for the 3-color MIS process, when

𝑢 ∈ 𝑉𝑡 \ (𝐴𝑡 ∪ Γ𝑡 ).10 Finally, we will use the next simple lemma,

together with Lemma 15.

Lemma 32. Let 𝑢 ∈ 𝑉 , 𝑡 ≥ 0, and 𝑑 > 0. Let 𝑡 ′ ≥ 𝑡 be the first
round when either 𝑢 is white and has at least 𝑑 black neighbors, or 𝑢
is stable. Then the expected number of rounds 𝑡 < 𝑗 < 𝑡 ′ at which 𝑢
is black and has at least 𝑑 black neighbors is at most 3.

Proof. The lemma is obtained using the observations that: each

time 𝑢’s state changes from white to black, it is equally likely that

it remained white; and, when 𝑢 is active black, it becomes gray in

the next step with probability 1/2. □

5.3 Analysis of the 3-Color MIS Process on 𝐺𝑛,𝑝
Unlike the 2-state MIS process, for which we succeeded in showing

a poly(log𝑛) bound just for a certain range of values for 𝑝 , we show
that the stabilization time of the 3-color MIS process is poly(log𝑛)
on𝐺𝑛,𝑝 random graphs for the complete range of values 0 ≤ 𝑝 ≤ 1.

Theorem 33. The stabilization time of the 3-color MIS process
on a random graph drawn from 𝐺𝑛,𝑝 is 𝑂 (log6 𝑛) with probability
1 −𝑂 (𝑛−2).

As before, it suffices to show that the above bound holds for

good graphs, and apply Lemma 19.

Lemma 34. The stabilization time of the 3-color MIS process on
any (𝑛, 𝑝)-good graph 𝐺 = (𝑉 , 𝐸) is 𝑂 (log6 𝑛) with probability 1 −
𝑂 (𝑛−2).

The proof of Lemma 34 is similar to that of Lemma 21. We show

that sufficient progress is made in expectation after poly(log𝑛)
rounds, from any initial vertex states. The main difference is that

now we show that this is also true even in the case of |𝑉𝑡 | =

𝑂 (log2 (𝑛)/𝑝) when diam(𝐺) ≤ 2, which corresponds to the case

of 𝑝 = Ω(
√︁
log(𝑛)/𝑛), by property (P6) in Definition 18. This is

precisely the case that we could not handle in the analysis of the 2

state MIS process. The complete proof of Lemma 34 can be found

in the full version of the paper [14].
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