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performance on affordable hardware. benchmarks, trained on the MS1M-V3 dataset.

'EdgeFace was trained on WebFace-260M.

> MobileFaceFormer was trained on CASIA-WebFace, FLOPs estimated as 2 x MAdds reported on the
original paper.
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