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Analogical proportions, i.e., statements of the form “A is to B as C is to D”, are the basis of analogical inference and they are closely related to case-based reasoning and transfer learning. They are have been used on NLP tasks such as automatic machine translation, semantic and morphological tasks, as well as visual question answering with competitive results. Moreover, analogical reasoning can support several machine learning tasks such as classification, decision making, or dataset augmentation. However, other less explored applications could be envisioned such as knowledge discovery and management (e.g., knowledge graphs refinement, data set completion, and alignment), recommender systems, and other AI-related tasks such as explainable AI.

The purpose of this workshop is thus to explore both foundational and applicative aspects of analogical reasoning in various fields, e.g., machine learning, knowledge representation, discovery, and reasoning, as well as in industry practice with real-world data, applications, and associated challenges, for instance, scalability issues.
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Abstract

Text morphing is a Natural Language Processing (NLP) task which aims at generating sequences of fluent and smooth intermediate sentences between two input sentences, the start and end sentences. In this paper, we show how to use sentence analogies to augment data for this task. We rely on the notion of analogy to produce sequences of sentences exhibiting step-by-step transitions. We use these sequences to fine-tune a large-scale pre-trained language model that is used for text generation. The performance is evaluated by two criteria: fluency and transition smoothness on both the semantic and formal levels. Compared to a variational autoencoder generative model, our model is shown to generate smoother transitions, although the generated sentences are slightly less fluent.
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1. Text Morphing

Text morphing is an NLP task that consists in generating a sequence of sentences that make the transition between a start sentence and an end sentence. Tables 1 and 2 show examples. This acceptation of text morphing is slightly different from the one in [1], where it is nearer to the meaning found in image morphing where information from two or several images is blended into one.

Obviously, text morphing can draw from techniques in Natural Language Generation (NLG) [2]. Traditional methods in NLG generally start from scratch. This is the case of left to right generation using latent sentence vector sampling [3]. In text morphing, we start from two given sentences and generate intermediate sentences. [4] proposes a generative language model for sentences that first samples a prototype sentence from a training corpus and then edits it into a new sentence. Based on that, [5] defined Text Morphing with the goal of generating intermediate sentences that are fluent and smooth between two input sentences.

[3] proposed an RNN-based variational autoencoder generative model which can generate coherent and diverse sentences using the latent space. It can also generate sentences from points between two sentence encodings. The model is called Sentence Variational Autoencoder (Sentence-VAE). Sentence-VAE incorporates distributed latent representations of entire sentences. It uses a continuous latent variable to capture global characteristics. The transitions
Table 1
Example text morphing sequence generated by the Sentence-VAE model (copied from [3]). The start and end sentences are given, the intermediate sentences $S_1$ to $S_4$ are generated sentences.

<table>
<thead>
<tr>
<th>Start sentence</th>
<th>$he$ was silent for a long moment.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>$he$ was silent for a moment.</td>
</tr>
<tr>
<td>$S_2$</td>
<td>it was quiet for a moment.</td>
</tr>
<tr>
<td>$S_3$</td>
<td>it was dark and cold.</td>
</tr>
<tr>
<td>$S_4$</td>
<td>there was a pause.</td>
</tr>
</tbody>
</table>

End sentence $it$ was my turn.

Table 2
Example text morphing sequence (copied from [5]). The start and end sentences are given, the intermediate sentences $S_1$, $S_2$, $S_3$ are generated sentences.

<table>
<thead>
<tr>
<th>Start sentence</th>
<th>The noodles and pork belly was my favourite.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>The pork belly was my favourite.</td>
</tr>
<tr>
<td>$S_2$</td>
<td>The pork was very good.</td>
</tr>
<tr>
<td>$S_3$</td>
<td>The staff was very good.</td>
</tr>
<tr>
<td>$S_4$</td>
<td>The staff is very friendly.</td>
</tr>
</tbody>
</table>

End sentence Love how friendly the staff is.

obtained through variational latent space are smoother and the fluency of the generated sentences is higher. By searching paths through the latent space, it can generate coherent new sentences which interpolate between two already known sentences. Table 1 shows an example of a text morphing sequence generated by Sentence-VAE.

[4] proposed a new generative language model for sentences that first samples a prototype sentence from the training corpus and then edits it into a new sentence [4]. They perform experiments on the Yelp review corpus [6] and the One Billion Word Language Model Benchmark [7]. The result shows that the model they proposed improves the fluency of the generated sentences.

Building on the previous work, [5] took text editing a step further and proposed a novel model called Morphing Networks which can generate intermediate sentences by editing vectors obtained from a start sentence and an end sentence. The generated intermediate sentences should be fluent and the transitions should be smooth. They aim to gradually approach the end sentence by editing the start sentence step by step, that is, with increasing similarity to the end sentence. Each edit produces a new sentence, and ideally, the editing path is smooth because they only change a small part of the sentence, a few words or a phrase, with each edit. Table 2 shows an example that exhibits relatively smooth and natural transition between two sentences.
2. Proposed Method for Text Morphing

In nowadays NLP, it has become classical to fine-tune a large-scale pre-trained language model to perform a given downstream task, as this has been proven to be efficient in many cases. To perform fine-tuning in a supervised way, implies the use of a data set for the task in question. In our case, this means a data set of text morphing sequences.

In this paper, we show how to create text morphing sequences by exploiting the notion of analogy between sentences. This point is the original point in our proposed method.

Our method thus consists of the following two steps. Firstly and most importantly, we use the notion of sentence analogy (Subsection 2.2) to create a data set of text morphing sequences (Subsection 2.1). Secondly, we use this data set to fine-tune a large-scale pre-trained language model (Subsection 3.4) on the task of text morphing.

Below, we detail the original point in our method, i.e., the creation of a data set of text morphing sequences using the notion of analogies between sentences. We also explain how we solve sentence analogies.

2.1. Creating a Data Set of Text Morphing Sequences

We construct a data set of text morphing sequences by solving sequences of analogies between sentences. We start with a sentence analogy \( \mathcal{A} : \mathcal{B} :: \mathcal{C}_0 : x \), where \( \mathcal{A}, \mathcal{B} \) and \( \mathcal{C}_0 \) are sentences extracted from a data set of sentence analogies and \( x \) is unknown.\(^1\) Solving the equation delivers a sentence \( x = \mathcal{C}_1 \). We recursively apply the process by replacing \( \mathcal{C}_0 \) with \( \mathcal{C}_1 \), etc., leaving \( \mathcal{A} \) and \( \mathcal{B} \) unchanged. In this way, we obtain a sequence of sentences \( \mathcal{C}_0, \mathcal{C}_1, \ldots, \mathcal{C}_n \). It is a text morphing sequence where \( \mathcal{C}_0 \) and \( \mathcal{C}_n \) are the start and end sentences and \( \mathcal{C}_1, \ldots, \mathcal{C}_{n-1} \) are the intermediate sentences.\(^2\) See Figure 1.

Since we are constantly replacing \( \mathcal{C}_{i-1} \) with the next sentence \( \mathcal{C}_i \) predicted by sentence analogy, the direction of changes in the entire sequence is given by the direction between \( \mathcal{A} \) and \( \mathcal{B} \). Now, as the variation is, by definition of the analogy \( \mathcal{A} : \mathcal{B} :: \mathcal{C}_{i-1} : \mathcal{C}_i \), limited by the variation between \( \mathcal{A} \) and \( \mathcal{B} \), the transitions should be smooth, if \( \mathcal{A} \) and \( \mathcal{B} \) are not too distant. The tool used to solve the sentence analogies should be responsible for the fluency of the generated sentences \( \mathcal{C}_i \).

To summarize, in this process, the sentence \( \mathcal{C}_0 \) is transformed slowly step by step into \( \mathcal{C}_n \), along the direction defined by \( \mathcal{A} \) and \( \mathcal{B} \). Notice that we give the start sentence \( \mathcal{C}_0 \), but that we do not know in advance the end sentence \( \mathcal{C}_n \).

2.2. Solving Sentence Analogies

The previous process requires a tool to solve sentence analogies. Sentence analogies are more difficult to solve than word analogies (\( \text{go is to \text{went} as \text{walk is to \text{walked} or \text{Tokyo is to \text{Japan as Beijing is to \text{China}}}} \)). The syntactic structure and semantic complexity of sentences makes the difficulty.

\(^1\)http://lepage-lab.ips.waseda.ac.jp/en/projects/kakenhi-kiban-c-18k11447/ See Experimental Results.
\(^2\)In our experiments, we set \( n \) to have 1 to 5 intermediate sentences. When \( n \) becomes larger, we observe that the same sentence may be repeated in the sequence of sentences.
\[ A : B :: C_0 : x \Rightarrow x = C_1 \]
\[ A : B :: C_1 : x \Rightarrow x = C_2 \]
\[ A : B :: C_2 : x \Rightarrow x = C_3 \]
\[ \vdots \]
\[ A : B :: C_{n-1} : x \Rightarrow x = C_n \]
\[ \Rightarrow (C_0, C_1, C_2, \ldots, C_n) \]

**Figure 1:** Process of creating a text morphing sequence.

\[ \text{It’s really not that interesting.} \quad \text{It’s really not that hot.} \quad \text{It’s not that bad.} \quad x \Rightarrow x = \text{It’s not that cold.} \]

\[ \text{You’re not from around here, are you?} \quad \text{You’re not staying here, are you?} \quad \text{You’re confused again, are you?} \quad x \Rightarrow x = \text{You’re disappointed, are you?} \]

**Figure 2:** Semantico-formal analogies from the data set released in [10].

In early proposals to solve sentence analogies [8, 9], sentences have been considered as strings of words or characters. The disadvantage is that the semantics of sentences is not controlled. [10] proposed to combine both the form of sentences (strings of words) with the meaning of words (vector representations of words). They released a set of 5,600 so-called semantico-formal analogies in English. Examples are shown in Figure 2.

[11] proposed to learn the mapping between three vector representations of sentences \((A, B\) and \(C)\) for and the vector representation of the sentence \(D\) solution of the analogy \(A : B :: C : D\). The three vectors for \(A, B\) and \(C\) can be obtained from word or sentence embedding models. To decode the sentence \(D\) from its vector representation, they proposed a vec2seq model, implemented as a fully connected network, to map vector representations of sentences onto their corresponding sentences.

Here, we solve sentence analogies using yet another method described elsewhere [12]. It consists in fine-tuning a large-scale pre-trained model on the data set of semantico-formal analogies mentioned above. The fine-tuned model obtained can perform the task of solving sentence analogies directly in an end-to-end manner. Different language models were tested and the most efficient one was a fine-tuned GPT-2 model. We use that one in the experiments reported in this paper.
3. Experiment Settings

3.1. Data Used

The previously mentioned data set of semantico-formal analogies is used to create text morphing sequences that will be used to train a GPT-2 model for the task of text morphing. This data set was created from sentences extracted from the English part of the Tatoeba resource\(^3\).

3.2. Assessment of Text Morphing Sequences

Assessment of text morphing is done according to two dimensions. Firstly, by the smoothness of the transitions between the sentences in the morphing sequences: two consecutive sentences should not differ by too much for the entire sequence to be considered smooth. Secondly, by the quality of each individual intermediate sentence: all sentences generated should sound natural, fluent, grammatical, in a word, it should be reasonable.

3.2.1. Transition Smoothness

We define it as the average of all edit distances between consecutive sentences in the morphing sequence. The edit distance between two strings gives the number of edit operations needed to transform a given string into another one. It is thus particularly well suited for our purpose. Here we use the Levenshtein distance [13] in which deletion, insertion, and substitution are the basic edit operations. Lower scores indicate smoother transitions.

3.2.2. Fluency of a Text Morphing Sequence

Perplexity, as classically used in language modelling, is a measure of the reasonableness of sentences. We thus define the fluency of a text morphing sequence as the average of the perplexity scores over all intermediate sentences (excluding the start and end sentences). A lower score indicates higher fluency.\(^4\)

3.3. Creation of a Data Set of Text Morphing Sequences Using Sentence Analogies

As mentioned at the end of Section 2.2, to solve sentence analogies, we fine-tune a pre-trained language model, GPT-2 [14], on the task of solving sentence analogies. The sentence analogies used during this training are from the semantico-formal analogy data set mentioned in Section 2.2.

To create a data set of text morphing sequences, we then use each semantico-formal sentence analogy as a starting point as described in Section 2.1 and illustrated in Figure 1.

We assess the quality of the created text morphing sequences with the metrics introduced in Section 3.2, but, in addition, we compare with an existing model.

---

\(^3\)https://tatoeba.org/

\(^4\)We use the a 3-gram language model, trained on the Tatoeba corpus, with the KenLM toolkit https://github.com/kpu/kenlm to compute the perplexity of the sentences.
Table 3
The GPT-2 fine-tuning settings for text morphing.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-2 model</td>
<td>345M</td>
</tr>
<tr>
<td>Optimizer</td>
<td>adam</td>
</tr>
<tr>
<td>Batch size</td>
<td>1</td>
</tr>
<tr>
<td>Learning rate (LR=2)</td>
<td>0.00002</td>
</tr>
</tbody>
</table>

[5] did not release their code, although they claim better results than the Sentence-VAE model [3]. The code for this latter model is available\(^5\). So we adopt it as our baseline. In our experiments, we trained the Sentence-VAE model using the Tatoeba data set from which the above-mentioned semantico-formal analogies were extracted. By exploring the paths between the start and end sentences created with our method, in the latent space of the obtained Sentence-VAE model, we can generate a certain number of coherent sentences, which constitute a text morphing sequence.

In this way, we can compare the transition smoothness and the fluency of two comparable sets of text morphing sequences, created from the same start and end sentences, by two methods, the Sentence-VAE model, and our proposed method.

3.4. Fine-Tuning a Pre-Trained Model with the Data Set of Text Morphing Sequences Created Using Sentence Analogies

We fine-tune the pre-trained GPT-2 model using the sentence sequences generated in the previous section. For comparison, as in the previous section, we still use the Sentence-VAE model as a baseline model. Due to limitations in memory, we choose the medium-sized GPT-2 model (345M). The GPT-2 fine-tuning parameters are shown in Table 3. For the baseline model, we trained the Sentence-VAE model using the Tatoeba corpus dataset which consists of 110,000 English sentences.

GPT-2 [14] is a large transformer-based language model created by OpenAI. GPT-2 uses the Decoder structure of the Transformer [15], with some changes to the Transformer Decoder. They verified that unsupervised language modeling is able to learn the features required for supervised tasks. GPT-2 pretraining uses the foregoing to predict the next word, which is suitable for text generation tasks since text generation usually generates the next word based on currently available information.

GPT-2 is a large model based on transformer training on a very large dataset with a large scale, and GPT-2 has a good performance in text generation, both in terms of contextual coherence and sentiment expression.

\(^5\)https://github.com/timbmg/Sentence-VAE
Table 4
Quality of text morphing sequences. On the left, in the creation of the data set to be used in fine-tuning. On the right, in performing the task of text morphing with the fine-tuned model. For both measures of transition smoothness and fluency, the lower, the better.

<table>
<thead>
<tr>
<th></th>
<th>Data Set Creation</th>
<th></th>
<th>Text Morphing</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Transition Smoothness</td>
<td>Fluency</td>
<td>Transition Smoothness</td>
<td>Fluency</td>
</tr>
<tr>
<td>Sentence-VAE [3]</td>
<td>3.52</td>
<td>1.35</td>
<td>3.73</td>
<td>1.36</td>
</tr>
<tr>
<td>Our method</td>
<td>1.31</td>
<td>1.57</td>
<td>0.72</td>
<td>1.75</td>
</tr>
</tbody>
</table>

Table 5
Statistics of created morphing sequences dataset.

<table>
<thead>
<tr>
<th></th>
<th>sequences</th>
<th>sentences</th>
<th>words/sent</th>
<th>chars/sent</th>
</tr>
</thead>
<tbody>
<tr>
<td>generated dataset</td>
<td>5,228</td>
<td>26,140</td>
<td>6.41</td>
<td>23.82</td>
</tr>
</tbody>
</table>

4. Results

4.1. Results for the Creation of the Data Set of Text Morphing Sequences

The quality of the created text morphing sequences, that will be used afterwards to train a large-scale language model for the task of text morphing, is shown in Table 4. Our proposed approach delivers smoother sentences which are semantically relatively correct, in comparison with the Sentence-VAE model proposed in [3] for generating morphing sequences.

Table 4 shows that the transition smoothness (average of edit distance between consecutive sentences) of Sentence-VAE is 3.52, while it is 1.31 with our proposed method. This means that for each transition, the Sentence-VAE model changes on average three and a half words on average, while our proposed method changes 1.3 words only, less than half in comparison. The average number of words per sentence being 6.7, the baseline method changes half the sentence at each transition. Our method makes more subtle and smoother changes.

The fluency, as measured by perplexity, is 1.35 in the method using Sentence-VAE, while it is 1.57 in our method (the scores are small because the sentences are short). According to these numbers, the sentences generated by the Sentence-VAE model are more reasonable, but whether there is a real difference may be disputable. We conclude that, in comparison with the Sentence-VAE model, our proposed method delivers smoother sentences that are relatively fluent.

The following Table 5 shows basic statistics of our created dataset. An example of generated morphing sentences is given in Table 6 below.
4.2. Results for the Text Morphing Task

The quality of text morphing is shown in the same table as before, Table 4. The results of this experiment are similar to those obtained in the previous section when creating a data set of text morphing sequences. This indicates that our trained model can deliver smoother sentences which are semantically relatively correct, in comparison with the Sentence-VAE model for the task of text morphing.

The transition smoothness of the Sentence-VAE model is 3.73, while it is 0.72 with our proposed method. The previous remarks made above apply similarly here for this model. It is not a surprise as we use it here in the same way as before. Our proposed method shows improvement in transition smoothness relatively to the creation of text morphing sequences: the average edit distance between two consecutive sentences has been almost divided by two.

The perplexity of the method using the Sentence-VAE model is 1.36, while the perplexity with our proposed method is 1.75. Again, there is no difference between the scores in the data creation step and the text morphing task for the Sentence-VAE model because we use it in the same way in both cases. Our proposed method generates sentences with a slightly worse perplexity in the text morphing task compared with the creation of text morphing sequences using sentence analogy. However, again, we can conclude that our proposed fine-tuned model delivers sentences which are relatively fluent, but smoother, in comparison with the Sentence-VAE model.

4.3. Discussion

When creating text morphing sequences, we observed that, sometimes the same sentences were generated repeatedly or several sentences were generated alternately. We explain these phenomena by the relative shortness of the sentences used. The sentences contained in our data set are less than 10 words long. Shorter sentences allow for fewer options for changes when the text is morphed, and sometimes repetition occurs, which induces no change.
Table 7
Examples of text morphing sequences (of length 3) generated by the fine-tuned GPT-2 model. Start sentences on the first row, end sentences on the last row.

<table>
<thead>
<tr>
<th>I deserve this</th>
<th>I really do not know</th>
<th>I see the problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>I do not deserve this</td>
<td>I do not know</td>
<td>I know the truth</td>
</tr>
<tr>
<td>I deserve that</td>
<td>I do not know anything</td>
<td>I know the problem</td>
</tr>
<tr>
<td>I do not need that</td>
<td>I do not know</td>
<td>I know the truth</td>
</tr>
<tr>
<td>I do not need a girlfriend</td>
<td>I do not understand anything</td>
<td>I know the solution</td>
</tr>
</tbody>
</table>

5. Conclusion

We proposed to perform text morphing by fine-tuning a large-scale pre-trained language model on the task, as is classical nowadays in NLP. But for that, data was needed. We relied on analogies to create text morphing sequences. We proposed an original method which consists in starting with an analogical equation and in letting the solver perform changes in the direction defined by the two terms on the left of the analogical equation. Variations are obtained step by step and this results in text morphing sequences.

The performance of the fine-tuned model was evaluated with transition smoothness and fluency. Our model achieved more than three times smoother transitions than the baseline we considered, the Sentence Variational Autoencoder generative model. However, the baseline was shown to generate slightly more fluent sentences than our proposed model.
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Abstract
Analogical proportions are statements of the form ”\(A\) is to \(B\) as \(C\) is to \(D\)”, which have been extensively studied in morphology. Recent advances on learning models of analogy from quadruples pave the way for data-driven modeling and analysis of analogy. In morphology, recent work introduces a neural network classifier for morphological analogies (ANNc). In this paper, we study the transferability of ANNc across different axiomatic settings to show the importance of the data augmentation in the modeling of analogy. We also provide experimental results on transfer between two morphology datasets (Sigmorphon2016 and Sigmorphon2019) and between more than 27 languages to draw parallels between transfer performance and proximity between language families.
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1. Motivation and Context
The past decade has seen an increasing interest in analogical reasoning (AR) and of analogical proportions (APs), which are statements that four elements \(A, B, C, D\) are in analogy (usually written \(A : B :: C : D\)). Indeed, AR and APs are useful not only in the study of the mechanisms of human cognition \[1\] but also for applications in artificial intelligence \[2, 3\]. There are two basic tasks associated with AR: the first is analogy detection that corresponds to the task of deciding whether a quadruple \(A, B, C, D\) constitutes a valid AP, and the second is analogy solving that corresponds to finding the solution of an analogical equation, i.e., an AP \(A : B :: C : X\) where \(X\) is unknown.

Analogies between words and strings of symbols has long been studied \[4, 5, 6, 7, 8, 9, 10\] and makes for an experimental setting in which a wide range of analogies appear, from simple \((a : a a :: b : b b)\) to more complex \((\text{word:language::note:music})\). In this paper, we focus on the study of morphological analogies, i.e., analogies modeling changes of morphemes. In particular, we study how the deep learning approach for detecting morphological analogies proposed in \[11, 12\] behaves when transferred across domains. We call this approach Analogy Neural...
Network classifier (ANNC). Note that morphological transformations are linked to changes in the syntactic role of a word.

1.1. Axiomatic Setting

The notion of analogy is not consensual and there have been several efforts to create a common logical framework for AR that follow different axiomatic and logical approaches [6, 8]. For instance, Lepage [7] introduces the following 4 axioms in the linguistic context for analogical proportions: symmetry (if $A : B :: C : D$, then $C : D :: A : B$), central permutation (if $A : B :: C : D$, then $A : C :: B : D$), strong inner reflexivity (if $A : A :: C : D$, then $D = C$), and strong reflexivity (if $A : B :: A : D$, then $D = B$). While these axioms seem reasonable in the word domain, they can be criticized in other application domains [13]. A functional view of analogy is to consider a transformation $f$ such that $B = f(A)$ and $D = f(C)$, resulting in analogies of the form $A : f(A) :: C : f(C)$ [5, 14]. As such, $A$ and $C$ may not be in the same conceptual domain as $B$ and $D$. For example, $A, C$ can be cities and $B, D$ countries: Marseille:France::Lyon:France is an acceptable analogy (both Marseille and Lyon are cities of France). This is also an example where central permutation can be problematic, as it would give Marseille:Lyon::France:France which implies that Lyon and Marseille are identical due to strong inner reflexivity.

In this work, we use model transfer to compare how ANNC behaves when different sets of axioms are considered for training and evaluation. In particular, we consider axiomatic settings in which central permutation is accounted for differently, that we detail in Subsec. 2.2. The experimental results of this comparison are reported in Sec. 3.

1.2. Previous Work on Analogy Detection

The analogy detection task corresponds to classifying quadruples $A, B, C, D$ into valid or invalid analogies. In other words, it can be seen as a binary classification task. Morphological analogy detection is used in the context of analogical grids [15], i.e., matrices of transformations of various words, similar to paradigm tables in linguistics [16]. To detect analogies and build the analogical grids, Fam and Lepage [15] use the number of characters occurrences and the length of the longest common subword.

In the context of semantic word analogies, Bayoudh et al. [4] use Kolmogorov complexity as a distance measure between words for analogy detection, and Lim et al. [17] implement a data-driven approach. Using a dataset of semantic analogies, Lim et al. learn a neural network to classify quadruples $A, B, C, D$ into valid or invalid analogies, using their embeddings $e_A$, $e_B$, $e_C$, and $e_D$. We adapt the latter approach to morphology by replacing the original GloVe [18] semantic embedding model by a character-level embedding model in our previous work [11], which significantly outperforms previous approaches.

Analogy detection and solving are closely related tasks. For instance, the morphological analogy solving approach of Langlais et al. [19] and the one of Murena et al. [14] are used as analogy classifiers in [11]: given a quadruple $A, B, C, D$, if $D$ is in the predicted solutions of $A : B :: C : X$ then $A : B :: C : D$ is a valid analogy, otherwise it is invalid. Other works on solving analogies on character strings can be found in the literature, including Copycat.
by Hofstadter and Mitchel [5] but also works relying on embedding spaces [20, 17, 21, 9, 10]. For instance, the work of Lim et al. [17] also proposes a model for analogy solving in addition to ANNc. The former model was adapted to morphological word analogies in our previous work [21] and outperforms generative methods that do not rely on deep learning.

1.3. Model Transfer in Machine Learning

In this article, by transfer we mean applying a machine learning model on a target domain, different from the source domain used to train/learn the model. Different types of transfer are possible, from directly applying a model to the target model, to transferring the model and finetuning it on the target domain. The latter method is a type of model adaptation, which consists in altering a transferred model to fit the new data and which is a key step in the transfer methodology. It is also possible to transfer a part of a model and reuse it as a component of a larger model, as is usually done with large pretrained embedding models such as BERT [22], wav2vec2 [23], or vision transformers [24].

Transferring a model can serve two main purposes: achieving satisfying performance on the target domain while dealing with issues of the target domain or the model (lack of data or of labeled data, large training time, biases, etc.), or studying differences in the behavior of the model on different domains. In this work, we focus on the latter aspect.

1.4. Previous Experiments on Transferring ANNc

In [12], we performed multiple transfer experiments with ANNc on analogies extracted from Sigmorphon2016 [25] and Japanese Bigger Analogy Test Set [26] (which are now available in Siganalogies [27]). We transferred between languages to explore how the analogy model could generalize between domains, and built models on a subset of representative languages to determine the feasibility of a more general model of analogy. In both settings we obtained encouraging performance, but we were not able to fully explain the difference in performance between the languages used. We first experimented with what we called full transfer, in which all the components of the approach (character encoder, morphological embedding model and ANNc) are trained on the source language and transferred to the target language, without finetuning. This approach produced good overall results except on some languages using non-roman characters, and is the approach we take for the present article. To solve this alphabet gap issue, we used partial transfer, i.e., the character encoder and morphological embedding model trained on the target language are reused instead of the ones trained on the source language. While this approach improved performance in case of alphabet gap, it was still far from the performance of models trained on the target language, probably due to a mismatch between the embedding model and the embedding space used by ANNc.

1.5. Our Contribution

In this paper, we introduce general elements of our experimental setting in Sec. 2. We extend the results of [12] in several ways:
• in Sec. 3, we use transfer to determine the impact of the axiomatic setting on the performance of the model, as mentioned above, and confirm that different training procedures results in compliance to different sets of axioms;
• in Sec. 4, we confirm that ANNc coupled with the morphological embedding of [11] generalizes to similar data, by transferring models of analogies in 8 languages between the Sigmorphon2016 and Sigmorphon2019 dataset;
• in Sec. 5, we leverage 42 high resource languages of Sigmorphon2019 [28] to extend previous results on inter-language transferability, and confirm previous hypotheses on the alphabet gap issue and the transferability of morphological analogies between related languages.

2. Datasets, Axiomatic Setting and Model Transfer

In this section we first present the analogical data. Then, we detail the default axiomatic setting \( CP \) (accepting central permutation as an axiom) and two variants \( \overline{CP} \) (explicitly refusing central permutation) and \( \neg CP \) (not taking central permutation into account). Finally, we specify our training, evaluation and transfer protocol.

2.1. Datasets

In our experiments we use the analogies available in Siganalyses [27], which are extracted from three datasets: Sigmorphon2016 [25], Japanese Bigger Analogy Test Set [26], and Sigmorphon2019 [28]. In Siganalyses the analogies are obtained by associating four words \( A, B, C, D \), such that the morphological transformations are identical.

2.2. Data Augmentation and Axiomatic Setting

In previous works on ANNc, the model was trained using training examples obtained by permuting the four words of each analogy in the dataset. For the positive class, permutations of four words resulting in valid analogies (\( P^+ \)) are generated from each analogy \( A : B :: C : D \) in the dataset. For the negative class, permutations resulting in invalid analogies (\( P^- \)) are generated from each analogy of \( P^+ \), as they all are valid analogies.

In introduction, we mention the possibility of using different axiomatic settings, which leads us to experiment with central permutation among the most discussed axioms of analogical proportions [13] in Sec. 3. For this purpose, we consider three axiomatic settings (\( CP, \neg CP \), and \( \overline{CP} \)) described below.

In the setting of [11, 12, 17], that we call \( CP \), the axioms of [7] are used and central permutation is considered as an axiom for APs. Central permutation is thus used to generate the permutations in \( P_{CP}^+ \). In particular, the permutations in \( P_{CP}^+ \) (Eq. (1)) can be obtained by applying successively central permutation and symmetry. Permutations that contradict these two axioms or strong inner reflexivity are used to obtain \( P_{CP}^- \). Given a base form \( A : B :: C : D \), \( P_{CP}^+ \) and \( P_{CP}^- \) are as follows:

\[
P_{CP}^+ = \{\langle A, B, C, D \rangle, \langle C, D, A, B \rangle, \langle B, A, D, C \rangle, \langle D, C, B, A \rangle\},
\]

\[
P_{CP}^- = \{\langle B, D, A, C \rangle, \langle C, B, A, D \rangle, \langle A, D, B, C \rangle, \langle D, A, B, C \rangle\}.
\]
\begin{align}
\langle A, C, B, D \rangle, \langle C, A, D, B \rangle, \langle B, D, A, C \rangle, \langle D, B, C, A \rangle \quad (1) \\
\mathcal{P}_{\neg CP} = \bigcup_{\langle A', B', C', D' \rangle \in \mathcal{P}_{\neg CP}} \{ \langle A', A', C', D' \rangle, \langle B', A', C', D' \rangle, \langle B', A', C', D' \rangle, \langle A', C', B', D' \rangle \} \quad (2)
\end{align}

We consider two settings in which central permutation is not an axiom: $\neg CP$ in which we discard the central permutation axiom, and $\overline{CP}$ in which we explicitly consider that applications of central permutation are invalid analogies. Discarding central permutation to obtain $\neg CP$ is the simplest way to refute the central permutation axiom, and results in the following sets of permutations:

\begin{align}
\mathcal{P}_{\neg CP} & = \{ \langle A, B, C, D \rangle, \langle C, D, A, B \rangle, \langle B, D, A, C \rangle, \langle D, B, C, A \rangle \} \\
\mathcal{P}_{\neg CP}^+ & = \bigcup_{\langle A', B', C', D' \rangle \in \mathcal{P}_{\neg CP}} \{ \langle A', A', C', D' \rangle, \langle B', A', C', D' \rangle, \langle B', A', C', D' \rangle, \langle A', C', B', D' \rangle \}
\end{align}

For $\overline{CP}$ we go one step further in refuting the central permutation axiom by considering that applications of central permutation are invalid analogies, as mentioned above. To do so, central permutation is removed from the valid permutations (as in $\mathcal{P}_{\neg CP}^+$) and added to the permutations of the invalid class:

\begin{align}
\mathcal{P}_{\overline{CP}} & = \mathcal{P}_{\neg CP} \\
\mathcal{P}_{\overline{CP}}^+ & = \bigcup_{\langle A', B', C', D' \rangle \in \mathcal{P}_{\overline{CP}}} \{ \langle A', A', C', D' \rangle, \langle B', A', C', D' \rangle, \langle B', A', C', D' \rangle, \langle A', C', B', D' \rangle \}
\end{align}

In [11, 12] a subset of 8 permutations from $\mathcal{P}_{\neg CP}$ is randomly sampled during training to obtain balanced classes (8 permutations of $\mathcal{P}_{\neg CP}$ for 8 permutations of $\mathcal{P}_{\neg CP}^+$). For $\overline{CP}$ and $\neg CP$, to obtain balanced classes with a number of permutations comparable to $\overline{CP}$, 8 permutations from each class are randomly sampled during training.

### 2.3. Model Training and Evaluation and Transfer Method

The training of ANNC on the source domain is done in the same setting as [11], i.e., using $5 \times 10^4$ analogies for the dataset and, for each, generating permutations as mentioned above to obtain 8 samples of the valid and 8 of the invalid class. Similarly, the testing is done on $5 \times 10^4$ base analogies and all the corresponding permutations. To evaluate the model, we use the balanced accuracy, i.e., the average of the accuracy of the valid class and the accuracy of the invalid class, thus ignoring the number of permutations seen in each class. For the experiment on the axiomatic setting (Sec. 3) and on the transfer between datasets (Sec. 4) we use 10 random seeds to ensure stability across random initialization and random selection of the base analogies. For the experiment on the transfer between languages (Sec. 5), due to the large number experiments to perform, a single random seed is used.

In our experiments, the classifier and the embedding model with the character vocabulary of the source domain are transferred to the target domain, and the evaluation is performed without finetuning the models on the target domain. For simplicity, we write $\text{source} \rightarrow \text{target}$ to denote the transfer from the source domain to the target domain.

---

1If $n > 8$ permutations are available for the class, 8 different permutations are randomly selected. If $n < 8$ permutations are available, $8 - n$ randomly selected permutations are added, ensuring that each permutation appears at least once.
3. Impact of the Axiomatic Setting on the Classification Performance

The purpose of our first experiment is to study the impact of the training procedure of ANNc on the permutations it considers valid or invalid. To confirm that using different training procedures results in models that fit different axiomatic settings, we compare how models trained in the three settings described in Subsec. 2.2 ($CP$, $\neg CP$, and $\overline{CP}$) behave when transferred to the other settings.

3.1. Experimental Setup

We use the 11 languages of [11], i.e., Sigmorphon2016 and Japanese Bigger Analogy Test Set, and transfer between the three axiomatic settings described in Subsec. 2.2: $CP$ (using $P_{CP}^+$ and $P_{\neg CP}^-$), $\neg CP$ (using $P_{CP}^+$ and $P_{\neg CP}^-$), and $\overline{CP}$ (using $P_{\overline{CP}}^+$ and $P_{\overline{CP}}^-$. Intuitively, the expected behavior is the following, also represented in the top left corner of Fig. 1:

- each model is expected to perform best on when the source setting is the same as the target setting ($CP \rightarrow CP$, $\neg CP \rightarrow \neg CP$, and $\overline{CP} \rightarrow \overline{CP}$);
- both $CP \rightarrow \overline{CP}$ and $\overline{CP} \rightarrow CP$ are expected to perform poorly, as the source and target settings are incompatible w.r.t CP;
- both $CP$ and $\overline{CP}$ are expected to perform well on $\neg CP$, as the permutations in $\neg CP$ are common to both $CP$ and $\overline{CP}$;
- the performances of $\neg CP \rightarrow CP$ and $\neg CP \rightarrow \overline{CP}$ are hard to predict, as $\neg CP$ has no constraints w.r.t CP.

3.2. Results and Discussion

The results of the experiment are reported in Fig. 1, and for all languages we observe the expected results with minor variations. First, on the target $\neg CP$ setting, all the models perform equally, instead of $\neg CP \rightarrow \neg CP$ performing slightly better. Second, the performance of $CP \rightarrow CP$ and $\overline{CP} \rightarrow CP$ are not as low as expected, with the peculiarity that $CP \rightarrow \overline{CP}$ always outperforms $\overline{CP} \rightarrow CP$ by roughly 10%.

On the one hand, these results confirm that the training procedure does have an impact on which permutations will be considered valid or invalid by the model. On the other hand, the observed results match the expected Z shape for all languages, which supports the intuitions used to construct the expected results. As these intuitions rely on the differences between the axiomatic settings, this experiment confirm that models of a specific axiomatic setting can be obtained with the corresponding training procedure.

4. Transfer Between Morphological Datasets

The purpose of our second experiment is to check whether the model is able to generalize to a closely related domain with a slightly different distribution of morphological transformations. Indeed, for each language the morphological transformations in Sigmorphon2016 [25] and
Sigmorphon2019 [28] are not exactly the same but the morphology of the language does not change.

### 4.1. Experimental Setup

For each language present in both Sigmorphon2016 and the high resource languages of Sigmorphon2019, we consider two transfer directions and two baselines:

- **19 → 16**: the transfer from the 2019 to the 2016 version of the language;
- **16** the baseline for 19 → 16: model trained and tested on Sigmorphon2016;
- **16 → 19**: the transfer from the 2016 to the 2019 version of the language;
- **19** the baseline for 16 → 19: model trained and tested on Sigmorphon2019.
4.2. Results and Discussion

As shown in Fig. 2, the performance of the transferred model is comparable to or slightly lower than the non-transferred model. A significant correlation is noticeable between the performance of the transferred model and the character coverage of the target domains by the source domains (i.e., the number of characters present in both domains divided by the number of characters present in the target domain), with a Pearson correlation coefficient of $r = 0.9639$ for $19 \rightarrow 16$ and $r = 0.7595$ for $16 \rightarrow 19$. When normalizing the transfer performance by the performance trained on the target domain, the correlation goes up to $r = 0.9739$ for $19 \rightarrow 16$ and $r = 0.8639$ for $16 \rightarrow 19$. A critical case of this correlation can be seen for Arabic, which is romanized in Sigmorphon2016 and not Sigmorphon2019, leading to a coverage close to 0%.

These results identify character coverage as a key factor in the transfer performance between strongly related domains. In this setup, the embedding model is the main source of performance loss.

5. Transfer Between Languages

To go beyond the limitations of character coverage, our third experiment leverages the large amount of multilingual data available in Sigmorphon2019 [28] to experiment following a similar intuition as in [12] but only between languages with similar alphabets.
5.1. Experimental Setup

We experiment with transfer between the high resource languages of Sigmorphon2019. We exclude Basque and Uzbek as they have less than $5 \times 10^4$ analogies. From the results of Sec. 4, we know that the amount of characters in common between the source and target domains strongly impacts the transfer performance. We extract clusters of languages sharing a significant part of their alphabets, and we transfer only within each cluster. This allows us to omit transfers likely to perform poorly due to the alphabet gap. We perform a total of 740 transfers, excluding cases where the source and target are the same. Compared to our other experiments, we reduce the number of test analogies from $5 \times 10^4$ to $5 \times 10^3$ and use a single random seed.

We use hierarchical clustering with the nearest point algorithm to get the clusters. Instead of the coverage between the source and the target language which is asymmetric, we use the Jaccard index\(^2\) between the alphabets of the languages as a similarity measure. Using a threshold of 40% on the Jaccard and excluding singletons, we extract four clusters of at least two elements\(^3\). Based on our observations on the coverage\(^4\), we consider relevant to include Romanian in both the Roman and Cyrillic clusters, and obtain the following language clusters named after the dominant alphabetic setting:

1. **Roman** cluster: Albanian, Asturian, Czech, Danish, Dutch, English, Estonian, Finnish, French, German, Hungarian, Irish, Italian, Kurmanji, Latin, Latvian, Polish, Portuguese, Romanian, Slovak, Slovene, Sorani, Spanish, Swahili, Turkish, Welsh, and Zulu;
2. **Cyrillic** cluster: Adyghe, Bashkir, Belarusian, Bulgarian, Romanian, and Russian;
3. **Arabic** cluster: Arabic, Persian, and Urdu;
4. **Devanagari** cluster: Hindi and Sanskrit.

5.2. Results and Discussion

Once the languages with an overlap lower than 40% are eliminated, the Pearson correlation between the performance and the character coverage drops to $r = 0.6565$ for clusters 2, 3, and 4. For cluster 1, the largest cluster, coverage and performance appear uncorrelated with $r = 0.0379$. Similar values are observed when normalizing the transfer performance by the performance trained on the target domain. We report transfer performance for cluster 1 in Fig. 3.

We do not exclude that these correlations are influenced by the smaller amount of data used (only one seed, fewer testing analogies than usual). However, such a significant drop in correlation is unlikely if only this bias is involved. In fact, the tendencies we observe in the performance matrix indicate that the performance is linked to the language being used as a source language (e.g., horizontal bar for English), and to the one being used as a target language (e.g., vertical bars for Asturian and German). This behavior is likely due to either the quality of the learned model (how well it performs in general) or to the morphological similarities of some languages (at least within Sigmorphon2019). We exclude the former hypothesis, as only

\(^2\)The Jaccard index between two finite sets $A$ and $B$ is $J(A, B) = \frac{A \cap B}{A \cup B}$.

\(^3\)The corresponding dendrogram is provided in Appendix Fig. 2

\(^4\)We provide the matrix of coverage for Sigmorphon2019 in appendix (Fig. 1).
tendencies in the behavior as a source language (i.e., horizontal bars) would be observed, while we mostly observe tendencies in the behavior as a target language (i.e., vertical bars).

To confirm the influence of language similarities on performance, we explore hierarchical clustering within cluster 1 to study which key groups appear. When considering the behavior of the language as a target domain (i.e., using performance from different source languages as a features for the clustering) rather than as a source domain, the clusters are more distinct. We focus on clusters extracted from the former, which can be seen in the dendrogram in Fig. 4. As a first analysis, we compare the corresponding clusters with language families as defined in Wikipedia. The Wikipedia page of each language contains a box with key information, the infobox. We use the “Language family” field of the infobox in the page of each language to determine how closely related they are, after minor corrections. The tree structure in Appendix Fig. 3, summarizes this information, with the leaves colored to match the colors of the clusters on Fig. 4. We find that the small clusters, which are the most easily distinguishable by the clustering
Figure 4: Dendrogram of the target languages, based on the transfer accuracy from all source languages as features for the target languages.

algorithm, correspond to closely related groups of languages. More precisely, the orange cluster contains Western Romance languages (Asturian, Portuguese, Spanish, and French), the purple cluster contains all the Bantu languages (Zulu and Swahili), and the green cluster contains Slavic languages: West Slavic languages (Slovak, Polish, and Czech) and slightly further the South Slavic language (Slovene). Finally, Irish is isolated and the red cluster contains all the remaining languages, even if distinct sub-clusters can be found: the (Finnish and Estonian) sub-cluster corresponds to Finnic languages and the (Romanian and Italian) sub-cluster contains the non-Western Romance languages. Other sub-clusters of the red cluster do not correspond to specific language families, like the (Kurmanji and Dutch) and the (Welsh and Dutch) sub-clusters.

From these results, we confirm that the morphological similarities of the languages are reflected in the model behavior during transfer. This indicates that our approach models morphological rules that can be transferred to related languages. However, it is clear that transfer in some clusters performs better than in others, though we are not yet able to provide explanations. Also, the performance is most likely influenced by the fact that the data in Sigmorphon2019 do not represent the full morphology of each language.

6. Conclusion

In this work, we use transfer to study the behavior of the ANNe analogy model when changing the axiomatic setting, the dataset, or the language of the analogies.

With results in 11 languages, we empirically confirmed that it is possible to model different axiomatic settings of analogy by changing the sets of permutations used when training ANNe. This highlights the importance of careful consideration on the axiomatic setting to use for data augmentation depending on the application, as it can significantly change model behavior. These results suggest that it is possible to determine the axiomatic setting matching a domain
from data. Indeed, if domain data containing valid and invalid analogies is available, an ANNc model can be learned and matched against multiple axiomatic settings to find the one fitting the domain. This kind of method could provide empirical arguments to define the notion of analogy in specific domains.

We also extended previous results on transferability between languages and complemented it with transferability between datasets. Empirical results confirm previous hypotheses on the alphabet gap issue. We found that in many cases it is possible to use the proximity in the Wikipedia language families to predict the performance of transferred models, which confirm the transferability of morphological analogies between languages. These results suggest that analogies and transfer could be used to empirically study morphological similarities between languages. Such similarities can be useful in language learning, by selecting languages known by a learner and having similar morphology to a language to learn. They could also be used to automatically create a data-driven language classification.
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A. Coverage Between the Source and the Target Language

In Fig. 1, we can see the percentage of characters of a target language that are also present in the source language. In Fig. 2, we can see the dendrogram of the hierarchical clustering on the Jaccard index of the characters present in each pair of languages.

![Figure 1: Coverage by the source language character vocabulary of the target language character vocabulary.](image)

B. Transfer Performance Within the Largest Cluster of Languages

In Fig. 3, we can see the tree representing the language families of each of the languages in the largest cluster (Albanian, Asturian, Czech, Danish, Dutch, English, Estonian, Finnish, French, German, Hungarian, Irish, Italian, Kurmanji, Latin, Latvian, Polish, Portuguese, Romanian, ...)
Figure 2: Dendrogram of the high resource languages in Sigmorphon2019 (except Basque and Uzbek), based on the Jaccard index between each pair of languages. With a threshold of 40% on the Jaccard and excluding singletons, four clusters (colored here) are found.

Slovak, Slovene, Sorani, Spanish, Swahili, Turkish, Welsh, and Zulu). The language families are extracted from the “Language family” field of the infobox in the Wikipedia page of each language.
Figure 3: Trees of how the languages in cluster 1 relate based on their “Language family” according to Wikipedia. The Wikipedia page of each language contains an infobox (the area containing key information about the topic of the page), from which we extracted the “Language family” field. Languages are highlighted to match the clusters in the dendrogram of cluster 1.
Extraction of analogies between sentences on the level of syntax using parse trees
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Abstract

Example-based machine translation by analogy is an alternative approach to machine translation. Its principle is relatively simple, but the absolute number of analogies between sentences contained in the corpus is crucial for the overall quality of translation. The relative number of analogies is called the analogical density. The goal of this paper is to measure the analogical density of different aligned corpora. To this end, we extract analogies between sentences. Now, we use parse trees to represent sentences on the level of syntax. We report analogical densities for five different languages in an aligned multilingual corpus extracted from the Tatoeba resource, at the level of characters, words or parse trees.
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1. Introduction

Analogy is known to be an essential skill in human cognition. It can be used to interpret or analyze words or sentences that are unfamiliar or have never been seen before [1, 2, 3, 4, 5]. In other words, analogy has the power to explain the unknown using the known. Analogy can play a role in natural language processing tasks such as machine translation [6, 7, 8], transliteration [9, 10] or question answering [11].

Example-Based Machine Translation (EBMT) by analogy implements a case-based reasoning approach to machine translation [12]. It generates translations relying on analogies in the source language and the target language after retrieval of similar sentences from a knowledge database. There, analogy exploits examples (cases) contained in the knowledge container (case base) to solve unknown cases.

By denoting \( A : B :: C : D \) the analogical relationship between four sentences: \( A, B, C \) and \( D \), Formula (1) defines sentence analogies in two languages with sentences which are translations of one another. \( A : B :: C : D \) denotes a monolingual analogy in the source language and \( A' : B' :: C' : D' \) is corresponding translation in the target language. Figure 1 instantiates Formula (1) on an example in English and French.
$$A : B :: C : D$$
$$\downarrow \downarrow \downarrow \downarrow \downarrow$$
$$A' : B' :: C' : D'$$

(1)

Figure 1: Two corresponding monolingual analogies between sentences in English and French

The number of analogies that exist in a given corpus is crucial for EBMT by analogy. Our objective in the present work is to estimate the number of analogies similar to the one shown in Figure 1, for various language pairs. Now, analogies can be extracted at various levels: surface form or syntax. To extract analogies automatically, we use vector representations of sentences based on the occurrence of characters, tokens, or branches in parse trees. We then count the number of extracted analogies and can compute the analogical density of the corpus. Although we do not conduct experiments in this paper, our intuition is that a higher number of analogies will lead to better translations in an EBMT system by analogy.

2. Related Work

2.1. Traditional Levels: Formal and Semantic Analogies

Formal analogies do not take into account the meaning or the syntax of sentences. Instead, the surface form, i.e., characters or words, are only taken into account. [13] uses $abc : abbccd :: efg : effgh$ as an example to clarify what formal analogy is. The changes are only between characters and the strings bear no meaning. $walk : walked :: go : goed$ is another instance of formal analogy: $goed$ is not a valid English word form for the simple past tense form of $go$. However, on the level of form, the analogy holds: the suffix $-ed$ has just been added at the end of the string $go$, as for $walk$.

In an analogy at the semantic level, the meaning attached to the strings is considered. For instance, $king : queen :: man : woman$ is a classic example of semantic analogy [14]. It exhibits the male / female opposition. In contrast to the previous formal analogy, $walk$ is to $walked$ as $go$ is to $went$ is valid on the level of meaning, or rather grammar. Table 1 shows examples of analogies between sentences on one of the two levels of form or meaning, or both.

2.2. Between Form and Semantics: Syntax

In the present paper, we concentrate on analogies between sentences. In [15, 16, 17], a method to perform syntactic analysis of sentences, i.e., to obtain a syntax tree for a given sentence, has
Table 1
Example of analogies between sentences on the level of form and meaning

<table>
<thead>
<tr>
<th>Analogy between sentences</th>
<th>Form</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>They work hard.</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>He worked very hard.</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>They look happy.</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>He looked very happy.</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>The boy speaks Thai.</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>The girl goes to Thailand.</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>The actor spoke Chinese.</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>The actress went to China.</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

Figure 2: Analogy between sentences on the level of syntax using constituency representation

been described. It relied on the use of analogy. Similarly, an example of an analogy between syntactic trees is shown in [18, 19]. It corresponds to an active passive transformation between sentences: the analogy holds not only on the level of form, but also on the level of syntax.

[18, 19] show that syntactic representations of sentences can be used as yet another level to capture analogies between sentences, in addition to the formal and semantic levels. However, analogy on the level of syntax is different from both the formal and semantic levels. It is well known that grammaticality is independent from meaning, as illustrated by the classic example sentence: Colorless green ideas sleep furiously [20].

We propose to work on analogy at the level of syntax. Figure 2 is another example of a syntactic analogy between sentences. There, the sentences do not acceptedly create an analogy on the level of form or meaning, but they definitely make an analogy at the syntactic level: exchange of personal pronoun (PRP) with proper noun (NNP). Notice that, for the analogy to hold, the terminals (the words in the sentences) which should appear on the leaves in the parse trees are not considered.

3. Analogy on the Level of Syntax Using Parse Trees

While past studies concentrated on analogies on the formal level, the originality of this paper is to extract and count analogies between sentences on the level of syntax using parse trees. To this end, we develop two components. The first component computes vector representations. A sentence is represented by a feature vector counting the number of occurrences of all branches in any parse tree of a sentence from the corpus considered. The second component computes
the ratio between these vectors of features on two given trees. The ratio between sentences is simply defined as the difference between their feature vectors.

3.1. Tree Representations

In computational linguistics, a parse tree is a tree that represents the syntactic structure of a sentence [21]. In constituency parse trees, the tree reflects the grouping of words in a sentence by constituents or phrases. In dependency parse trees, the branches show the dependency relationship between words. We use Universal Dependency parsers provided by the spaCy\(^1\) library, for various languages, and converted all sentences in our corpora into dependency parse trees. The dependency parse trees of the sentences in Figure 2 are shown in Figure 3.

A sentence \( S \) can be represented by a feature vector \( \overrightarrow{T_S} \) by counting the number of occurrences for all the branches found in its parse tree \( T_S \). In Formula (2), the notation \( |T_S|_{branch} \) stands for the number of times a branch appears in the parse tree \( T_S \) of sentence \( S \).

\[
\overrightarrow{T_A} = \begin{pmatrix} |T_A|_{VBD\rightarrow PRP} \\ |T_A|_{VBD\rightarrow NNP} \\ \vdots \\ |T_A|_{VBD\rightarrow .} \end{pmatrix}
\]  

(2)

3.2. Ratios between Trees

To extract analogies at the level of syntax, we calculate the ratio between trees. Formula (3) defines the ratio between sentences \( A \) and \( B \) as the difference between their vectors of syntactic features derived from their parse trees \( T_A \) and \( T_B \).

\[
A : B \triangleq \overrightarrow{T_A} - \overrightarrow{T_B} = \begin{pmatrix} |T_A|_{VBD\rightarrow PRP} - |T_B|_{VBD\rightarrow PRP} \\ |T_A|_{VBD\rightarrow NNP} - |T_B|_{VBD\rightarrow NNP} \\ \vdots \\ |T_A|_{VBD\rightarrow .} - |T_B|_{VBD\rightarrow .} \end{pmatrix}
\]  

(3)

3.3. Conformity of Ratios between Trees

An analogy \( A : B :: C : D \) is satisfied by checking the equality of ratios. Formula (4) defines it. For the computation of ratios between vectors and for checking for equality of ratios, we rely

\(^1\)spaCy: https://spacy.io/
on the Python library Nlg\(^2\) [22]. In this way, we extract all analogies between all parse trees corresponding to all sentences contained in our corpus.

\[
A : B :: C : D \iff \overrightarrow{T_A} - \overrightarrow{T_B} = \overrightarrow{T_C} - \overrightarrow{T_D} \tag{4}
\]

3.4. Analogical Clusters

An analogical cluster is defined as a set of pairs of sentences with exactly the same ratio [23] (see definition in Formula (5)). The Python library Nlg can be used to extract all analogical clusters from a set of objects represented by feature vectors. We apply it for the extraction of analogical clusters between sentences, at the level of syntax. The larger an analogical cluster, the more regular the transformations between the sentences in the clusters.

\[
A_1 : B_1 \\
A_2 : B_2 \\
\vdots \\
A_n : B_n \iff \forall (i, j) \in \{1, \ldots, n\}^2, \ A_i : B_i :: A_j : B_j \tag{5}
\]

4. Experiments and Results

4.1. Data Used

We use the Tatoeba\(^3\) corpus. It is a collection of sentences in more than 100 languages. Here, we use five language parts from the Tatoeba corpus: English, French, German, Polish and Finnish. The sentences we used are aligned across all five languages, they are parallel sentences that correspond to each other. Table 2 gives some statistics on this corpus. For each language, we have around eight thousand sentences. English has the lowest number of types and Finnish has the largest one among the five languages. Hapaxes are words that appear only once in a corpus. Here, we observe that English has the smallest number of hapaxes with less than 60% while Finnish has the highest percentage with over than 70%. We verify again that languages with higher morphological richness tend to have a higher number of types and hapaxes. In interest to us is the conjecture that we should extract more analogies from a language with a higher Type-Token Ratio (TTR) since type-token ratio measures lexical richness.

4.2. Metrics

To evaluate the number of analogies between sentences contained in a corpus, two metrics used in [24] are considered.

4.2.1. Analogical Density

Formula (6) defines analogical density as the ratio of the number of actual analogies \(N_{nlg}\) and \(N_4\). If the total number of sentences in the corpus is \(N_s\), \(N_4\) is the number of possibilities of

\[^2\text{Nlg: http://lepage-lab.ips.waseda.ac.jp/en/projects/kakenhi-15k00317/}\]

\[^3\text{Tatoeba: https://tatoeba.org/}\]
Table 2
Statistics on Tatoeba corpus

<table>
<thead>
<tr>
<th>Language</th>
<th>Number of lines</th>
<th>Number of tokens</th>
<th>Number of types</th>
<th>Average length of token</th>
<th>Average length of type</th>
<th>TTR (token)</th>
<th>Hapaxes (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>en</td>
<td>7,964</td>
<td>40,493</td>
<td>6,839</td>
<td>4.23±2.21</td>
<td>6.48±2.24</td>
<td>0.17</td>
<td>58.47</td>
</tr>
<tr>
<td>fr</td>
<td>7,964</td>
<td>43,563</td>
<td>8,581</td>
<td>4.62±2.71</td>
<td>7.46±2.58</td>
<td>0.20</td>
<td>64.10</td>
</tr>
<tr>
<td>de</td>
<td>7,964</td>
<td>41,017</td>
<td>8,673</td>
<td>4.96±2.56</td>
<td>7.55±2.93</td>
<td>0.21</td>
<td>63.07</td>
</tr>
<tr>
<td>pl</td>
<td>7,964</td>
<td>32,816</td>
<td>10,956</td>
<td>5.44±2.81</td>
<td>7.47±2.48</td>
<td>0.33</td>
<td>70.70</td>
</tr>
<tr>
<td>fi</td>
<td>7,964</td>
<td>31,152</td>
<td>11,270</td>
<td>6.09±2.95</td>
<td>8.10±2.90</td>
<td>0.36</td>
<td>72.17</td>
</tr>
</tbody>
</table>

filling in the analogy pattern with any four sentences (with possible repetition) from the corpus. As there are 8 equivalent forms of analogies [25], this should be divided by 8 to consider only individual analogies. Because the denominator is a power of 4, values for density are usually numbers of the order of $10^{-9}$ or $10^{-12}$.

$$D_{nlg} = \frac{N_{nlg}}{\frac{1}{8} \times N_s}$$  \hspace{1cm} (6)

4.2.2. Proportion of Sentences Appearing in Analogies

Formula (7) calculates the proportion of sentences appearing in analogies by dividing the number of sentences appearing in at least one analogy ($N_{s,nlg}$) by the total number of sentences in the corpus ($N_s$). This makes a percentage.

$$P = \frac{N_{s,nlg}}{N_s}$$  \hspace{1cm} (7)

4.3. Results and Analysis

We carry out experiments on the extraction of analogies between sentences both on the level of surface form and syntax. On the level of form, each sentence is tokenised using two different tokenisation schemes: character or word. On the level of syntax, we extract sentence analogies from a corpus by using parse trees, as described in Section 3. We also concatenate formal feature vectors with syntax feature vectors to combine the two levels. We do not conduct experiments using char and word features at the same time, because they both work on the formal level.

4.3.1. Number of Analogical Clusters

Table 3 gives the number of analogical clusters extracted from our five languages based on different feature vectors. We observe that the number of analogical clusters extracted based on syntactic trees is hundreds or thousands times larger than on the level of characters or words. Analogical clusters extracted by the combination of char and tree or word and tree are of course smaller than if only one feature is considered. When using only the tree feature, Finnish has a significantly higher number of analogical clusters in comparison to the other...
Table 3
Number of extracted analogical clusters from different features: characters (char), words (word) and syntax (tree)

<table>
<thead>
<tr>
<th>Language</th>
<th>Feature used</th>
<th>char</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>char</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>word</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>tree</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>en</td>
<td></td>
<td>502,182</td>
<td>774</td>
<td>333</td>
<td>325</td>
<td>251</td>
</tr>
<tr>
<td>fr</td>
<td></td>
<td>1,712,538</td>
<td>546</td>
<td>164</td>
<td>290</td>
<td>131</td>
</tr>
<tr>
<td>de</td>
<td></td>
<td>939,892</td>
<td>822</td>
<td>424</td>
<td>384</td>
<td>288</td>
</tr>
<tr>
<td>pl</td>
<td></td>
<td>2,246,054</td>
<td>860</td>
<td>381</td>
<td>333</td>
<td>205</td>
</tr>
<tr>
<td>fi</td>
<td></td>
<td>5,510,699</td>
<td>692</td>
<td>355</td>
<td>332</td>
<td>242</td>
</tr>
</tbody>
</table>

Figure 4: Number of extracted analogical clusters with the same size on the level of syntax among different languages. Caution: log scale on the y axis

languages, followed by Polish and French. Except for char, we observe that German always has the highest number of analogical clusters (except for char where it is second).

In addition, we draw the distribution of the number of analogical clusters with the same size extracted from syntactic features for our five languages in Figure 4. Although the numbers of extracted analogical clusters with the same size vary across languages, the overall trend is consistent.

4.3.2. Number of Analogies

The analogical density of the corpus is presented in Table 4. It indicates how many analogies can be extracted in the five different languages and how many sentences can be covered by these extracted analogies.

We observe that the number of analogies extracted on the level of syntax is thousands times more than on the level of form. Basically, on the level of syntax, Finnish has the highest
Table 4
Analogical densities for five different languages. The number of sentences is the number of sentences appearing in the extracted analogies. Notice the difference in orders of magnitude from char and word \((10^{-12})\) to tree \((10^{-9})\).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Language</th>
<th>Number of analogies</th>
<th>Number of sentences</th>
<th>Density (D_{\text{olg}})</th>
<th>(P) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>char</td>
<td>en</td>
<td>985</td>
<td>723</td>
<td>1.96</td>
<td>9.08</td>
</tr>
<tr>
<td></td>
<td>fr</td>
<td>679</td>
<td>486</td>
<td>1.35</td>
<td>6.10</td>
</tr>
<tr>
<td></td>
<td>de</td>
<td>1,102</td>
<td>573</td>
<td>2.19 (\times 10^{-12})</td>
<td>7.19</td>
</tr>
<tr>
<td></td>
<td>pl</td>
<td>1,164</td>
<td>665</td>
<td>2.31</td>
<td>8.35</td>
</tr>
<tr>
<td></td>
<td>fi</td>
<td>906</td>
<td>506</td>
<td>1.80</td>
<td>6.35</td>
</tr>
<tr>
<td>word</td>
<td>en</td>
<td>452</td>
<td>372</td>
<td>0.90</td>
<td>4.67</td>
</tr>
<tr>
<td></td>
<td>fr</td>
<td>442</td>
<td>288</td>
<td>0.88</td>
<td>3.62</td>
</tr>
<tr>
<td></td>
<td>de</td>
<td>603</td>
<td>328</td>
<td>1.20 (\times 10^{-12})</td>
<td>4.12</td>
</tr>
<tr>
<td></td>
<td>pl</td>
<td>559</td>
<td>281</td>
<td>1.11</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td>fi</td>
<td>580</td>
<td>248</td>
<td>1.15</td>
<td>3.11</td>
</tr>
<tr>
<td>tree</td>
<td>en</td>
<td>918,412</td>
<td>5,337</td>
<td>1.83</td>
<td>67.01</td>
</tr>
<tr>
<td></td>
<td>fr</td>
<td>3,605,667</td>
<td>5,523</td>
<td>7.17</td>
<td>69.35</td>
</tr>
<tr>
<td></td>
<td>de</td>
<td>1,786,002</td>
<td>5,336</td>
<td>3.56 (\times 10^{-9})</td>
<td>67.00</td>
</tr>
<tr>
<td></td>
<td>pl</td>
<td>6,369,718</td>
<td>6,343</td>
<td>12.68</td>
<td>79.65</td>
</tr>
<tr>
<td></td>
<td>fi</td>
<td>20,027,663</td>
<td>6,999</td>
<td>39.83</td>
<td>87.88</td>
</tr>
</tbody>
</table>

Figure 5: Number of features per sentence in extracted analogies on different levels

The table shows the analogical density and the sentences that appear in analogy account for 88 percent of the whole corpus.

Figure 5 shows the number of features per sentence appearing in the extracted analogies on different levels. It is obvious that compared to the formal level, we extract more analogies on the syntactic level, given the smaller vector representations using parse trees.
### Table 5

Example results of analogies in different languages extracted by combining formal and syntactic features

<table>
<thead>
<tr>
<th>Lang.</th>
<th>Example results of sentence analogies</th>
</tr>
</thead>
<tbody>
<tr>
<td>en</td>
<td>( I \text{ bought a new car.} : He \text{ bought a new car.} :: I \text{ left the door open.} : He \text{ left the door open.} )</td>
</tr>
<tr>
<td>fr</td>
<td>( \text{Il regarde la télévision.} : \text{Je regarde la télévision.} :: \text{Il joue au tennis tous les jours.} : \text{Je joue au tennis tous les jours.} )</td>
</tr>
<tr>
<td>de</td>
<td>( \text{Sie hat einen Hund.} : \text{Ich habe einen Hund.} :: \text{Ich habe einen Brief geschrieben.} : \text{Ich habe einen Brief geschrieben.} )</td>
</tr>
<tr>
<td>pl</td>
<td>( \text{Jestem bohaterem.} : \text{Nie jestem bohaterem.} :: \text{Jestem nauczycielem.} : \text{Nie jestem nauczycielem.} )</td>
</tr>
<tr>
<td>fi</td>
<td>( \text{Onko sinulla autosta?} : \text{Onko sinulla veljä tai siskoja?} :: \text{Minulla ei ole autoa.} : \text{Minulla ei ole veljä tai siskoja.} )</td>
</tr>
</tbody>
</table>

**Figure 6:** Parse trees of the English sentence analogy given in Table 5

### 4.4. Example Results of Analogies in Different Languages

In Table 5, we list some example results of sentence analogies that we extracted from the corpus in the combination of formal and syntactic features. Figure 6 plots the syntactic structure behind the first English example in Table 5.

### 5. Further Discussion

#### 5.1. Analogical Grids

An analogical grid is a matrix where any four terms picked out from any two rows and any two columns is an analogy [26]. Formula (8) gives the definition of an analogical grid. The size of
We won. : Tom won. : You won.
We survived. : Tom survived. : You survived.
: Tom drank too much. : You drank too much.
We volunteered. : Tom volunteered. :

\textbf{Figure 7}: Example of an analogical grid in English extracted by combining the \textit{tree} and \textit{word} features

\section*{Table 6}

\begin{table}[ht]
\centering
\begin{tabular}{lcccc}
\hline
Feature & Language & \# of grids & Avg. size & Avg. saturation (%) \\
\hline
\textit{tree} $\cap$ \textit{char} & en & 112 & 4.81 & 99.8 \\
 & fr & 50 & 5.34 & 99.0 \\
 & de & 82 & 6.91 & 98.9 \\
 & pl & 94 & 5.72 & 99.4 \\
 & fi & 78 & 5.42 & 99.5 \\
\textit{tree} $\cap$ \textit{word} & en & 82 & 4.87 & 99.7 \\
 & fr & 39 & 5.51 & 98.7 \\
 & de & 63 & 6.52 & 98.9 \\
 & pl & 55 & 5.87 & 99.1 \\
 & fi & 48 & 5.38 & 99.7 \\
\hline
\end{tabular}
\caption{Analogical grids extracted from different feature vectors in varying languages}
\end{table}

an analogical grid is defined as the product of its number of rows by its number of columns. As shown in Figure 7, an analogical grid may have empty cells. Thus, we can also characterise an analogical grid by the number of non-empty cells in it. This is its saturation. It is the ratio between the number of non-empty cells and the size of the grid.

\begin{equation}
\begin{aligned}
G_1^1 : G_2^1 : \cdots : G_m^1 & \iff \forall (i, k) \in \{1, \ldots, n\}^2, \\
G_1^2 : G_2^2 : \cdots : G_m^2 & \iff \forall (j, l) \in \{1, \ldots, m\}^2, \\
\vdots & \vdots \\
G_1^n : G_2^n : \cdots : G_m^n & \iff G_1^j : G_2^j : \cdots : G_k^j \\
\end{aligned}
\end{equation}

We have extracted analogical grids on the level of syntax combined with character features or word features. By extracting the analogical grids, we hope to get a more compact view of how sentences are related to each other by analogies. Based on Table 6, we observe that English has the highest number of analogical grids but also the smallest average size of analogical grids. German has the largest average size of analogical grids. The average saturation of the extracted analogical grids is all around 99\% which means the analogical grids extracted from our corpus are very dense.

\subsection*{5.2. Extracted analogies for different language pairs}

For any language pair from the five languages in the aligned corpora, we can extract bilingual analogies by taking monolingual analogies where sentences correspond by translation. This kind of data, i.e., bilingual analogies, can then be exploited in an EBMT system by analogy.
Table 7

Number of extracted bilingual analogies for different language pairs

<table>
<thead>
<tr>
<th>Feature</th>
<th>en-fr</th>
<th>en-de</th>
<th>en-pl</th>
<th>en-fi</th>
<th>fr-de</th>
<th>fr-pl</th>
<th>fr-fi</th>
<th>de-pl</th>
<th>de-fi</th>
<th>pl-fi</th>
</tr>
</thead>
<tbody>
<tr>
<td>char</td>
<td>64</td>
<td>77</td>
<td>50</td>
<td>34</td>
<td>88</td>
<td>54</td>
<td>40</td>
<td>129</td>
<td>42</td>
<td>38</td>
</tr>
<tr>
<td>tree ∩ char</td>
<td>28</td>
<td>30</td>
<td>14</td>
<td>18</td>
<td>46</td>
<td>22</td>
<td>14</td>
<td>43</td>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>word</td>
<td>48</td>
<td>24</td>
<td>20</td>
<td>24</td>
<td>48</td>
<td>44</td>
<td>30</td>
<td>86</td>
<td>30</td>
<td>22</td>
</tr>
<tr>
<td>tree ∩ word</td>
<td>24</td>
<td>20</td>
<td>12</td>
<td>12</td>
<td>30</td>
<td>20</td>
<td>10</td>
<td>26</td>
<td>12</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 7 counts the number of extracted bilingual analogies for different language pairs on the formal and syntactic levels. Because these are intersections, the number of bilingual analogies is of course smaller than the number of independent monolingual analogies for any of the languages in the language pair.

6. Conclusion

We proposed to extract analogies between sentences based on their syntactic structure. Experiments were carried out using Universal Dependency parse trees that allow us to compare across five different European languages. The parse trees were converted into feature vectors, the features of which were the types of branches, from which we removed the lexical information. We measured the analogical density at the syntactic level and crossed with the results at the character or word levels.

We found that the number of analogies extracted on the syntactic level is hundreds or thousands times larger than the one on the formal level, which leads to a thousand times higher analogical density. We already started extracting analogical grids to have a more compact view of how sentences are related to each other.

In this paper, we used the number of occurrences of branches in dependency representations as features to get a vector representation of sentences. Similar work could be carried out with constituency representations, if constituency parsers comparable across languages would be available. The ultimate goal of the work presented here, is to not only to extract monolingual analogies, but bilingual analogies between sentences, because they can be used by an EBMT system by analogy.
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Abstract
This paper proposes to view analogical proportion-based classification as a special type of case-based prediction algorithm, in which (i) cases are differences between two instances, and (ii) only maximally similar cases are compared. It then proposes to tweak the CoAT case-based prediction algorithm in order to implement these two key design principles. The resulting analogical proportion-based classifier CoAT-APC shows a performance comparable to state-of-the-art analogical proportion-based classifiers, while implementing a different transfer strategy, based on the minimization of a dataset complexity measure, as opposed to a rule-based approach. Experimental results show the usefulness of combining these two design principles and suggest that the rule-based transfer strategy of analogical proportion-based classifiers has comparatively little impact on the performance of the system.

Keywords
analogical proportion-based classification, case-based prediction, interactions between case-based and analogical reasoning

1. Introduction
Case-based prediction \([1, 2]\) consists in predicting the outcome (the label, in classification tasks) of a new case directly from its comparison with a set of cases retrieved from a case base and some similarity measures, without any attempt to learn a model of the observed data prior to the inference. In case-based prediction methods, cases are assumed to be pairs (situation, outcome) and the predicted outcome is the one that best enforces a compatibility requirement, according to which outcome similarities in the resulting case base should be compatible with the corresponding situation similarities. This principle can be expressed in numerous ways, leading to a large variety of case-based prediction algorithms, as discussed later in the paper. They mainly differ in their transfer strategy, that can for instance rely on rule-based or optimization-based approaches.

On the other hand, analogical proportion-based classification (abbreviated APC in the rest of the paper, see e.g. \([3, 4, 5, 6, 7]\)) proposes to exploit the principle of analogical reasoning, based on statements of the form ‘\(a\) is to \(b\) as \(c\) is to \(d\)’, to predict the label of new instances: when
an analogical proportion holds on the instance descriptions, it is inferred that an analogical proportion also holds on their associated labels.

This paper proposes to compare these two classification paradigms and to study APC from the point of view of case-based prediction. More precisely, it shows that APC can be interpreted as a special kind of case-based prediction method, that applies a rule-based transfer strategy and implements the two following design principles:

[P1] Cases are differences between two instances of the considered instance set.
[P2] Only maximally similar cases are compared.

The second principle can be relaxed to comparing only the most similar cases, beyond the maximally similar ones, as discussed later in the paper.

The paper then investigates why analogical proportion-based classifiers exhibit better performance compared to other case-based prediction methods. To do so, a new case-based prediction method is proposed, called CoAT-APC, that tweaks the CoAT case-based prediction algorithm [8, 9] to implement the two principles [P1] and [P2] with the relaxed version of the latter. The resulting algorithm is an analogical proportion-based classifier, in which the rule-based transfer strategy is replaced by CoAT’s optimization-based transfer strategy.

Experiments conducted on a variety of benchmark data sets, both of Boolean and numerical types, show that CoAT-APC offers performances comparable to state-of-the-art analogical proportion-based classifiers, and that complying with the two principles [P1] and [P2] significantly improves the performance of the original CoAT algorithm. This suggests that the two principles [P1] and [P2] do play a major role in their success, whereas their rule-based transfer strategy has little impact on their efficiency, and can be replaced without harm with another transfer strategy.

The paper is structured as follows: Section 2 recalls the main definitions about analogical proportion-based classifiers. Section 3 considers case-based prediction methods and in particular reviews their main prediction strategies. Section 4 shows that APC can be formulated as a case-based prediction method with rule-based transfer strategy. Section 5 presents the proposed exploitation of this view in the CoAT-APC algorithm, that modifies the CoAT case-based prediction method with optimization transfer strategy [8, 9] in order to implement the two key design principles of APC. Section 6 presents some experiments to validate the approach. Section 7 concludes the paper and discusses some directions for future work.

2. Analogical Proportion-based Classification

Analogical proportion-based classifiers have shown competitive results in classification and recommendation tasks, see e.g. [10, 3, 11, 12, 5]. They apply the principle of analogical reasoning [13], based on statements of the form "a is to b as c is to d", called analogical proportion, and written \( a : b :: c : d \). More precisely, the analogical inference is applied in a classification setting to state that if an analogical proportion holds on the instance descriptions, then an analogical proportion can be inferred on their associated class labels: formally, denoting \( f \) the underlying, unknown, labelling function, one can derive from \( a : b :: c : d \) that \( f(a) : f(b) :: f(c) : f(d) \). Let \( D \) be a data set containing a set of instances \( a,b,c,\ldots \) with
their associated labels \( f(a), f(b), f(c), \ldots \). To predict the value \( f(x) \) for a new instance \( x \), an analogical proportion-based classifier considers all triples \((a, b, c) \in D^3\) for which \( a : b :: c : x \) holds, and the equation \( f(a) : f(b) :: f(c) : y \) has a solution. This set of triples is called the analogical root of \( x \) [4]. The predicted label for the new instance \( x \) is then the result of a majority vote among the potential solutions \( y \). Yet it can be the case that the analogical root is empty: the previous classifier can then be extended to consider approximate analogy, relying on the notion of analogical dissimilarity [4]. The latter is defined as a function \( AD(a, b, c, d) \) that quantifies the extent to which the quadruplet is far from satisfying an analogical proportion: \( AD \) is such that \( AD(a, b, c, d) = 0 \) iff \( a : b :: c : d \) and satisfies constraints on argument permutation and a triangular inequality [10]. For real or Boolean values, it can for instance be defined as the sum of the componentwise \( AD(a, b, c, d) = \| (a - b) - (c - d) \|_1 \). If the analogical root of \( x \) is empty, the search for potential solutions is extended to triples \((a, b, c) \) with the \( k \) least values of \( AD(a, b, c, x) \) and for which the equation \( f(a) : f(b) :: f(c) : y \) has a solution. The predicted label is the result of a majority vote among the potential solutions \( y \).

3. Case-Based Prediction: A Comparative Study

This section recaps the general principles of case-based prediction methods and reviews the main transfer strategies they rely on, proposing to distinguish between four categories discussed in turn in Sections 3.2 to 3.5.

3.1. Definition and Notations

Case-based prediction typically considers the following setting: \( S \) denotes an input space and \( O \) an output space. An element of \( S \) is called a situation, and an element of \( O \) is called an outcome, or a result. A finite set \( CB = \{(s_1, r_1), \ldots, (s_n, r_n)\} \) of elements in \( S \times O \) is called a case base. For legibility, and abusing the notation, cases and outcomes are sometimes denoted with their corresponding situation as subscript: an element \( c_s = (s, r_s) \in CB \) is called a source case. In addition, \( \sigma_S \) and \( \sigma_R \) respectively denote similarity measures on situations and on outcomes. For a new case \( c_t = (t, r_t) \) whose outcome \( r_t \) is to be predicted, a common decomposition of the case-based inference involves three main tasks [14]:

- **Retrieval**: retrieve from \( CB \) a set of source cases \( c_s = (s, r_s) \);
- **Mapping**: for each retrieved situation \( s \), compute the similarity \( \sigma_S(s, t) \) between \( s \) and the target situation \( t \);
- **Transfer**: estimate the similarities \( \sigma_R(r_s, r_t) \) on outcomes from the similarities \( \sigma_S(s, t) \) on situations.

In the transfer task, as illustrated in the diagram of Fig. 1, a plausible inference is triggered in order to estimate the similarity \( \sigma_R(r_s, r_t) \) on outcomes from the similarity \( \sigma_S(s, t) \) on situations: it applies the principle according to which if two situations are similar, then it is plausible that their outcomes are also similar.

For a new situation \( t \), case-based prediction is then a search, among all potential outcomes \( r \in O \), for the outcome \( r_t \) that makes the plausible inference most likely to succeed when the
new case is added to the source case to build the augmented case base \( CB \cup \{ (t, r_t) \} \). To find this outcome, case-based prediction methods express the plausible inference as a compatibility requirement on the resulting similarity relations: when the new case is compared to the retrieved cases, the outcome similarities should be compatible with the observed situation similarities. In the following, \( \hat{c}_t = (t, r) \) denotes a potential new case formed by choosing the outcome \( r \in \mathcal{O} \) for the new case.

Different prediction strategies can be found in the literature to express this compatibility requirement between the two similarity measures. The next sections propose to distinguish between four categories of transfer strategies, respectively named transfer by rule-based voting, by constraint, by evidence support and by optimization.

### 3.2. Transfer by Rule-based Voting

A first type of transfer strategy relies on rules providing information on relations between the similarity measures \( \sigma_S \) and \( \sigma_R \), expressing that when \( \sigma_S \) takes value \( \alpha \), the resulting similarity level for \( \sigma_R \) is \( \beta \): these rules can be written \( (\sigma_S = \alpha) \rightarrow (\sigma_R = \beta) \) and can be expressed in various forms, such as adaptation rules [15, 16, 17, 18], dependencies between problem and solution features [19], co-variations [20] or fuzzy rules [21] to name a few. The prediction strategy consists in triggering the rules on pairs of cases involving the new case using a kind of similarity-based inference, as detailed below, in order to derive potential outcomes for the new case.

The proposed outcome \( r_t \) is obtained by a majority vote on the set of outcomes \( r \) derived from the rules. Triggering a rule consists in performing a similarity-based inference (SBI), applying variants of the modus ponens schema [21, 22, 23]: for a retrieved case \( c_s = (s, r_s) \) and a potential new case \( \hat{c}_t = (t, r) \), triggering the rule \( (\sigma_S = \alpha) \rightarrow (\sigma_R = \beta) \) on the pair of cases \( (c_s, \hat{c}_t) \) is of the form

\[
\frac{(\sigma_S = \alpha) \rightarrow (\sigma_R = \beta)}{\sigma_R(r_s, r) \approx \beta} \quad (\text{SBI})
\]

It can be noted that it is often the case that the similarity measures \( \sigma_S \) and \( \sigma_R \) are unknown, or difficult to assess globally on the training data. One strategy then consists in working with some local approximations \( \tilde{\sigma}_S \) of \( \sigma_S \) and \( \tilde{\sigma}_R \) of \( \sigma_R \) that are known to be compatible for some pairs of cases of the case base. The resulting rules \( (\tilde{\sigma}_S = \alpha) \rightarrow (\tilde{\sigma}_R = \beta) \) are adaptation rules, that may be acquired from an expert [24], from the user [25] or learned from data [26, 27, 15, 16, 18].
3.3. Transfer by Continuity Constraints

Another strategy consists in expressing the compatibility requirement between the two similarity measures \( \sigma_S \) and \( \sigma_R \) as a set of continuity constraints à la Lipschitz [28], for instance of the form \( \sigma_R(s_0, r_i) \geq h(\sigma_S(s_0, t)) \), where \( h \) is a transformation function that contains the provided information about the relation between \( \sigma_S \) and \( \sigma_R \). Examples include similarity profiles [29], or gradual rules or certainty rules [30, 31, 32]. Such constraints are used to reduce the set of potential outcomes, excluding the ones that violate them. The predicted outcome is chosen among the potential outcomes that are consistent with all constraints.

3.4. Transfer by Evidence Support

A more data-driven type of approach consists in using a joint similarity measure to estimate for each pair of cases \((c_s, c_i)\) how compatible the similarity relation \( \sigma_R(s_0, r) \) is with the similarity relation \( \sigma_S(s, t) \). Examples include the \( k \)-Nearest Neighbor algorithm or the possibilistic instance-based learning approach [28, 33, 34]. In these approaches, a new case is considered possible if the existence of a similar case is confirmed by observation. The value of the joint similarity measure is interpreted as a degree of confirmation, or evidence support that the new case is supported by the retrieved source cases. The predicted outcome \( r_i \) is the one for which the maximal compatibility would be observed with a source case.

3.5. Transfer by Optimization

In most case-based prediction approaches, the compatibility of \( \sigma_R \) with \( \sigma_S \) is evaluated on the pair of cases \((c_s, c_i)\) for each retrieved case \( c_s \), and the results are combined in order to find the most plausible outcome \( r \) for the new case. A recent work [8] proposes to define a global indicator that measures the compatibility of \( \sigma_R \) with \( \sigma_S \) on the whole case base: the prediction then consists in minimizing the value of a dataset complexity indicator when augmented with the new case and its candidate associated outcome. This principle is implemented in the CoAT, for CoMplexity-based Analogue T ransfer, algorithm [8, 9]. In the CoAT method, the compatibility of \( \sigma_R \) with \( \sigma_S \) is measured from an ordinal point of view on the whole case base \( CB \), by checking if \( \sigma_R \) orders the cases in the same manner as \( \sigma_S \). The following continuity constraint is tested on each triple of cases \((c_0, c_i, c_j)\), with \( c_0 = (s_0, r_0) \), \( c_i = (s_i, r_i) \), and \( c_j = (s_j, r_j) \):

\[
\text{if } \sigma_S(s_0, s_i) \geq \sigma_S(s_0, s_j), \text{ then } \sigma_R(r_0, r_i) \geq \sigma_R(r_0, r_j) \quad (C)
\]

The constraint \((C)\) expresses that anytime a situation \( s_i \) is more similar to a situation \( s_0 \) than situation \( s_j \), this order should be preserved on outcomes. A triple \((c_0, c_i, c_j)\) does not satisfy the constraint if situation \( s_i \) is more similar to \( s_0 \) than situation \( s_j \) for situations, but less similar for outcomes, i.e., when \( \sigma_S(s_0, s_i) \geq \sigma_S(s_0, s_j) \) and \( \sigma_R(r_0, r_i) < \sigma_R(r_0, r_j) \). Such a violation of the constraint is called an inversion of similarity. A global indicator \( \Gamma(\sigma_S, \sigma_R, CB) \) is introduced, that counts the total number of inversions of similarity observed on a case base \( CB \):

\[
\Gamma(\sigma_S, \sigma_R, CB) = |\{(s_0, r_0), (s_i, r_i), (s_j, r_j)\} \in CB \times CB \times CB \text{ such that } \\
\sigma_S(s_0, s_i) \geq \sigma_S(s_0, s_j) \text{ and } \sigma_R(r_0, r_i) < \sigma_R(r_0, r_j)\}|\]
Figure 2: In analogical classifiers, both situations and outcomes represent ratios.

When the case base is fully known, except for the outcome \( r_t \) of one case \( c_s = (t, r_t) \), the transfer inference consists in finding the outcome \( r_t \) that minimizes the value of the \( \Gamma \) indicator:

\[
r_t = \arg \min_{r \in \mathcal{O}} \Gamma(\sigma_S, \sigma_R, CB \cup \{(t, r)\})
\]

4. Analogical Proportion-based Classification as a Case-Based Prediction Method

This section proposes to establish a correspondence between APC and case-based prediction, showing the former can be viewed as a special kind of the latter. This correspondence is illustrated by the diagram given in Fig. 2 that represents the APC in a similar view as case-based prediction, whose diagram is given in Fig. 1. More precisely, APC can be considered as applying a specific transfer by rule-based voting method: first, cases are differences between two instances (principle [P1]), and a single rule is triggered, that states that maximally similar situations (principle [P2]) should be associated with maximally similar outcomes. This section makes explicit all components of the case-based prediction configuration that can be associated to a given analogical proportion-based classifier, discussing successively the considered case base and similarity measures, as well as the applied transfer strategy.

4.1. Case Base

When seen as a case-based prediction method, APC works by comparing some ratios \( a : b \) and \( f(a) : f(b) \) between the instances and their respective labels. Assuming that both instances and labels are vectors, these ratios are represented by the differences \( s = a - b \) and \( r_s = f(a) - f(b) \) between two vectors. Let us denote by \( x \in D \) a new instance for which the class \( f(x) \) is to be predicted. Let \( C \) be the set of potential classes for \( f(x) \), and \( y \in C \). The source case \( c_s \) and potential new case \( c_t \) are of the following form:

\[
\begin{align*}
c_s &= (a - b, f(a) - f(b)) \\
c_t &= (c - x, f(c) - y)
\end{align*}
\]

where \( a, b, c \) are instances of \( D \), and \( f(a), f(b), f(c) \) their associated classes, represented as one-hot encoding vectors. APC implements the [P1] principle: cases are differences between instances of the data set \( D \).
4.2. Similarity Measures

The two similarity measures $\sigma_S$ and $\sigma_R$ are constructed from the analogical dissimilarity $AD$, by noticing that $AD$ measures a distance $AD(a, b, c, d) = \delta(a - b, c - d)$ between two differences $a - b$ and $c - d$. The similarity measures $\sigma_S$ and $\sigma_R$ are obtained by applying a strictly decreasing function to the distance $\delta$, e.g., by choosing $\sigma_S = \sigma_R = e^{-\delta}$. The similarity measure $\sigma_S$ is such that the four instances $a, b, c, d$ form an analogical proportion iff $\sigma_S(a - b, c - d) = 1$. The similarity measure $\sigma_R$ is such that the four instances $f(a), f(b), f(c), f(d)$ form an analogical proportion iff $\sigma_R(f(a) - f(b), f(c) - f(d)) = 1$.

4.3. Transfer Strategy

When APC is viewed as a case-based prediction method, its transfer strategy is a rule-based voting strategy [35]. To see why, consider the decomposition described in [36] of the prediction procedure as an aggregation of the potential solutions $y$ found for each instance $c \in D$ followed by a majority vote. In this view, the search for potential solutions $y$ consists in successively:

1. enumerating all instances $c$, and for each one of them,
2. Retrieval: retrieve all source cases $c_s = (s, r_s) = (a - b, f(a) - f(b))$;
3. Mapping: compute the similarity $\sigma_S(s, t)$ between $s = a - b$ and $t = c - x$;
4. Transfer: if $\sigma_S(s, t) = 1$ holds (i.e., $a, b, c, x$ are s.t. $a:b::c:x$), find the solutions $y$ such that $\sigma_R(r_s, r) = 1$, with $r_s = f(a) - f(b)$ and $r = f(c) - y$.

This decision procedure thus considers all pairs $(c_s, \tilde{c}_t)$ that can be obtained from a triple $(a, b, c)$, and searches for potential solutions $y$ that can be inferred by applying the following similarity-based inference on a pair $(c_s, \tilde{c}_t)$:

\[
\frac{(\sigma_S = 1) \rightarrow (\sigma_R = 1)}{\sigma_R(r_s, r) = 1} \cdot \frac{\sigma_S(s, t) = 1}{\sigma_S(s, t)}
\]

The analogical root of $x$ corresponds to the set of triples $(a, b, c)$ for which the similarity-based inference allows to infer a solution $y$. The predicted solution $f(x)$ is the solution $y$ that was inferred on the maximal number of pairs $(c_s, \tilde{c}_t)$ by triggering the rule.

If the analogical root of $x$ is empty, analogical classifiers extend the search to triples with lowest analogical dissimilarity, i.e., with highest value for the similarity $\sigma_S$. This amounts to relaxing the condition $\sigma_S(s, t) = 1$ to the condition $\sigma_S(s, t) \approx 1$. The similarity-based inference becomes:

\[
\frac{(\sigma_S = 1) \rightarrow (\sigma_R = 1)}{\sigma_R(c_s, \tilde{c}_t) = 1} \cdot \frac{\sigma_S(s, t) \approx 1}{\sigma_S(s, t)}
\]

Only the $k$ solutions $y$ that were derived from the rule $(\sigma_S = 1) \rightarrow (\sigma_R = 1)$ with the highest values of $\sigma_S(c_s, \tilde{c}_t)$ are added to the solution set. Therefore, when viewed as case-based prediction methods, analogical proportion-based classifiers implement the relaxed form of the [P2] principle (only most similar cases are compared).
Algorithm 1 CoAT-APC

inputs: $D$ (data set), $x$ (additional instance), $C$ (set of potential classes for $f(x)$), $\sigma_S, \sigma_R$ (situation and outcome similarity measures), $k$ (number of neighbor instances), $n$ (size of the case base).

output: the predicted value $f(x)$ for the new instance $x$

$\ell \leftarrow \{ y : 0 \text{ for } y \in C \}$

$\mathcal{N}(x) \leftarrow$ the $k$ instances $c \in D$ that maximize $\sigma_S(c,x)$

for $c \in \mathcal{N}_k(x)$ do

$t \leftarrow c - x$

$CB(c) \leftarrow$ the $n$ source cases $c_s = (s, r_s)$ that maximize $\sigma_S(s,t)$

for all $y \in C$ do

$r \leftarrow f(c) - y$

$\ell[y] \leftarrow \ell[y] + \Gamma(\sigma_S, \sigma_R, CB(c) \cup \{(t, r)\})$

end for

end for

$f(x) \leftarrow \arg \min_{y \in C} \ell[y]$

return $f(x)$

5. Tweaking CoAT to be an Analogical Proportion-based Classifier

The CoAT case-based prediction algorithm is modified in order to implement the two key principles [P1] and [P2] in its relaxed form. The resulting analogical proportion-based classifier, called CoAT-APC, implements a transfer strategy based on the minimization of a dataset complexity measure instead of being rule-based. Algo. 1 provides the pseudo-code description of the resulting CoAT-APC algorithm.

5.1. Proposed CoAT-APC Algorithm

Regarding the case base, the source cases $c_s$ and potential new cases $c_t$ are defined as in the previous section (Eq. 1) as differences between instances of the data set (principle [P1]).

Regarding the transfer strategy, CoAT-APC selects a set of instances $c \in D$, and for each of them applying the CoAT method to evaluate the plausibility of each potential outcome (i.e., class difference) $r = f(c) - y$ associated with the target situation $t = c - x$. The plausibility estimations obtained for each $y \in C$ are then aggregated to propose a solution $f(x)$. The decision procedure thus consists in successively:

1. finding the $k$ instances $c$ that maximize $\sigma_S(c,x)$, and for each one of them,
2. forming a case base $CB(c)$ with the $n$ source cases $c_s = (s, r_s)$ that maximize $\sigma_S(s,t)$, with $s = a - b$ and $t = c - x$ (principle relaxed [P2]),
3. computing and storing $\Gamma(\sigma_S, \sigma_R, CB(c) \cup \{(t, r)\})$ formed with $t = c - x$ and $r = f(c) - y$, for each potential solution $y \in C$,
<table>
<thead>
<tr>
<th>Type</th>
<th>Dataset</th>
<th>Instances</th>
<th>Features</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>balance</td>
<td>625</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>car</td>
<td>1728</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>monks1</td>
<td>432</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>monks2</td>
<td>432</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>monks3</td>
<td>432</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>spect</td>
<td>238</td>
<td>23</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>voting</td>
<td>435</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>breastw</td>
<td>682</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>pima</td>
<td>768</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>user</td>
<td>258</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>wine</td>
<td>178</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1
Data sets used for the experimental study of the proposed algorithm CoAT-APC and its variants.

4. aggregating the plausibility estimations by summing over \( c \):

\[
   f(x) = \arg \min_{y \in C} \sum_c \Gamma(\sigma_S, \sigma_R, CB(c) \cup \{(c - x, f(c) - y)\})
\]

5.2. Computational Complexity Analysis

The first step (finding the \( k \) instances \( c \) that maximize \( \sigma_S(c, x) \)) is in line with [11]. It was shown experimentally to slightly improve the results while greatly reducing the computational cost of the decision procedure. The second step (forming the case base \( CB(c) \)) requires to precompute and store all \( |D|^2 \) differences between instances of \( D \) (which is done beforehand), and then sort these differences at runtime by decreasing value of \( \sigma_S(s, t) \). The sorting procedure is done in \( O(|D|^2 \log(|D|)) \), which may be the most costly part of the algorithm. The third step (computing \( \Gamma \) for each potential \( y \in C \)) can be done in \( O(n^2|C|) \), as shown in [9], which is tractable since optimal results are usually obtained with \( n \leq 40 \), as experimental results show. The last step consists in summing the plausibility estimations over \( c \) for each potential solution \( y \in C \), and selecting the one that minimizes the sum. The overall computational complexity of the method is \( O(k \times (|D|^2 \log(|D|) + n^2|C|)) \).

6. Experiments

This section describes the experiments run to validate the proposed CoAT-APC algorithm and the strategy it relies on, and to determine the impact that the principles [P1] and [P2] have on the performance of the proposed case-based prediction instantiation of analogical proportion-based classification.
Algorithm 2 CoAT

**inputs:** $D$ (data set), $x$ (additional instance), $C$ (set of potential classes for $f(x)$), $\sigma_S, \sigma_R$ (situation and outcome similarity measures).

**output:** the predicted value $f(x)$ for the new instance $x$

$CB \leftarrow D$

$f(x) \leftarrow \text{arg min}_{y \in C} \Gamma(\sigma_S, \sigma_R, CB \cup \{(x, y)\})$

return $f(x)$

6.1. Experimental Protocol

The data sets used for classification are taken from the UCI repository\(^1\), their characteristics are summarized in Table 1. They include 8 data sets with only nominal features and 4 data sets with only numerical features, in both cases associated with classification tasks with 2 to 4 classes. In all experiments, the two similarity measures $\sigma_S$ and $\sigma_R$ are fixed:

- $\sigma_S = e^{-ED}$, where $ED = \|\cdot\|_2$ is the standard Euclidean distance;
- $\sigma_R(u, v) = 1$ if $u = v$, and 0 otherwise.

Four algorithms are considered for comparison, applied to each data set $D$:

- **CoAT:** the case-based prediction algorithm, as of [9].The source cases are the instances of $D$, and the case base $CB$ contains the whole data set $D$ (see Algorithm 2).
- **CoAT+[P1]:** a modification of CoAT that implements principle [P1]. The source cases $c_s = (a - b, f(a) - f(b))$ are differences between instances of the data set $D$. The algorithm is the same as the one of CoAT-APC, but for each instance $c$, the case base $CB(c)$ includes $n$ randomly chosen source cases.
- **CoAT+[P2]:** a modification of CoAT that implements the relaxed form of principle [P2]. The source cases are instances of $D$, but the case base $CB$ contains only the $n$ instances $s \in D$ that maximize $\sigma_S(s, x)$ (see Algorithm 3).
- **CoAT-APC:** a combination of the two previous approaches. The source cases $c_s = (a - b, f(a) - f(b))$ are differences between instances of the data set $D$, and the case base $CB(c)$ contains the $n$ source cases that maximize $\sigma_S(a - b, c - x)$.

For each task, the performance is measured by the prediction accuracy, with 10-fold cross validation. The algorithm CoAT+[P2] is tested on each data set with a parameter $n$ (the size of the case base $CB$) varying between 5 and $|D|$, by steps of 5. The algorithms CoAT+[P1] and CoAT-APC are tested on each data set for all pairs $(k, n)$ with $k$ varying between 3 and 51, by steps of 2, and $n$ varying between 5 and 50 by steps of 5.

6.2. Results

Table 2 gives the classification results. For each data set, the best results considering standard deviations are marked in bold. When the two principles [P1] and [P2] are combined (algorithm

\(^1\)https://archive.ics.uci.edu/ml/
Algorithm 3: CoAT+[P2]

**inputs:** \( D \) (data set), \( x \) (additional instance), \( C \) (set of potential classes for \( f(x) \)), \( \sigma_S, \sigma_R \) (situation and outcome similarity measures), \( n \) (size of the case base).

**output:** the predicted value \( f(x) \) for the new instance \( x \)

\[
CB \leftarrow \text{arg min}_{y \in C} \Gamma(\sigma_S, \sigma_R, CB \cup \{(x, y)\})
\]

\[
f(x) \leftarrow \arg min_{y \in C} \Gamma(\sigma_S, \sigma_R, CB \cup \{(x, y)\})
\]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>balance</td>
<td>61.0% ± 5.45</td>
<td>77.1% ± 3.76</td>
<td>92.8% ± 2.44</td>
<td>93.8±2.78</td>
</tr>
<tr>
<td>car</td>
<td>62.5% ± 2.51</td>
<td>81.3% ± 1.49</td>
<td>82.7% ± 2.61</td>
<td>96.5±0.97</td>
</tr>
<tr>
<td>monks1</td>
<td>66.6% ± 6.85</td>
<td>91.9% ± 3.20</td>
<td>88.3% ± 5.38</td>
<td>100%±0.00</td>
</tr>
<tr>
<td>monks2</td>
<td>65.7% ± 0.35</td>
<td>74.4% ± 6.24</td>
<td>65.2% ± 1.45</td>
<td>91.1±4.99</td>
</tr>
<tr>
<td>monks3</td>
<td>82.1% ± 7.09</td>
<td>98.7% ± 1.61</td>
<td>97.1% ± 2.57</td>
<td>98.9±1.19</td>
</tr>
<tr>
<td>spect</td>
<td>79.3%±1.50</td>
<td>82.7%±9.46</td>
<td>84.2%±5.51</td>
<td>82.0±6.99</td>
</tr>
<tr>
<td>voting</td>
<td>88.0%±3.96</td>
<td>92.7%±3.47</td>
<td>94.0%±3.24</td>
<td>95.8±2.51</td>
</tr>
<tr>
<td>breastw</td>
<td>65.0%±0.33</td>
<td>67.1%±3.09</td>
<td>66.6%±1.88</td>
<td>96.6±1.97</td>
</tr>
<tr>
<td>iris</td>
<td>95.3±5.20</td>
<td>98.6±2.67</td>
<td>96.7±3.33</td>
<td>99.3±2.00</td>
</tr>
<tr>
<td>pima</td>
<td>65.1% ± 3.42</td>
<td>75.5%±3.51</td>
<td>75.4%±3.91</td>
<td>75.3±3.47</td>
</tr>
<tr>
<td>user</td>
<td>63.6% ± 4.59</td>
<td>31.9%±5.23</td>
<td>71.5%±6.55</td>
<td>97.0±1.48</td>
</tr>
<tr>
<td>wine</td>
<td>64.9% ± 7.59</td>
<td>22.0%±9.47</td>
<td>60.6%±5.88</td>
<td>94.4±4.31</td>
</tr>
</tbody>
</table>

Table 2: Classification results.

CoAT-APC), the resulting system offers a very good performance, and gives the best results for all data sets. This allows to validate the proposed approach and the integration of the analogical proportion principles into case-based predictions. When applied independently, the design principles [P1] and [P2] seem to have different impacts on the performance. Running CoAT with a case base restricted to the \( n \) cases that are most similar with the target situation (algorithm CoAT+[P2]) generally improves the performance, but not for all data sets (see e.g., breastw, wine, or monks2). Working on cases defined as differences between instances of \( D \) but with a random case base (algorithm CoAT+[P1]) often improves the performance as well, but for some data sets the performance results are surprisingly low (see e.g., user, wine, breastw, or even monks2). All tests were run using a fixed similarity measure \( \sigma_S \), based on the Euclidean distance, which may not be optimal for all data sets. This may explain why the CoAT algorithm sometimes gives rather poor results. However, applying [P1] and [P2] design principles (CoAT-APC) greatly improves the performance of the classifier, even with this non-optimal similarity measure. In addition, it can be observed that the CoAT-APC algorithm obtains the best results for fairly low values of \( n \), usually lower than 20. This parameter determines the size of the case base \( CB(c) \). The computing time remains moderate: for the Balance Scale data set, with \( k = 39 \) and \( n = 20 \), predicting the class of a new instance takes 11.5 seconds on a current PC.
7. Conclusion and Future Works

This paper proposes an approach to bridge the gap between analogical proportion-based classifiers and case-based prediction algorithms, by showing that analogical proportion-based classification can be interpreted as a special kind of case-based prediction algorithm in which cases are differences between two instances of the data set, and maximally similar cases are compared to predict the class of a new instance. Results show that if these two design principles taken independently have an impact on the prediction performance of the case-based prediction system, they are especially powerful when combined, even when the prediction is done with a non-optimal similarity measure. On the contrary, the rule-based transfer strategy of analogical proportion-based classifiers seems to have a little impact on their efficiency: replacing it with a different transfer strategy, such as the CoAT’s optimization strategy, leads to excellent performance results.

Future works will include comparing the CoAT-APC algorithm with state-of-the-art analogical proportion-based classification algorithms, both in terms of performance and computing time. More generally, there is a need for a shared implementation of the main case-based prediction algorithms, so that their performance can be compared on controlled benchmarks. The study also shows that as a case-based prediction algorithm, analogical proportion-based classifiers use a similarity measure constructed from the Euclidean distance. Future works will include learning a similarity measure that is more adequate to each considered case-based prediction task.
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Abstract
Analogical reasoning has been extensively studied and relies on statements of the form “A is to B as C is to D” that are called analogical proportions. The motivation of our work is based on the following twofold observation. On the one hand, recent analogy-based settings relying on character or word embeddings have achieved state-of-the-art performance on Natural Language Processing tasks. On the other hand, graph embedding approaches are now mainstream for knowledge graph-related tasks, e.g., knowledge discovery, knowledge graph refinement, or recommendation. Inspired by these works, we advocate for the further study of interactions between knowledge graph-related tasks and analogical reasoning. In particular, we outline how knowledge graph embeddings combined with analogical reasoning could support semantic table interpretation, knowledge matching, and recommendation.
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1. Introduction
Analogical reasoning is a remarkable capability of the human mind [1]. Analogical proportions or, simply, analogies, are statements of the form “A is to B as C is to D”, which are often written as \( A : B :: C : D \). A typical example of an analogy would be “Paris is to France as Stockholm is to Sweden”. Most of the recent works on analogy use the formalization proposed in Lepage [2], and that subsumes common intuition on analogies viewed as a geometric proportion (Equation (1)), an arithmetic proportion (Equation (2)), or as a parallelogram in a vector space (Equation (3)):

\[
\frac{A}{B} = \frac{C}{D} \quad (1) \quad A - B = C - D \quad (2) \quad \mathbf{A} - \mathbf{B} = \mathbf{C} - \mathbf{D} \quad (3)
\]

Traditional tasks related to analogical reasoning include analogy detection (i.e., classifying a quadruple as a valid or invalid analogy) and analogy solving (i.e., finding an \( x \) such that...
A : B :: C : x constitutes a valid analogy). Analogies have been extensively studied in Natural Language Processing settings with applications in word morphology [3, 4], machine translation [5] and semantic tasks [6, 7, 8].

Also, knowledge graphs (KGs) have gained a significant interest from both academic and industrial actors. A KG can be seen defined as "a graph of data intended to accumulate and convey knowledge of the real world, whose nodes represent entities of interest and whose edges represent relations between these entities" [9]. Atomic elements of KGs are triples \( \langle s, p, o \rangle \) where \( s \) is the subject, \( p \) the predicate, and \( o \) the object of the triple respectively. An example of a triple could be \( \langle \text{Paris}, \text{capitalOf}, \text{France} \rangle \), where the predicate (also called property) \text{capitalOf} qualifies the relation holding between \text{Paris} and \text{France}. KGs support several downstream applications including offering a consolidated view of knowledge scattered across sources, fact-checking, search engines, e-commerce, question answering, or recommendation [10, 11, 12, 13, 14]. Various techniques have been developed to build, refine, and use KGs, including Knowledge Graph Embedding (KGE) techniques which have shown impressive performance [12, 15]. Interestingly, the parallelogram view of an analogy (Equation (3)) can be related to the translational view adopted by some KGE models. For example, TransE [16] models a triple \( \langle \text{Paris}, \text{capitalOf}, \text{France} \rangle \) as a translation \( \text{Paris} + \text{capitalOf} = \text{France} \). Hence, we would have:

\[
\text{France} \rightarrow \text{Paris} = \text{Sweden} \rightarrow \text{Stockholm} = \text{capitalOf}
\]

It is noteworthy that some embedding techniques already consider analogical properties. For example, Liu et al. [17] argue that analogical inference is desirable for knowledge graph completion and include analogical structures in their learning objective. Alternatively, Portisch et al. [18] evaluate link prediction and data mining approaches developed for knowledge graphs on an analogy inference task with the goal of retrieving the last element \( D \) of a quadruple given the three first elements \( A, B, \text{and } C \). Inspired by such previous work, we advocate in this article for a further study of interactions between analogical reasoning and knowledge graph-related tasks.

This paper is organized as follows. In Section 2, we discuss possible interactions between analogical reasoning and Semantic Table Interpretation (STI) as STI can be supported by knowledge graph embeddings. In Section 3 we reformulate knowledge matching in terms of analogical proportions, and we further explore this discussion for knowledge graph-based recommendation (Section 4). We then conclude by briefly outlining some noteworthy perspectives in Section 5.

2. Analogies for Semantic Table Interpretation

Semantic Table Interpretation (STI) aims at understanding the semantic content of tabular data such as Excel or CSV files, or Web tables. This process is carried out by annotating elements of tables with constituents of a knowledge graph through the three following tasks:

Cell-Entity Annotation (CEA) associates cells with entities;
Column-Type Annotation (CTA) associates columns with types;
Columns-Property Annotation (CPA) associates pairs of columns with properties.
Table 1
Example of a table listing countries, their capitals, their official language(s), and their GDP. This table is inspired from the Wikipedia pages "List of countries and dependencies and their capitals in native languages" and "List of countries by GDP (nominal)."

<table>
<thead>
<tr>
<th>Country</th>
<th>Capital</th>
<th>Official language(s)</th>
<th>GDP (US$ million)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finland</td>
<td>(empty)</td>
<td>Finnish, Swedish</td>
<td>297,617</td>
</tr>
<tr>
<td>France</td>
<td>Paris</td>
<td>French</td>
<td>2,936,702</td>
</tr>
<tr>
<td>Germany</td>
<td>Berlin</td>
<td>German</td>
<td>4,256,540</td>
</tr>
<tr>
<td>Sweden</td>
<td>Stockholm</td>
<td>Swedish</td>
<td>621,241</td>
</tr>
<tr>
<td>Switzerland</td>
<td>Bern (de facto)</td>
<td>German, French, Italian, Romansh</td>
<td>841,969</td>
</tr>
</tbody>
</table>

STI has seen a growing research interest over the past few years, for example with the SemTab challenge [19]. Indeed, large parts of company knowledge or knowledge available on the Web are encoded as tabular data. Consequently, understanding the content of tables paves the way for several downstream tasks such as table completion with KG content, KG completion with table content, or data set search services [20].

When interpreting tabular data, several issues arise, e.g., different encoding charsets, misaligned cells, or missing values (for example, the capital of Finland in Table 1). Tables alone also provide little context to help disambiguate candidate entities for cell annotation [21]. For example, consider Table 1 and its annotation with Wikidata, an encyclopedic knowledge graph [22]. Based solely on entity labels and string matching, annotation candidates for cell “Germany” are entity Q142 (Germany, the European country) and entity Q1350565 (Germany, the constituency of the European Parliament). To cope with such issues, current STI approaches rely on syntactic lookups and majority voting [23, 24], or graph embedding-based disambiguation [25]. In the latter case, Chabot et al. [25] rely on the assumption that columns of tables are semantically coherent. Thus, when applying a clustering algorithm on the embeddings of candidate entities for a whole column, valid entities should be grouped in the same cluster. In our example, Q142 should be grouped in the same cluster as the entities representing the other countries appearing in the table.

Interestingly, the semantic coherence of columns also allows to see a table through the lens of analogies. A first view consists in considering cells in pairs of columns as taking part in analogical proportions. For example, Table 1 can be seen as sets of analogies of the form France : Paris :: Germany : Berlin or France : French :: Germany : German. In such a setting, the task of filling missing table values can be thought of as an analogy solving task, e.g., we would like to find $x$ such that France : Paris :: Finland : $x$ is a valid analogy. In STI, such as task could be carried out both by retrieval (in case the correct entity is in the knowledge graph) and generation (in case the correct entity is absent from the target knowledge graph). Regarding disambiguation between candidate entities, this could be achieved by choosing the entity that satisfies the highest number of analogies generated from the table. However, it is

---

1. [https://en.wikipedia.org/wiki/List_of_countries_and_dependencies_and_their_capitals_in_native_languages](https://en.wikipedia.org/wiki/List_of_countries_and_dependencies_and_their_capitals_in_native_languages)
3. [https://www.wikidata.org/wiki/Q142](https://www.wikidata.org/wiki/Q142)
4. [https://www.wikidata.org/wiki/Q1350565](https://www.wikidata.org/wiki/Q1350565)
noteworthy that tables can lead to a high number of analogies. For example, only considering columns “Country” and “Capital” of Table 1 already produces 12 analogies. One could thus wonder about the computational complexity of such an approach. Future work could investigate the need for generating all possible analogies or, on the contrary, for restricting to the most useful analogies to the task at hand. Such a notion of usefulness may be task- or domain-dependent and remains to be defined and discussed. A first approach to generating all analogies or pruning redundant analogies can be achieved by taking into account properties such as the symmetry of analogical proportions (i.e., \( A : B :: C : D \rightarrow C : D :: A : B \)).

Alternatively to generating analogies from pairs of columns independently, tables could be considered as whole in an analogical setting that follows the work of Prade and Richard [26] and Hug et al. [27]. Rows \( r_1, r_2, r_3, \) and \( r_4 \) could be seen as vectors \( \vec{r}_i = (r_{i1}, r_{i2}, \ldots, r_{in}) \) such that analogical proportions hold on some of their components \( J \subset [1, n] \). Then, from the analogical inference principle, it follows that analogical proportions should also hold on the remaining components:

\[
\forall j \in J, r_{1j} : r_{2j} :: r_{3j} : r_{4j} \\
\forall k \in [1, n] \setminus J, r_{1k} : r_{2k} :: r_{3k} : r_{4k}
\]

This more holistic view may guide the STI process by focusing on analogical proportions that are valid on a high number of columns. However, in both views, analogical validity may not be possible over the entire table, i.e., all generated analogies may not be detected as valid. In such case, analogical validity ratios may be interesting metrics to guide and evaluate the quality of the STI process.

Inspired by recent approaches [3, 17, 18], we assume that analogical reasoning for Semantic Table Interpretation could be supported by graph or table embeddings [12, 28]. However, some challenges inherent to tabular data must be integrated into analogical formalizations. For example, tables can contain cells with multiple entities (e.g., “Finnish, Swedish” in Table 1) and columns can involve a mix of entities and literals (e.g., column “GDP (US$ million)”). This leads to consider multi-modal embeddings. In a table-graph multi-modal embedding space, one could also envision the CEA task as detecting or solving analogies of the form \( r_{ij} : e_{ij} :: r_{i2} : e_{i2} \) where \( r_{ij} \) are cells of a table and \( e_{ij} \) are their matching entities in the knowledge graph.

3. Analogies for Knowledge Matching

Knowledge graphs are freely aggregated, published, and edited in the Web of data, and may thus overlap. Hence, a key task resides in matching (or aligning) their content [29]. This task encompasses the identification, within an aggregated knowledge graph or across knowledge graphs, of nodes that are equivalent, more specific, weakly related, or that represent contradictory knowledge units. Matching allows to obtain a consolidated view of scattered elements of knowledge which is beneficial to many applications, such as fact-checking or query answering. The task of matching elements of knowledge graphs has been extensively studied in the literature. We refer the interested reader to the book of Euzenat and Shvaiko [29] for a comprehensive review of existing work.

A knowledge matching task can be approached as an analogical setting. Indeed, nodes of knowledge graphs can be seen in analogical proportions with their neighbors. For ex-
Figure 1: Example of a knowledge matching setting between two knowledge graphs $\mathcal{K}_1$ and $\mathcal{K}_2$ inspired from Wikidata.

An example, from the two knowledge graphs represented in Figure 1, it is possible to generate the analogy $\text{France}_{\mathcal{K}_1} : \text{Paris}_{\mathcal{K}_1} :: \text{France}_{\mathcal{K}_2} : \text{Paris}_{\mathcal{K}_2}$. The matching task then comes down to aligning nodes that maximize the validity of such analogical proportions between their respective neighbors with an analogy detection task. This corresponds to a structure-based matching [29]. This analogy-based matching process could be strengthened by considering existing alignments between neighbors (e.g., $\text{Paris}_{\mathcal{K}_1}$ and $\text{Paris}_{\mathcal{K}_2}$) that could result from different matching methods (e.g., string matching). For example, from the reflexivity property of analogical proportions (i.e., $A : B :: A : B$), the inner symmetry (i.e., $A : B :: C : D \Rightarrow B : A :: D : C$), the uniqueness postulate (i.e., given $A$, $B$, and $C$, there exists only one $D$ such that $A : B :: C : D$), the alignment $\text{Paris}_{\mathcal{K}_1} = \text{Paris}_{\mathcal{K}_2}$, and the analogical proportion $\text{Paris} : \text{France}_{\mathcal{K}_1} :: \text{Paris} : \text{France}_{\mathcal{K}_2}$, it follows that $\text{France}_{\mathcal{K}_1} = \text{France}_{\mathcal{K}_2}$. Such an analogy-based matching process could also produce valid results without preexisting alignments by only taking into account structural similarities. Thus, it could be used to start a matching pipeline. Note that the previous analogical proportion relies on similarities between identical nodes to match. By generating analogies based on granularity differences or contradictions between nodes, we could output such different alignment types. From the previous observations, a challenge thus resides in having a set of preexisting alignments of specific types that could guide the analogy-based matching towards specific types of alignments.

It should be noted that other analogy-based views to match nodes can be considered. For example, given a set of preexisting alignments, matching a node $\text{France}_{\mathcal{K}_1}$ can be seen as solving a set of analogical equations of the form

$$\text{Paris}_{\mathcal{K}_2} : \text{Paris}_{\mathcal{K}_2} :: \text{France}_{\mathcal{K}_1} : x$$
$$\text{French}_{\mathcal{K}_2} : \text{French}_{\mathcal{K}_2} :: \text{France}_{\mathcal{K}_1} : x$$

and choosing the entity that is mostly output as $x$. Analogies could also serve as a basis to align predicates (e.g., $\text{capital}_{\mathcal{K}_1}$ and $\text{capital}_{\mathcal{K}_2}$). Indeed, if two predicate are identical, then analogical proportions should hold between the entities they link, e.g.,

$$\text{France}_{\mathcal{K}_1} : \text{Paris}_{\mathcal{K}_1} :: \text{France}_{\mathcal{K}_2} : \text{Paris}_{\mathcal{K}_2}$$
$$\text{Germany}_{\mathcal{K}_1} : \text{Berlin}_{\mathcal{K}_1} :: \text{Germany}_{\mathcal{K}_2} : \text{Berlin}_{\mathcal{K}_2}$$
France\(\mathcal{K}_1\) : Paris\(\mathcal{K}_1\) :: Germany\(\mathcal{K}_2\) : Berlin\(\mathcal{K}_2\)

Hence, the alignment of predicates could be carried out by matching predicates that have a high number of valid analogical proportions between the entities they respectively connect.

Recent matching approaches rely on graph embeddings [30, 31, 32, 33]. Hence, it could be of interest to use such graph embeddings in an analogical setting for matching. This could correspond to aligning the embedding spaces of the KGs to match [34]. Enforcing analogical properties in the training procedure similarly to Liu et al. [17] could also be tested to learn specific graph embeddings tailored for analogical reasoning. However, it should be noted that analogy-based approaches to knowledge matching need to cope with issues similar to those described in Section 2. Indeed, KGs mix entities and literals (e.g., the life expectancy in \(\mathcal{K}_2\)), which may require the use of multi-modal embeddings. Additionally, KGs may be incomplete and two equivalent nodes may not be entirely comparable based on their neighbors. For example, in Figure 1, France\(\mathcal{K}_1\) is associated with its anthem La Marseillaise which is absent from \(\mathcal{K}_2\). Additionally, not all nodes from a KG may found their counterpart in another KG. Hence, an analogy-based matching approach should try to maximize analogical validity without reaching full coverage. Due to the increasing size of KGs, the computational complexity of such an analogy-based matching approach and the need for generating all possible analogies or only the most useful should also be taken into account.

4. Analogies for Knowledge Graph-Based Recommendation

In this section, we consider the task of recommending items to users. Traditional approaches rely on similarity between users and/or items. Indeed, collaborative filtering-based recommender systems simultaneously consider similarities between users, items, and users and items based on their interactions. Alternatively, content based-recommender systems consider features of items to find and recommend items similar to the ones liked by the users.

As such, recommendation is a natural setting for analogical reasoning since it is also based on similarities. That is why, analogies have already been applied to recommendation with the objective of predicting the rating of an item by a user based on ratings of other similar users [27, 35]. Precisely, consider four users \(a, b, c,\) and \(d\) such that for each item \(j\) commonly rated, the analogical proportion \(r_{aj} : r_{bj} :: r_{cj} : r_{dj}\) holds, with \(r_{aj}\) the rating of user \(a\) for item \(j\). From the analogical inference principle, it is possible to predict the rating \(r_{di}\) for an item \(i\) that has only been rated by \(a, b,\) and \(c\) by solving the analogical proportion \(r_{ai} : r_{bi} :: r_{ci} : x\). This analogy-based setting has also been adapted to preference learning with the objective of learning to rank a set of objects [36, 37], and considered in case-based reasoning [38, 39].

Recently, KGs have been introduced in recommender systems as sources of side information [11, 13]. Indeed, KGs allow to represent relations between items and their attributes, between users and items, and any additional user information. Hence, KGs better capture mutual relations between these different entities. Such rich KGs and their advantages motivated the use of knowledge graph embeddings for recommendation [11, 13]. However, these embeddings models do not take into account potential analogical constraints holding between users and items. Hence, we propose to study how knowledge graph embeddings could be combined with analogical proportions for recommendation. Such proportions could involve
users and items to directly support the recommendation, e.g., user₁ : item₁ :: user₂ : item₂.

We could also envision user-only analogies user₁ : user₂ :: user₃ : user₄ allowing to find similar users that could then support the recommendation of an item. Item-attribute analogies item₁ : attribute₂ :: item₃ : attribute₄ could highlight similarities between items whereas user-attribute analogies user₁ : attribute₂ :: user₃ : attribute₄ could emphasize the importance of some attributes to users. Such analogical proportions could be used to enrich training data or to check outputs of models by ensuring a minimum level of valid analogies with the recommended item(s). Alternatively, such analogies could be directly integrated in the learning procedure of the graph embeddings, similarly to the work of Liu et al. [17].

5. Conclusion & Perspectives

In this article, we advocated for the deeper study of the interactions between analogical reasoning and knowledge graph-related tasks. On the one hand, one can profit from recent analogy-based settings with state-of-the-art results on various tasks such as in Natural Language Processing and decision making, that make use of suitable data representations (embeddings). On the other hand, approaches based on knowledge graph embeddings are now mainstream and achieve competitive results for several tasks associated with knowledge graphs.

Motivated by these developments, we illustrated how analogy-based settings emerge naturally in semantic table interpretation, knowledge matching, and recommendation. While they could be suitably supported by available table or graph embeddings, such settings pose several challenges and open questions that need to be addressed. In particular, it remains to assess whether analogical views of such tasks actually improve performance. Interestingly, aside performance, such an integration of analogical reasoning could pave the way towards additional interpretability and explainability of approaches as discussed by Hüllermeier [40]. This could, in turn, strengthen the line of research studying knowledge graphs as tools for explainable AI [41].
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Abstract
Analogical proportions are statements of the form "A is to B as C is to D". Analogies have been used in various reasoning and classification tasks, addressing different domains. Representation learning has enabled interesting progress in various analogy reasoning applications, where it focuses on the challenge of obtaining a vector representation of complex data. In the biomedical domain, representation learning has been adapted to patient data to solve various tasks such as predicting readmission, diagnosis, and length of stay. In this paper, we focus on the particular task of patient-stay identification, i.e., does a hospital stay belong to a patient or not? This constitutes a building block for addressing key biomedical tasks such as patient matching and privacy preservation. We propose a prototypical architecture that combines patient-stay representation learning and the analogical reasoning framework. For evaluation, we constitute sets of analogies from real-world Electronic Health Records, where objects are patient-stay representations learned from the data. We enrich our analogies using analogical properties and use them to train a neural model to detect whether an analogy is valid. We define three first experimental setups to address our task, present our empirical results, and discuss further perspectives.

Keywords

1. Introduction
An analogical proportion, or simply analogy, is a quaternary relation involving four objects A, B, C, and D that draws a parallel between the relation between A and B and the relation between C and D, and that supports analogical reasoning. There are two common tasks associated with...
analogy detection and analogy solving. Analogy detection aims at deciding whether a quadruple \((A, B, C, D)\) constitutes a valid analogy. Analogy solving aims at finding an \(x\) that makes \(A : B :: C : x\) a valid analogy. Analogy reasoning has been applied to different Natural Language Processing (NLP) tasks such as mining paradigm tables in linguistics and image generation [1, 2].

Representation learning consists of learning low-dimension feature representations (i.e., embeddings) from data. These embeddings, or vector representations, of objects (i.e., words, images, characters, etc.) underpin much of modern machine learning and have demonstrated impressive performance on various downstream NLP tasks. For instance, Lim et al. [3] proposed a deep learning model to tackle analogies using semantic embeddings. Their architecture integrates the characteristics of analogies by design and relies heavily on pretrained GloVe embeddings [4]. These embeddings were not trained explicitly to find analogies; yet they were able to detect differences between objects. Hertzmann et al. [5] proposed an analogical framework to learn "image filters" between a pair of images to create an "analogous" filtered result on a third image. The generated image \(D\) should relate to \(C\) in the same way as \(B\) relates to \(A\). Alsaidi et al. [6] developed a neural approach and used character-based embeddings to detect morphological analogies between words.

Analogies have not been sufficiently exploited in healthcare, which thus motivates our work. However, practitioners unconsciously use analogical reasoning (i.e., medical reasoning) in their daily clinical practice to understand the possible causes for a disease diagnosis and prognosis by linking visible signs and symptoms that have been observed among different patients. In addition, several machine learning methods were applied to investigate analogies in healthcare. For instance, Casteleiro et al. [7] utilized analogies to infer disease treatments from statements extracted from text. In their work, they try to extract biomedical facts by analogical reasoning from embeddings. Dynomant et al. [8] used analogical proportions to compare embedding methods trained on a corpus of French health-related documents (i.e., discharge summary, procedure reports, and prescriptions). Analogical proportions were applied on the embeddings of medical documents to verify if \((\vec{A} - \vec{B}) + \vec{C} \approx \vec{D}\), thus allowing to check whether the similarity between \(A\) and \(B\) is similar to the one between \(C\) and \(D\). An example of an analogical proportion they obtain is "(cardiology - heart) + lung \(\approx\) pneumology." Rather et al. [9] used analogical proportions to identify hidden or unknown biomedical knowledge from free text resources. They proposed analogical proportions of the form "acetaminophen is a type of drug as diabetes is a type of disease."

In this paper, we aim to explore how the analogy framework can help in solving tasks relevant to the healthcare domain. We propose two models that learn patient-stay representations (i.e., learn a vector representation of all the patient EHR data collected during a single stay) to detect analogies in healthcare. To do so, we define two crucial steps that are (1) the learning of embeddings adapted to patient data, and (2) the definition of a neural network dedicated to learn formal properties of analogy. As for the network, we use the same model that was proposed by Lim et al. [3] for word semantics, and later adapted by Alsaidi et al. [6] by incorporating character-based embeddings for morphological analogies. We argue that the framework itself has the potential to be applied in a wide range of domains, and we propose to use it here for healthcare applications, namely, for the patient identification task we introduce below.

Electronic Health Records (EHRs) are real world healthcare data that have been used to
train predictive models (including neural network models) for different biomedical tasks, e.g., predicting patient mortality, hospital readmission, length of stay, etc. These EHRs consist of clinical and administrative data collected during patient hospital stays in the form of both structured and unstructured data. Structured data generally includes diagnostic codes, lab tests, demographics, admission-related information, etc. It can be either static, e.g., patient demographics, or temporal, e.g., vital signs. Unstructured data includes various documents in natural language such as clinical notes, nursing reports, discharge summaries, lab reports, etc.

For this work, we consider EHRs from the MIMIC-III (Medical Information Mart for Intensive Care, version 3) database [10] to learn patient representations (i.e., patient embeddings) by converting patient data from the raw EHRs to embeddings that can be further processed. MIMIC-III is a free publicly available hospital database containing de-identified patient health data. This database has been widely used by researchers conducting data mining and machine learning studies applied to healthcare.

Several neural network architectures have been developed to represent biomedical data. For instance, Si et al. [11] adapted a multi-level CNN to learn patient representations from clinical notes through a multi-task learning framework to predict patient mortality and length of stay. Zhang et al. [12] used GRU-based RNN to capture relationships between clinical events and employed attention mechanism to learn a personalized representation to predict patient’s future hospitalization using EHR data. Madhumita et al. [13] used a stacked denoising autoencoder and a paragraph vector model to learn generalized patient representations directly from clinical notes to predict patient mortality, primary diagnostic, procedural category, and patient gender. Zhang et al. [14] proposed two neural network architectures that enhance patient representation learning by combining sequential unstructured notes with structured data and evaluated these representations on 3 risk evaluation tasks (i.e., in-hospital mortality, 30-day hospital readmission, and length of stay prediction). In our paper, we learn patient-stay representations and consider the task of patient-stay identification. We think that the tools that address this task will serve as building blocks for more complex and key biomedical tasks, such as patient matching and privacy preservation checking [15, 16].

In this paper, we particularly propose to tackle this task by relying on the detection of analogies in healthcare. In Section 2, we define the setting of analogy that we work on. The models we propose to detect analogies are described in Section 3, along with the procedures we use for data augmentation, training, and evaluation. In Section 4, we provide a description of the MIMIC-III dataset and detail how we build our experimental dataset. We present our experiments and report our results in Section 5. In Section 6, we discuss perspectives for future research.

The main contributions of this paper are the following:

- we propose an analogy based setting using patient-stay representations;
- we propose an embedding model to learn patient-stay representations;
- we display the performance of our classification model to detect analogies on patient-stay data.
2. Defining the task

As we defined previously, an analogy is a 4-ary relation written as \( A : B :: C : D \) and expressed as “\( A \) is to \( B \) as \( C \) is to \( D \)”. In this paper, we work on patient-stay analogies, i.e., on analogies involving hospital stay. In our setting, \( A, B, C, \) and \( D \) represent patient-stay representations. We define an analogy based setting on patient-stay data that we refer to as Identity setting. For that, we consider patient-stay representations, which are vector representations of EHR data that belong to a single hospital stay. Based on the type of EHR data that we decide to include, our patient-stay representations can be made of a representation of either structured or unstructured data, or they can be made of the concatenation of both types of data. More details are provided in Section 5. For this setting, we propose to build analogies of the form:

\[
s_{i_1}^{t_1} : s_{i_1}^{t_2} :: s_{i_2}^{t_3} : s_{i_2}^{t_4}
\]

where \( s_i^t \) refers to the stay \( t \) of patient \( i \). Here, pairs of the analogy quadruples are made of two random stays belonging to the same patient. Since there is no constraint on the order of stays, \( s_{i_1}^{t_1} \) can happen before \( s_{i_2}^{t_2} \) or the inverse. Note that \( i_1 \) and \( i_2 \) can be the same patient, and that \( t_1 \) and \( t_2 \), or \( t_3 \) and \( t_4 \), can represent the same time stamp. Furthermore, \( t_1 \) and \( t_3 \) or \( t_2 \) and \( t_4 \) can be the same when \( i_1 = i_2 \) (but not when \( i_1 \neq i_2 \)). The Identity setting finds applications in several tasks relevant to biomedical informatics, including:

- data cleaning,
- data privacy related application,
- patient matching.

Data cleaning applications in the health domain involve repairing or removing patient health data that is inaccurate, incorrectly structured, duplicative, or incomplete. In data cleaning applications, we can associate an erroneously affected sample of data to the patient it belongs. Privacy related applications include verifying if patient data is de-identified, and whether it can be re-identified using different systems. Patient matching is defined as the identification and linking of one patient’s data within and across health databases in order to obtain a comprehensive view of that patient’s health care record [17]. In patient matching, we try to match patient-related information, either a single patient data (e.g., a document) or full EHR data, that can coexist in one or several databases.

In this paper, we try to match patient-stay representations to the patient they belong to. We focus on the task of patient-stay identification, where we aim to determine if a particular hospital stay belongs to a certain patient. We address this task by learning a model to classify such quadruples into valid and invalid analogies. In this sense, we implement the task of analogy detection that aims to determine if a quadruple is a valid analogy. For our Identity setting, we define a valid analogy as a quadruple of four stays \((s_{i_1}^{t_1}, s_{i_2}^{t_2}, s_{i_3}^{t_3}, s_{i_4}^{t_4})\), where each pair of two stays belong to a single patient \(i_j\); other forms of analogies are considered invalid.

3. Proposed Approach

Our model is made of two components: an embedding model and a classification model. The second takes as input patient-stay representations computed by the first (see Section 3.1).
Our embedding model is trained along with the classification model. We also detail the data augmentation procedure in Section 3.2, and describe the training and evaluation protocols that we followed in Section 3.3.

3.1. Embedding and Classification Models

The models described in this subsection are schematized in Figure 1.

**Figure 1**: The Fusion CNN embedding model and the CNN classification model.

**Embedding Model.** As our embedding model, we adapt the Fusion CNN model that was developed by Zhang et al. [14] to obtain patient-stay representations. They proposed a neural network architecture that combines structured and unstructured data to obtain patient representations. The model consists of five parts: static information encoder, temporal signals embeddings, sequential notes representation, patient representation, and output layer that is used to predict three different clinical tasks.

In this work, we restricted structured data to static information, i.e., demographics ($Z_{\text{demo}}$) and admission-related information ($Z_{\text{adm}}$), omitting deliberately vitals in this first attempt. Our model is thus made of static information encoder and sequential notes representation that are used to obtain patient-stay representations as illustrated by the left frame of Figure 1. The static categorical features are encoded as one-hot vectors through the static information encoder. The output of the encoder is $Z_{\text{static}} = [Z_{\text{demo}}; Z_{\text{adm}}]$, where $[Z_{\text{demo}}; Z_{\text{adm}}]$ is the concatenation of $Z_{\text{demo}}$ and $Z_{\text{adm}}$. $Z_{\text{static}}$ forms one part of the full patient-stay representation. As shown in Figure 1, the clinical notes representation part is made of a document embedding model, 2 convolutional layers, a max-pooling layer, and a flatten layer. To learn the document embeddings of the clinical notes, we use paragraph vectors (i.e., Doc2Vec) [18]. The document embeddings are passed to the convolutional layers and max-pooling layers. The output of the max-pooling layer is then flattened into $Z_{\text{note}}$, the latent representation of the clinical notes. Based on the type of data that we decide to consider for our experiments, the final patient-stay representation can be made of the representation of only static information (i.e., $Z_{\text{static}}$), the
representation of only clinical notes (i.e., $Z_{\text{note}}$), or the concatenation of the representation of clinical notes and static information (i.e., $Z_{\text{patient-stay}} = [Z_{\text{static}}; Z_{\text{note}}]$). The final patient-stay representation is then passed to our classification model to detect analogies.

**Classification Model.** As in Alsaidi et al. [6], we adapt the neural architecture in Lim et al. [3] to our patient-stay setting. Our classification model determines if an analogy $A : B :: C : D$ is valid by verifying if $A$ and $B$ differ in the same way as $C$ and $D$. The architecture of the classification model is a Convolutional Neural Network (CNN), which takes as input the embeddings of size $n$ of four elements $A, B, C, D$. We stack them to get a matrix of size $n \times 4$. The CNN is made of three layers as depicted in the right frame of Figure 1. The first convolutional layer with 128 filters of 1 by 2 is applied on the embeddings, such that it analyses each pair separately without overlaps and measures how $A$ and $B$, and how $C$ and $D$ differ for each component. The second convolutional layer with 64 filters of 2 by 2 is applied on the resulting matrix, after which the result is flattened into a $64 \times (n - 1)$ unidimensional vector and used as input of a fully connected dense layer that produces a single output. The second layer aims at checking if the difference between $A$ and $B$ is the same as the one between $C$ and $D$. If $A$ and $B$ are different in the same way as $C$ and $D$, then $A : B :: C : D$ is a valid analogy. The last layer aggregates this information using a sigmoid activation to get a result (i.e., output of the classification model) between 0 (for invalid analogies) and 1 (for valid analogies). All layers, except the last one, use Regularized Linear Unit (ReLU) as activation function.

### 3.2. Data Augmentation

Deep neural network approaches require large amounts of data. Therefore we took advantage of properties of analogies to produce additional proportions based on our dataset in a process called *data augmentation*. Previous works [19, 20, 21] have proposed postulates that analogies should obey. For this study, we consider the following:

- $A : B :: A : B$ (reflexivity);
- $A : A :: C : C$ (inner reflexivity);
- $A : B :: C : D \rightarrow C : D :: A : B$ (symmetry);
- $A : B :: C : D \rightarrow B : A :: D : C$ (inner symmetry);
- $A : B :: C : D \rightarrow A : C :: B : D$ (central permutation).

Based on the definition of our analogical setting, we can apply all the above-mentioned postulates to generate valid analogical proportions except for central permutation, which can only be applied in the very particular case where $i_1 = i_2$. When $i_1 \neq i_2$, central permutation cannot be applied to increase our dataset as it would enable to associate stays of distinct patients, which is inconsistent with the aim of the *Identity* setting. Note that from reflexivity and central permutation we can deduce inner reflexivity. As reflexivity forces $i_1 = i_2$, applying it in cases where $i_1 \neq i_2$ would result in a case where $i_1 = i_2$.

For the cases where $i_1 \neq i_2$, given a valid analogy we can generate eight additional valid analogical proportions, namely

- $C : D :: A : B$, 

and two invalid analogical proportions, namely

- \( D : A :: B : C \)
- \( A : C :: B : D \)

For cases where \( i_1 = i_2 \), we apply reflexivity to generate one more valid analogical proportion, namely \( A : B :: A : B \). Note that for cases where \( i_1 = i_2 \), invalid analogical proportions would be considered valid.

### 3.3. Training and Evaluation

As mentioned, we define a valid analogy as a quadruple of four stays \((s_{t_1}, s_{t_2}, s_{t_3}, s_{t_4})\), where each pair of two stays belong to a single patient \( i_j \). For each analogy in the dataset, we start by embedding the four stays. We augment the embeddings using the postulates that we recalled in Section 3.2. As a result, we generate 9 valid analogical proportions (i.e., positive examples) and 2 invalid analogical proportions for cases where \( i_1 \neq i_2 \). For cases where \( i_1 = i_2 \), we obtain \( 10 + 2 = 12 \) valid analogical proportions and no invalid analogical proportions. For optimization, we use the Binary Cross-Entropy (BCE) loss. To evaluate the classification model we use the same data augmentation process as for training, and we compute the accuracy and F1 score.

### 4. Dataset description

For our experiments, we used EHRs from the MIMIC-III [10] as a source of patient medical history data. MIMIC-III is a critical care database developed by the Massachusetts Institute of Technology (MIT)’s Laboratory for Computational Physiology and distributed by PhysioNet [22]. The database is publicly available, where it is accessible to researchers after finishing a HIPAA training course demanded by the National Institutes of Health (NIH). The database contains health-related information associated with all patients admitted to the ICU (Intensive Care Unit) of Beth Israel Deaconess Medical Center between the years 2001 and 2012. It encompasses data of more than 40,000 ICU patients with more than 60,000 ICU stays. All patients’ data has been de-identified in accordance with Health Insurance Portability and Accountability Act (HIPAA). The dataset contains various types of data such as patient demographics, vital signs, lab test results, medications, hospital length of stay, procedures, clinical notes, diagnosis codes (ICD-9), imaging reports, etc.

To build our dataset, we keep only adult patients (i.e., patients aged 18 and above) with at least two admissions. As we do not define any order constraint, we obtain all the permutations
of all the stays belonging to a patient. We organize our dataset in way where each pair of stay is associated to the patient it belongs to: \( (S_1, S_2, PATIENT\_ID) \), where \( S_1 \) corresponds to \( s_{i_1}^1 \), \( S_2 \) corresponds to \( s_{i_2}^1 \), and the associated \( PATIENT\_ID \) that represents \( i_1 \). We obtain a dataset made of 46,986 triples, where for each two pairs of stays we produce an analogy. For our experiments, we use all hospital stays associated with randomly selected 200 patients. We use the data augmentation process to generate positive and negative examples. For training and evaluation, we perform a random split (using a fixed random seed) in a training set of 70% of the extracted analogies, the remaining 30% serving as the test set. We end up with 939,638 analogies for training and 402,703 for testing. To maintain reasonable training and evaluation time, we randomly selected 50,000 analogies from the training set and 50,000 analogies from the testing set.

5. Experiment Setup

We now present the three experiments that we conducted in the Identity setting. In Section 5.1, we describe the patient-stay features that we consider and the data preprocessing that we performed for structured and unstructured data. We describe the implementation details in Section 5.2. The results of our experiments are reported in Section 5.3 and discussed further in this section. The code used for our experiments is written in Python 3.9 and PyTorch and is available in the repository https://github.com/Safa-98/patient-stay-analogy.

5.1. Stay Features and Data Preprocessing

We consider both structured (i.e., demographics and admission-related information) and unstructured data (i.e., clinical notes) to define our analogies. In this subsection, we describe the patient-stay features that are utilized by our model and some data preprocessing details.

**Static information.** In our experiments, our static information consists of demographic information and admission-related information. For demographic information, we extract patient’s age, gender, marital status, ethnicity, and insurance information. We keep only adult patients (i.e., patients aged 18 and above). We split the age into 5 groups \([18, 25], [25, 45], [45, 65], [65, 89] \) and \([89, +\infty]\). For admission-related information, we include admission type as features.

**Clinical notes.** Nursing, Nursing/Other, Physician, and Radiology notes make up the majority of clinical notes in MIMIC-III database. For each hospital stay, we only kept notes that belong to these 4 categories. We excluded notes that have an error tag and notes that lack a hospital admission id.

5.2. Implementation Details

To build our corresponding cohorts, we performed the preprocessing described in the previous section to obtain our patient-stay features. Patients without any records of clinical notes or with notes that do not belong to the 4 categories defined above were removed. We computed the median of notes per hospital admission to determine the number of clinical notes to extract.
Table 1
Accuracy and F1 score (both in %) of 3 runs of the classification model. Embeddings used are concatenation of static information and clinical notes.

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Valid</th>
<th>Invalid</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>40 epochs</td>
<td>98.41 ± 1.56</td>
<td>68.22 ± 1.94</td>
<td>95.79 ± 0.59</td>
</tr>
<tr>
<td>20 epochs</td>
<td>94.89 ± 1.74</td>
<td>72.08 ± 1.68</td>
<td>94.30 ± 0.80</td>
</tr>
<tr>
<td>10 epochs</td>
<td>96.85 ± 1.75</td>
<td>70.31 ± 1.94</td>
<td>95.20 ± 0.71</td>
</tr>
</tbody>
</table>

per hospital admission. Therefore, we kept the first 12 notes, and used padding (i.e., completion with zeros) for hospital admissions with less than 12 notes.

For the unsupervised Doc2Vec model [18], we finetune it on the training set to obtain the document-level embeddings using the Gensim toolkit [23]. For the training algorithm, we use PV-DBOW (Paragraph vector-Distributed Bag of Words). We set the number of training epochs as 30, the initial learning rate as 0.025, the learning rate decay as 0.0002, and the dimension of vectors as 200 to train. The Fusion CNN model is trained with Adam optimizer with a learning rate of 0.0001 and ReLU as the activation function. The chosen batch size is 64.

In this paper we perform three experiments. In the first, we consider both structured and unstructured data. Therefore, we obtain our patient-stay representation by concatenating the representations of clinical notes along with static information. In this experiment, we verify if a particular hospital stay belongs to a patient by looking at both the structured and unstructured data associated with each stay. In the second, we only consider unstructured data, which means that our patient-stay representations are based solely on the representations of clinical notes. Therefore, by looking at clinical notes associated with a single hospital stay, we check if a particular hospital stay belongs to a patient. In the third, we only consider structured data, which means that our patient-stay representations are based solely on the representations of static information (i.e., demographics and admission-related information). Therefore, we verify if a particular hospital stay belongs to a patient by looking at the static information that is associated with a hospital stay.

5.3. Results and Discussion

As mentioned previously, we conducted three experiments that mainly differ in what type of data was used to obtain our patient-stay representations. For all the experiments, we used 50,000 analogies for training and evaluation, and applied the same procedure for data augmentation. We report the accuracy and F1 score for each experiment. The F1 score gives a better measure of the incorrectly classified cases than the accuracy metric.

For the first experiment, we fed our embedding model with both structured (i.e., demographics and admission-related information) and unstructured data (i.e., clinical notes). Our patient-stay representations are thus made of the concatenation of static information and clinical notes. We chose the epochs where the training loss is at the local minimum. We trained our model for 10, 20, and 40 epochs, with 3 different random initializations in each case. Our results are detailed in Table 1. Our model performs the best for positive examples. For 40 epochs, the model gives the best result for valid analogies and performs best for invalid analogies for 20 epochs.
Table 2
Accuracy and F1 score (both in %) of 3 runs of the classification model. Embeddings used are based on only clinical notes.

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Valid</th>
<th>Invalid</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>40 epochs</td>
<td>88.52 ± 6.91</td>
<td>77.20 ± 6.92</td>
<td>95.64 ± 1.27</td>
</tr>
<tr>
<td>20 epochs</td>
<td>97.71 ± 1.69</td>
<td>67.89 ± 2.43</td>
<td>94.74 ± 0.93</td>
</tr>
<tr>
<td>15 epochs</td>
<td>92.05 ± 6.42</td>
<td>74.45 ± 7.39</td>
<td>94.90 ± 1.25</td>
</tr>
</tbody>
</table>

Table 3
Accuracy and F1 score (both in %) of 3 runs of the classification model. Embeddings used are based on only static information.

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Valid</th>
<th>Invalid</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>40 epochs</td>
<td>99.98 ± 0.001</td>
<td>66.14 ± 0.04</td>
<td>96.37 ± 0.01</td>
</tr>
<tr>
<td>20 epochs</td>
<td>99.98 ± 0.004</td>
<td>65.96 ± 0.31</td>
<td>96.35 ± 0.03</td>
</tr>
<tr>
<td>15 epochs</td>
<td>99.98 ± 0.002</td>
<td>66.12 ± 0.13</td>
<td>96.33 ± 0.05</td>
</tr>
</tbody>
</table>

For our second experiment, we used only unstructured data, i.e., the $Z_{note}$ part of the embedding for the patient-stay representations. Our patient-stay representations thus consisted of only the representation of clinical notes. The training loss was at the local minimum for 15, 20, and 40 epochs. Therefore, we trained our model for 15, 20, and 40 epochs, with 3 different random initializations in each case. As shown in Table 2, our model performs the best for positive examples when we train by 20 epochs.

For our third experiment, we used only structured data, i.e., $Z_{static}$, to represent our patient-stay representations. Our training loss was at the local minimum for 15, 20, and 40 epochs. Therefore, we trained our model for 15, 20, and 40 epochs, with 3 different random initializations in each case. We report our results in Table 3. As seen, the accuracy for positive examples is high for all cases compared to negative examples where the accuracy drops.

In all our experiments, we can see that our model performs the best for positive examples regardless of whether we use $[Z_{static}; Z_{note}]$, only $Z_{note}$, or only $Z_{static}$ for the patient-stay representations. This can be explained as a result of the imbalance between positive and negative examples in the training data. Balancing the data would be the next step as it proved to be a good solution [6] to get similar results for positive and negative examples. The accuracy for valid analogies is the highest when our embedding model is fed with only static information. Between the first and the second experiment, the accuracy is the highest for valid analogies when the patient-stay representations are made of the concatenation in contrast to when our patient-stay representations are made of only clinical notes. This indicates that adding or using static information when learning patient-stay representations, as in the first and third experiment, improves the performance of our model, where it allows the model to better distinguish the stays and to match them to the patient they belong to. We also notice that the accuracy for invalid analogies is the highest when the embedding model is fed with only clinical notes. For all performed experiments, the F1 score is high, which indicates that our model is able to correctly classify analogies to the class they belong to (i.e., valid or invalid).
To gain more insight into how our models perform, we conducted an error analysis where we noticed that most misclassifications were spotted in two cases.

1. **Cases where** $i_1 = i_2$.

   To recall, we do not generate invalid analogies for cases where $i_1 = i_2$; therefore, invalid analogy forms ($D : A :: B : C$ and $A : C :: B : D$) should be considered valid in these cases. In our error analysis, we noticed that when the four stays belong to the same patient, our model classifies the above-mentioned invalid analogy forms as invalid instead of valid. We believe that our model was not trained enough to distinguish these forms of analogies as there were less analogies with four stays belonging to the same patient generated in our dataset.

2. **Cases where representations are made of only clinical notes.**

   To recall, in our second experiment we only used the representations of clinical notes to obtain patient-stay representations. We noticed that when the category of the clinical notes is similar between two hospital stays or when two hospital stays have less than five clinical notes, our model struggles to distinguish between the two hospital stays. This indicates that in some cases using only clinical notes to learn patient-stay representations might not be sufficient as these notes might not contain enough information to help our model differentiate between two similar stays that belong to two distinct patients. As a result, the model would incorrectly match these two similar stays to the same patient.

In these experiments, we did not include temporal data, where we only used demographics and admission-related information as structured data. It would be interesting to also include temporal signals (i.e., vital signs) along with demographics and admission-related information as structured data. Our patient-stay representations would be then made of the concatenation of the representations of static information and temporal signals as structured data and the representation of clinical notes as unstructured data.

### 6. Conclusion and Perspectives

We adapted the approach in [3, 6] from semantic and morphological analogies to patient-stay analogies. Our prototypical architecture has some limits, but seems promising for the task of patient identification. Our classification model is flexible in terms of the analogies that it classifies. Changing the way the data is augmented will change the way the model behaves. Our model can be adapted to different healthcare applications through dedicated embedding models [24]. Inspired by [14], we implemented a model to build patient-stay representations. As mentioned in Section 5.3, there are multiple plausible improvements to our approach, in terms of balancing valid and invalid analogies as well as including other types of data to build our patient-stay representations. As we limited ourselves to analogy detection, a future work would be to address analogy solving in the same setting that would allow the generation of synthetic patient-stays.
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Abstract

Analogical reasoning can be used for plausible inferences based upon direct similarities or structural mappings involving properties and relationships. This can be implemented on top of a combination of symbolic knowledge plus sub-symbolic qualitative metadata, with matching based upon structural or causal similarities, and noticing interesting differences, in essence, abstracting from similarities and dissimilarities, and will be applied to examples of the form “A is to B as C is to ?X”. A further challenge is to support the use of literal and figurative analogies in natural language, e.g., comparing life to the wheel of fortune, when you want to highlight the role of chance. An easy-to-use syntax will be presented for expressing knowledge, along with a web-based proof of concept demonstrator, and a unifying cognitive architecture for human-like AI. This builds upon pioneering work by Alan Colins on plausible reasoning, and Dedre Gentner on analogies.
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1. Introduction

The paper starts with an introduction to plausible reasoning before moving on to analogical reasoning and how this can be supported as an extension of plausible reasoning. This very much work in progress, and part of a long term drive to realise human-like memory, reasoning and learning in cognitive agents.

2. Plausible Reasoning

We are learning all the time, and revising our beliefs and understanding as we interact with others. As such our knowledge is imperfect and subject to uncertainties, incompleteness and inconsistencies. This is challenging both for conventional mathematical logic, and for statistical approaches such as Bayesian inference due to the difficulties in obtaining the required statistics. Evolution has equipped humans with the means to deal with imperfect knowledge in a rational way based upon sound judgement, albeit subject to various kinds of cognitive biases, see, e.g., Daniel Kahneman [1].
People have studied the principles for plausible arguments since the days of Ancient Greece, e.g., Carneades and his guidelines for argumentation. This was developed further by a long line of philosophers, including Locke, Bentham, Wigmore, Keynes, Wittgenstein, Pollock and many others. Plausible reasoning is everyday reasoning, and the basis for legal, ethical and business discussions. It is now timely to exploit plausible reasoning with imperfect knowledge in support of human-machine cooperative work. This will enable computers to analyse, explain, justify, expand-upon and argue in human-like ways.

Consider $A \rightarrow B$, which means if $A$ is true then $B$ is true. If $A$ is false then $B$ may be true or false. If $B$ is true, we still can’t be sure that $A$ is true, but if $B$ is false then $A$ must be false. We can go further with a little knowledge. Consider a more concrete example: if it is raining then it is cloudy. This can be used for inferences in both directions. Rain is more likely if it is cloudy, and likewise, if it is not raining, then it might be sunny, so it is less likely that it is cloudy. Such arguments draw upon qualitative terms in lieu of quantitative statistics.

In essence, plausible reasoning draws upon prior knowledge as well as on the role of analogies, and the consideration of examples as precedents. Mathematical proof is replaced by reasonable arguments, both for and against a premise, along with how these are assessed. In legal proceedings, for instance, arguments are laid out by the Prosecution and the Defence, the Judge decides what evidence is admissible, whilst guilt is assessed by the Jury.

During the 1980’s Alan Collins and his co-workers developed a theory of plausible reasoning [2] based upon analysis of recordings of how people reasoned. They found that:

- There are several categories of inference rules that people commonly use to answer questions.
- People weigh the evidence that bears on a question, both for and against, rather like in court cases.
- People are more or less certain depending on the certainty of the premises, the certainty of the inferences, and whether different inferences lead to the same or oppositive conclusions.
- Facing a question for which there is an absence of directly applicable knowledge, people search for other knowledge that could help given potential inferences.

Plausible knowledge can be expressed using a combination of symbolic graphs and associated metadata. This paper introduces the plausible knowledge notation (PKN) as an easy-to-read extensible syntax accompanied with an implementation as a JavaScript library for use in web page demos for different kinds of plausible reasoning [3], and as part of work for the W3C Cognitive AI Community Group [4]. PKN supports a variety of different kinds of statements:

**Properties**

flowers of England includes daffodils, roses (certainty high)

where flowers is a property of the referent England, and the use of includes signifies that the property is an open set with values daffodils and roses. For a closed set, use is instead of includes. Trailing round brackets are used to list qualitative metadata, in this case declaring that the statement has a high certainty.

**Relationships**
robin of songbird
duck similar to goose for habitat
duck dissimilar to goose for neck-length

where robin is declared as a subclass of songbird, and duck is declared as being similar to goose for habitat and dissimilar to goose in respect to neck-length.

Dependencies
climate depends on latitude
pressure decreases with altitude
current increases with voltage

where climate depends on latitude in some unspecified way, whilst pressure decreases with increasing latitude and current increases with increasing voltage.

Implications
temperature of ?place is warm &
rainfall of ?place is heavy
implies grain of ?place includes rice

Implications are a form of if-then rules where variables are prefixed with a question mark.

Metadata can be given with all kinds of PKN statements. Relationships, dependencies and implications can be used for inferences in both directions, subject to any associated metadata. Following Collins, PKN supports several kinds of statement metadata relevant to different kinds of inferences:

Typicality in respect to other group members, e.g., robins are typical song birds.

Similarity to peers, e.g., having a similar climate.

Strength as conditional likelihood, e.g., the strength of climate for determining which kinds of plants grow well. The forward and backward strengths may differ, e.g., rain is a strong indicator of cloudy weather, whilst cloudy weather is a weak indicator of rain.

Frequency as the proportion of children with a given property, e.g., most species of birds have the ability to fly.

Dominance as the relative importance in a given group, e.g., the size of a country’s economy.

Multiplicity as the number of items in a given range, e.g., how many different kinds of flowers grow in England.

The web demonstrator [3] allows you to pick from an assortment of queries, and to then see a trace of the reasoning, proceeding from the facts to the premise. The inference engine itself works backwards from the premise to the facts, and the explanation is subsequently generated from the trace of execution. Here is an example of the reasoning associated with the query whether daffodils are grown in England:
Premise: flowers of England includes daffodils
Evidence supporting the premise:

flowers of England includes temperate−flowers and daffodils kind−of temperate−flowers
therefore flowers of England includes daffodils

flowers of Netherlands includes daffodils, tulips and Netherlands similar−to England for flowers
therefore flowers of England includes daffodils

Suggesting: flowers of England includes daffodils is likely

This develops two lines of argument in favour of the premise in the query. The first is based on recognising that daffodils are a sub-class of temperate flowers, which are known to grow in England. The second makes use of knowledge that England and the Netherlands are similar in respect to the flowers grown. The inference engine uses a fixed strategy for searching for and applying relevant inferences. This may involve the use of graph algorithms such as spreading activation to propose and prioritise potential inferences as suggested by Collins. Other algorithms are used to compute certainties of inferences based upon statement metadata, and for assessing and combining multiple lines of argument. Future work will explore a wide range of reasoning, including spatial, temporal, causal and social reasoning, along with metacognition for problem solving, and support for System 1 and 2 cognition [1].

3. Analogical Reasoning

What benefits are potentially possible for analogical reasoning by cognitive agents? A starting point is to distinguish between literal and figurative analogies. The former involves things that are really quite similar, whilst the latter are not obviously comparable at first glance. Analogies can help agents to generalise their knowledge based upon a few examples. This has potential applicability for the properties of things, understanding their behaviours, as well as for problem solving by drawing upon previous experience in similar situations.

Analogies are further related to similes and metaphors in language. Similes involve a comparison that explicitly emphasises some comparable characteristic, e.g., “his words were like a punch in the guts” as a way to establish the impact of the words on the listener, whilst metaphors involve an implicit comparison, e.g., “to get cold feet” is to have second thoughts about some proposed course of action. People commonly use similes and metaphors to communicate thoughts in ways that are more vivid and interesting, as well as to structure perceptions and understanding, see Lackoff and Johnson [3]. As such, this is expected to be an important aspect of human-machine communication, albeit one that is very challenging, at least in the near future.

Dedre Gentner [6] notes that analogies may involve matching based upon structural or causal similarities, and noticing interesting differences, in essence, abstracting from similarities and dissimilarities.
Gentner cites the example of plumbing in that electrical circuits can be likened to a plumbing system for water, e.g., equating voltage to pressure, and electrical current to water flow. Causal relationships for the source can be used to suggest similar relationships for the target, e.g., higher voltage leads to greater current just as higher water pressure leads to greater water flow.

Two situations can be identified as similar if they share some of the same properties, with the implication that you may be able to infer properties of the target from properties of the source. You may also be able to infer relationships, e.g., part/whole or cause/effect. More generally, the situations have different properties, that can however be mapped one to another (as in voltage to pressure). Such mappings have to be learned or guessed from matching relationships. Thus, if two situations/contexts have several properties or relationships in common, then we may consider them as analogical equivalents.

The notion of similarity introduced by Collins [2] supports inferences on shared property values at least in some given context, see the similar-to and dissimilar-to statements in PKN above. A generalisation is to relate pairs of different properties, e.g., voltage corresponds to pressure, and current to flow when making an analogy between electrical circuits and plumbing. Such pairings can be represented by adding a corresponds-to statement to PKN:

\[
\text{voltage corresponds to pressure for circuit}\\
\text{current corresponds to flow for circuit}\\
\text{flow increases with pressure}\\
\text{# thus allowing us to infer}\\
\text{current increases with voltage}
\]

We also need a way to describe that voltage and current are characteristics of electrical circuits, which are a sub-class of circuits, e.g.

\[
\text{electrical-circuit kind-of circuit}\\
\text{voltage property-of electrical-circuit}\\
\text{current property-of electrical-circuit}
\]

An open question is how people learn such knowledge from examples and being taught by others. That relates to the notion of syntagmatic and paradigmatic learning. Syntagmatic learning deals with learning co-occurrence patterns within episodes, whilst, paradigmatic learning involves identifying generalisations, and is believed to develop at a later age in childhood.

**Analogies as part of critical thinking.** It is easy to find web sites that propose the use of analogies for teaching purposes. These are based upon simple patterns, e.g., synonyms, antonyms, part/whole, cause/effect, etc. Here are some examples:

\[
\text{battery is-to torch as ?x is-to car # engine powers a car}\\
\text{itch is-to scratch as ?x is-to cold # virus causes a cold}\\
\text{wall is-to brick as bottle is-to ?x # a bottle is made of glass}
\]

Solving such queries involves identifying the pattern, and then applying background knowledge. The first step is to recognise the query as using an analogy. The next step is to use the pair that doesn’t involve a variable to identify likely patterns, e.g., battery/torch in the first example. The knowledge base may contain plenty of facts and relationships, and it will be important
to look for patterns that also occur for the pair with the variable. It may be the case that two
pairs use different relationships, in which case, we need to find plausible evidence that they are
comparable patterns.

Simple analogies are amenable to a fixed strategy plus associated graph algorithms. Qualitative
metadata can be used to reason about certainty and to prioritise processing. What about more
complicated analogies? The work by Jaime Carbonell on derivational analogies [7] is inspiring.
The paper describes a problem solver that searches for analogies with previously solved problems,
adapting the solution as needed based upon an analysis comparing the old and new problems.

4. Cognitive Architecture

The quest for realising human-like AI owes a huge debt to many pioneers over many decades.
To mention just a few: Daniel Kahneman, a Nobel-prize willing psychologist who studied
System 1 & 2 thinking along with cognitive biases [1]; Philip Johnson-Laird, a cognitive scientist
renowned for his work on how humans reason in terms of mental models rather than logic
and statistics [8]; John R. Anderson, a cognitive scientist renowned for his work on the ACT-
R cognitive architecture for sequential cognition [9]; and Alan Collins, a cognitive scientist
renowned for his work on plausible reasoning and intelligent tutoring systems [2].

Figure 1 illustrates a high-level cognitive architecture inspired by the structure and function
of the human brain.

Memory is based on graph databases and associated graph algorithms. It combines symbolic
graphs with sub-symbolic information, mimicking the human cortex, and defined at a
conceptual level above that of RDF and Property Graphs (including NGSI-LD). Recall
is stochastic reflecting prior knowledge and past experience. This involves activation
boost/decay, spreading activation, the forgetting curve and spacing effect.
**Perception** interprets sensory data at progressively higher levels of abstraction, and places the resulting models into the cortex. Cognitive rules can set the context for perception, and direct attention as needed. Events are signalled by queuing chunks to cognitive buffers to trigger rules describing the appropriate behaviour. A prioritised first-in first-out queue is used to avoid missing closely spaced events.

**System 1** is about intuitive/emotional thought, and prioritising what’s important. The limbic system provides rapid automatic assessment of past, present and imagined situations without the delays incurred in deliberative thought. Emotions are perceived as positive or negative, and associated with passive or active responses, involving actual and perceived threats, goal-directed drives and soothing/nurturing behaviours.

**System 2** is slower and more deliberate thought, involving sequential execution of rules to carry out particular tasks, including the means to invoke graph algorithms in the cortex, and to invoke operations involving other cognitive circuits. Thought can be expressed at many different levels of abstraction, and is subject to control through metacognition, emotional drives, internal and external threats.

**Action** is about carrying out actions initiated under conscious control, leaving the mind free to work on other things. An example is playing a musical instrument where muscle memory is needed to control your finger placements as thinking explicitly about each finger would be far too slow. The cerebellum provides real-time coordination of muscle activation actively guided by perception.

This architecture has been partially realised with a suite of web-based demos developed for the W3C Cognitive AI Community Group [4]. This includes the chunks and rules specification, and an implementation as a JavaScript library. Chunks are essentially collections of name/value pairs, where values are literals or references to other chunks, or lists thereof. Chunks are associated with decaying activation levels to mimic the characteristics of human-memory. Chunk rules support sequential reasoning (System 2).

Further work is underway to incrementally realise the requirements identified by Kahneman for System 1, and to understand how plausible reasoning, learning and metacognition can be layered on top of System 1 and 2. This will include the intuitive and deliberative reasoning involved in natural language processing, and the human ability to reason about the past, present, and imagined situations.

5. **Conclusions**

AI today can be broadly split into symbolic AI, statistical techniques, and approaches based upon deep learning and multi-layer artificial neural networks. Work in the cognitive sciences suggests a middle ground that combines symbols and sub-symbolic metadata, and is open to distributed representations (e.g., as vectors in noisy high dimensional spaces) where this would yield computational benefits. Traditional symbolic AI is hard to scale, relying on hand-coded knowledge, along with difficulties in dealing with imperfect knowledge, whilst deep learning scales well, but has challenges with reasoning and transparency. This paper draws attention
to the potential for mimicking human-like memory, reasoning and learning, inspired by the wealth of research in the cognitive sciences.

References

Towards efficient scoring of student-generated long-form analogies in STEM

Thilini Wijesiriwardene1*, Ruwan Wickramarachchi1, Valerie L. Shalin1,2 and Amit P. Sheth1

1AI Institute, University of South Carolina, Columbia, SC, USA
2Department of Psychology, Wright State University, Dayton, OH, USA

Abstract
Switching from an analogy pedagogy based on comprehension to analogy pedagogy based on production raises an impractical manual analogy scoring problem. Conventional symbol-matching approaches to computational analogy evaluation focus on positive cases, and challenge computational feasibility. This work presents the Discriminative Analogy Features (DAF) pipeline to identify the discriminative features of strong and weak long-form text analogies. We introduce four feature categories (semantic, syntactic, sentiment, and statistical) used with supervised vector-based learning methods to discriminate between strong and weak analogies. Using a modestly sized vector of engineered features with SVM attains a 0.67 macro F1 score. While a semantic feature is the most discriminative, out of the top 15 discriminative features, most are syntactic. Combining this engineered features with an ELMo-generated embedding still improves classification relative to an embedding alone. While an unsupervised K-Means clustering-based approach falls short, similar hints of improvement appear when inputs include the engineered features used in supervised learning.
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1. Introduction

Analogical reasoning relies on the ability to draw on the relational similarities between two systems of objects in different contexts [1, 2, 3]. Analogies appear in several disciplines such as engineering design, scientific reasoning, and often in STEM education. However, the dominant pedagogical paradigm requires students to comprehend curated analogies. In this work, we are focusing on the evaluation of student-generated analogies in their first undergraduate biochemistry course.

Problem sets, specifically created to explore the underlying mechanisms of analogical reasoning, consist of visual and verbal analogies [4, 5]. Verbal analogies have two primary forms; analogical proportions and long-form analogies. Analogical proportions and long-form analogies. Analogical proportions follow a four-term
format such as “A to B as to C to D” or A:B::C:D [6]. Recent work on computational analogy making focuses on analogical proportions [7, 8, 9]. Our interest here lies in long-form analogies consisting of a narrative/ description of a target unfamiliar situation/ system (for the context or lesson to be learned) using several sentences and a familiar source (base) [10, 3]. While the objects across the two descriptions differ, they employ similar relations between these objects.

An example of a well-known long-form analogy is between the solar system (source) and the Rutherford-Bohr model of the atom (target) [11] where small objects revolving around a large central object provide relational similarity with the target. The solar system and the atom can each be described using several sentences. Parallels between these two systems can then be drawn, making the two descriptions analogous.

The atom-solar system analogy exemplifies the curated analogies in STEM textbooks. [12] has developed algorithms for evaluating correct or slightly incorrect long-form analogies. In [13] we solicited analogies from STEM students, with the expectation, relative to a comprehension exercise, that analogy production is both more engaging and allows students to employ existing familiar knowledge to scaffold the acquisition of new knowledge. No matter how pedagogically successful, manual scoring is impractical for an analogy production pedagogy. Production pedagogy elevates an analogy scoring problem for computational solution.

We aim to identify discriminative features between strong and weak, long-form student generated verbal analogies collected in a college biochemistry class (see Section 2.1) to support efficient computational scoring. To this end, we develop the Discriminative Analogy Features (DAF) pipeline.

We use a long-form analogy dataset, instructor-graded as strong or weak. We explore both supervised and unsupervised learning classifiers using vectors based on embeddings, engineered features and both. Given manually annotated data for a supervised learning classifier (i.e. SVM), we identify the discriminative features of strong and weak analogies.

We introduce DAF, a pipeline to identify the discriminative features of strong and weak analogies. We also introduce four feature categories – semantic, syntactic, sentiment, and statistical used in supervised learning to discriminate between strong and weak analogies. We show that “unique attribute count”, a semantic feature, is the most discriminative when identifying between strong and weak analogies. Out of the top 15 discriminative features, most are syntactic. Unsupervised learning is unable to obtain comparable success, though it slightly improves with features corresponding to the above categories.

The rest of this paper is organized as follows: Section 2 introduces and describes the DAF pipeline and identifies the discriminative features. Section 3 presents the discussion with findings, insights, limitations, and future work subsections. Section 4 concludes the paper.

2. Discriminative Analogy Features (DAF) Pipeline

To identify discriminative features, we introduce the pipeline illustrated in Figure 1. In the subsequent subsections, we describe each pipeline component.
2.1. Dataset and Input

The dataset used in this work was drawn from 500 student-created analogies, collected in a college classroom. An instructor explained a process in the domain of biochemistry, e.g., Glycolysis (source analogy), and requested students to construct a scenario analogous to the explained process from a domain of their choice (target analogy). The instructor then evaluated 31 student-generated analogous scenarios as a strong or weak analogy based on its correspondence to the Biochemistry concept. A strong analogy corresponds well with the target analogy, and a weak analogy minimally corresponds with the target analogy. To increase the size of the 31 exemplar data set from the original we split each analogy into its constituent sentences, generating a data set of 526 strong exemplars and 140 weak exemplars. Each constituent sentence of an analogy falls into the same annotation category as the original analogy. Ergo, the initial input to the DAF pipeline is a sentence. This work does not distinguish between the analogy’s target domains (Enzyme Kinetics and Glycolysis). Table 1 presents the summarized statistics of the dataset.

Table 1
Dataset statistics

<table>
<thead>
<tr>
<th></th>
<th>Strong</th>
<th>Weak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. of analogies</td>
<td>25</td>
<td>6</td>
</tr>
<tr>
<td>Num. of analogies (sentences)</td>
<td>586</td>
<td>140</td>
</tr>
</tbody>
</table>
2.2. Input Processing

Sentences were processed and used as inputs to a Support Vector Machine (SVM) classifier (supervised learning) and K-means clustering (unsupervised learning) separately. In the following section we briefly review the background of input processing techniques, learning methods and implementation details.

2.2.1. Background

SVM is a supervised learning technique that creates functions to map inputs to pre-existing annotations [14]. SVM is an easy-to-interpret classifier providing competitive performance in classification, regression, and outlier detection tasks [15]. The following paragraphs detail the background of four feature groups of interest here.

The obviously relevant features are semantic. Abstract Meaning Representation (AMR) is a semantic representation language that expresses a sentence’s logical meaning by converting it to a rooted, directed, acyclic, edge-labeled, and leaf-labeled graph. [16]. To abstract away from syntactic idiosyncrasies, AMR assigns the same AMR graph to sentences with the same meaning

Nodes of an AMR graph are labeled as concepts, edges as relations, and concept properties as attributes. Concepts are either English words, PropBank framesets [17] or special keywords. There are approximately 100 relations [16]. AMR is used as a semantic representation of text in several NLP tasks such as summarization [18], machine comprehension [19], and event extraction [20, 21]. In this work we use AMR representations to extract concepts, relations and attributes present in sentence analogies. Figure 2 illustrates the AMR for a sentence from the dataset.

Sentiment-based features potentially reveal student engagement. Sentiment analysis aims to identify emotional or affective tendencies in user-generated content such as tweets, product reviews, and feedback [22]. Subjectivity detection and polarity determination are two common tasks in sentiment analysis [23]. Subjectivity quantifies the personal opinions versus factual information contained in the text. High subjectivity indicates the text contains more personal opinions compared to factual information [23]. Polarity describes the sentiment of a piece of text as positive, negative, or neutral [22].

We extract three groups of syntactic features. The first feature group is Part of Speech (POS), a grammatical classification of the word types in a sentence. These POS tags commonly include nouns, verbs, adjectives, etc. [24]. Named Entities Recognition (NER), the second feature group, is used to identify occurrences of named entities such as people, organizations, times, and locations in a sentence [25]. The third feature group is sentence type. Sentences in the dataset are identified as complex or compound sentences and simple sentences. In linguistics, complex sentences are sentences with two or more clauses connected with a subordinate conjunction. Simple sentences contain one independent clause [26].

We use four routine and straightforward statistical features, word count, character count, the average word length of a sentence (character count/ word count), and the number of unique words in a sentence.

K-means is a non-deterministic, iterative, and unsupervised machine learning technique to produce clusters from data [27]. Unsupervised learning here serves as both a baseline for
Figure 2: AMR representation of the sentence "Adding more marbles to the box will not increase the amount of product produced since it relies heavily on red marbles being oriented into the grooves." from the dataset.

comparison with supervised learning results, and as a long term goal in itself, independent of any manual annotation. In the simplest test, we converted the input sentences to embeddings and cluster them using K-means clustering. Sentence embeddings were created using two techniques, context-based Embeddings from Language Models (ELMo) and knowledge-graph-based ConceptNet Numberbatch (CNNB). The following two paragraphs give a brief overview of these two embedding techniques.

ELMo embeddings are deep, contextualized representations of words computed using a two-layer bidirectional language model (biLM), which is pretrained on a large text corpus [28]. ELMo is robust in creating embeddings for out-of-vocabulary (OOV) words because it incorporates subword and character-level information when creating embeddings. Handling OOV words is particularly important in this work as most of the sentences often contain domain-specific keywords such as "Glucose-6-p", "DHP", "GAP" which can fall into the OOV category. ELMo sentence vectors are 1024-dimensional.

ConceptNet is a semantic network of knowledge about word meanings [29]. CNNB embeddings [30] are semantic word vectors created by encoding the knowledge in ConceptNet [29]. ConceptNet Numberbatch sentence embeddings are produced by taking the mean of single word
embeddings in a sentence. CNNB sentence vectors are 300-dimensional. CNNB embeddings are not as robust as ELMo embeddings when handling OOV words, yet the percentage of OOV words in the current dataset is rather small (6%). Hence we use CNNB as the second embedding technique to create sentence embeddings.

### 2.2.2. Implementation Details

We use Pandas DataFrames \cite{31} to process and manipulate the sentence features. We also used other external libraries used in the extraction of sentence features as follows. To extract semantic features, the sentences are sent through a transition-based AMR parser named CAMR \cite{32}. Textblob \cite{33} is used to assess the subjectivity and polarity scores of the sentences. POS tag and NER-related features (in syntactic features category) are extracted using spaCy \footnote{https://spacy.io/}. Matplotlib \footnote{https://matplotlib.org/} and seaborn \footnote{https://seaborn.pydata.org/} are used for the visualizations.

ConceptNet Numberbatch embeddings are static representations for words available publicly \footnote{https://github.com/commonsense/conceptnet-numberbatch}. ELMo sentence embeddings were created using the model available at Tensorflow Hub \footnote{https://tfhub.dev/google/elmo/}.

### 2.3. Analysis

In the following sections, we look at semantic, sentiment-based, syntactic, and statistical feature distributions for strong and weak analogies. We then compare the performances of an SVM classifier and K-means clustering.

Figure 3 illustrates the distributions of counts of concepts, relations, attributes, unique concepts, unique relations, and unique attributes of strong and weak analogies. Figure 4 presents the polarity and subjectivity distribution of strong and weak analogies. As shown in the plots, both strong and weak analogies contain sentences with neutral polarity and less subjectivity. Seventeen POS tags are present in the dataset. Distributions of the three most prevalent POS tags in strong and weak analogies are depicted in Figure 5 to utilize space effectively. Nevertheless, we used all 17 POS tags in the SVM classifier as features. Out of the fourteen named entities in the dataset (that are used in the SVM classifier), the distributions of the top three (ORG, CARDINAL, and PERSON) are plotted in Figure 6. We use the spaCy English pipeline \footnote{https://spacy.io/models/en#en_core_web_md} for NER tagging. Analogies written by students contain several references to biochemicals. These are misidentified as organizations (ORG) by spaCy, resulting in the ORG tag being the top named entity in the dataset. Figure 7 shows the distribution of simple and complex/compound sentences. Weak analogies tend to have a slightly higher number of complex/compound sentences, and strong analogies have slightly more simple sentences. Figure 8 presents the distributions of word counts, character counts, average word lengths, and unique word counts of strong and weak analogies. Modest discrepancies between distributions suggest the potential for such features to distinguish between strong and weak analogies. Therefore a feature vector combining the abovementioned features (engineered features) was then used in
an SVM classifier to classify strong and weak analogies.
We use five variants of sentence vectors as inputs to the SVM classifier and K-means clustering. The first variant is the ELMo embeddings vector (ELMo). The second variant is the CNNB embeddings vector (CNNB), and the third variant is the engineered features vector with the vector dimension of 44. The fourth variant is a simple concatenation between ELMo embeddings and the engineered feature vector (ELMo composite). The fifth variant is a simple concatenation between CNNB embeddings and the engineered feature vector (CNNB composite).
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**Figure 3:** Plots illustrating the distributions of (a) Concepts counts, (b) Relations counts, (c) Attributes counts, (d) Unique concepts counts, (e) Unique relations counts, and (f) Unique attributes counts of sentence analogies.

![Figure 4](image2)

**Figure 4:** Plots illustrating the distributions of (a) Polarity, (b) Subjectivity across sentence analogies.

We opted to train an SVM classifier with stratified K-fold cross validation due to the limited size of our dataset (less than 1000 data points). Due to the imbalanced nature of the dataset and
identifying strong and weak analogies were equally important in this initial analysis, we used macro-F1 as the performance metric [34]. Performance of the SVM classifier with five variants of sentence vectors are listed in table 2.3.

We further inspect the contributions of the engineered features from the four feature categories mentioned in section 2.2 when discriminating between strong and weak analogies. We observe (see Figure 9) that most of the top 15 discriminating features belong to the syntactic...
Figure 8: Plots illustrating the distributions of (a) Word count, (b) Character count, (c) Avg. word length, and (d) Number of unique words across sentence analogies.

feature category, but a semantic feature contributes the most to discriminate between strong and weak analogies.

Figure 9: Top 15 discriminative features between strong and weak analogies

We use K-means to cluster the five variants of sentence vectors mentioned above with cluster centers randomly selected and K set to two. Based on the Rand index\(^7\), the clusters are not well

\(^7\)https://scikit-learn.org/stable/modules/clustering.html#rand-index
Table 2
Different sentence vector variants and their performance on SVM classifier measured by macro averaged Precision/Recall/F1-score along with their K-means cluster qualities given by Rand Index.

<table>
<thead>
<tr>
<th>Vector Variant</th>
<th>SVM Classifier</th>
<th>K-Means Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>ELMo embeddings</td>
<td>0.96</td>
<td>0.91</td>
</tr>
<tr>
<td>CNNB embeddings</td>
<td>0.86</td>
<td>0.82</td>
</tr>
<tr>
<td>Engineered features</td>
<td>0.75</td>
<td>0.64</td>
</tr>
<tr>
<td>ELMo composite</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>CNNB composite</td>
<td>0.83</td>
<td>0.82</td>
</tr>
</tbody>
</table>

...segregated in any variant, yet engineered features embeddings performed slightly better (see Table 2.3).

3. Discussion

This section presents our findings and insights, followed by the limitations and future work.

3.1. Findings and Insights

We introduce the DAF pipeline to identify discriminative features of strong and weak analogies. We show that just a few engineered features does a surprisingly good job as input to SVM. To be sure, the ELMo composite sent through the SVM classifier performs better than the rest of the sentence vector variants. Nevertheless, the ELMo composite score is slightly higher (∼0.03) than the ELMo. This increase highlights that the engineered features encode some aspects of the analogies not well-captured by the ELMo embeddings. Although the SVM’s performance with the engineered feature vector is 26% lower than that of the ELMo embedding, its embedding size is ∼23 times smaller than the ELMo. This phenomenon hints that considerable performance gains can be achieved with a much smaller number of better hand-crafted features, and most importantly, the better performance is explainable. We also note that the CNNB composite vector’s performance in SVM is slightly poorer than that of the CNNB itself (∼0.02). Although further exploration is required to explain this phenomenon clearly, we suspect this may be the result of feature multicollinearity specific to the manner in which CNNB creates its embeddings, combined with idiosyncracies of the subsets constructed in cross-validation.

We show that, among the features passed to the SVM classifier, the most discriminative feature for classification is a semantic feature (unique attribute count) and three out of the four semantic features (unique relations count, unique concepts count, concepts count) fall in the list of top 15 discriminative features. Also, among the top 15 discriminative features, syntactic features have the most representation. Overall, the engineered features are few in number, meaningful, and relatively cheap to calculate. Given the range of content in the data set—anything from marbles to cake—the modest success reported here is impressive. These features will contribute to our future efforts based on more computationally intensive semantic analysis. A successful unsupervised learning method would liberate classifier training from
dependence on manual annotation. Unsupervised learning results remain largely unimpressive. Nevertheless, there are some hints of promise. Engineered features improve clustering results relative to embeddings alone or embeddings and engineered features. This reinforces our claim that such features are identifying discriminators that are not captured by embeddings.

3.2. Limitations and Future Work.

The dataset used in this work is imbalanced, with more strong analogy data points than weak ones. This may cause the "uniform effect" where K-means produces clusters of the same size, even when the "true" cluster sizes of the dataset are varied [35]. To overcome such issues we plan to improve class imbalance through SMOTE [36], GANS[37], and the expansion of the manually-annotated corpus.

The natural language processing techniques employed in this work do not handle the particular nature of the dataset. For example, the spaCy model we use is trained on a generic English corpus 8. However, we plan to use models/techniques trained on subject-specific corpora to overcome issues like misidentifying biochemical terms as organizations in NER. Also, students use the term "like" in their target analogies to signify the similarity between their analogy and the source domain (biochemistry) concept. These are wrongly picked up by the sentiment analysis tool when evaluating polarity. Modified corpora will allow us to better manage these issues.

We classified analogy strength using individual sentences, which is both a benefit and a limitation. As a result, we identified very simple discriminators. However, some sentences in the dataset might not contribute when creating strong/weak analogies. Constraining analysis to the sentence level requires annotation to eliminate this potential source of noise. However, the long-term goal is to evaluate analogies at the document level, for their epistemic quality. Though still vector based, our ongoing work in this area employs referent knowledge bases for both the target and variable student sources, to guide semantic interpretation.

4. Conclusion

This work introduces the DAF pipeline to identify discriminative features between strong and weak long-form analogies. We show that an SVM-based supervised-learning approach can successfully discriminate component sentences drawn from strong and weak analogies. Semantic and several syntactic features are the main contributors to discrimination, helping us to realize our goal of efficient evaluation of student generated long-form analogies.
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