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Preface

This volume contains the proceedings of the 2nd edition of the workshop IARML@IJCAI. The first edition took place at IJCAI-ECAI 2022, Vienna, Austria\(^1\) that counted with the participation of several colleagues from Europe, America and Asia. This year we expanded our audience to the 5 continents. As in the 1st edition, we will organize a Springer special volume in *Annals of Mathematics and Artificial Intelligence*.

Analogical reasoning is a remarkable human capability used to solve hard reasoning tasks. It consists in transferring knowledge from a source domain to a different, but somewhat similar, target domain by relying simultaneously on similarities and differences. Analogies have preoccupied humanity at least since antiquity (cf. the works of Aristotle, Theon of Smyrna, among others) and have been in more recent years characterized as being “at the core of cognition” (Hofstadter 2001) showing that they permeate almost every aspect of cognition (Hofstadter and Sanders, 2013). According to Hofstadter and the Fluid Analogies Research Group, analogy making is intimately related with abstraction and the search of a “common essence”, which can lead to deep understanding of any concept or situation.

Analogies have been tackled from various angles. Traditionally, *analogical proportions*, i.e., statements of the form “A is to B as C is to D”, are the basis of analogical inference. They contributed to *case-based reasoning* and to multiple *machine learning* tasks such as classification, decision making and machine translation with competitive results. Also, analogical extrapolation can support dataset augmentation (analogical extension) for model learning, especially in environments with few labeled examples. Other approaches include the *Structure Mapping* approach of Dedre Gentner that is based on logical descriptions (in the form of predicate-argument structures) of two domains: the more relational similarity one has between the two domains, the more analogous they can be considered.

Recent neural techniques, such as representation learning, enabled efficient approaches to detecting and solving analogies in domains where symbolic approaches had shown their limits. Transformer architectures trained using vast amounts of data have given us Large Language Models (LLMs) such as Chat-GPT, seem to exhibit human-like conversational and analogy making capacities (Webb et al. 2022). However, better evaluation metrics are needed in order to measure elusive concepts such as intelligence and understanding (Mitchel 2023). More than ever we need to understand the role that analogies, abstraction and similarities between concepts play in language and cognition.

The purpose of this series of workshops is to bring together AI researchers at the cross roads of machine learning, natural language processing, knowledge representation and reasoning, who are interested in the various applications of analogical reasoning in machine learning or, conversely, of machine learning techniques to improve analogical reasoning.

The contributions to this 2nd edition of IARML@IJCAI focused on the following:

- Machine learning for analogical reasoning: representation learning, Advanced similarity measures, analogical transfer, neuro-symbolic models for analogical inference.
- Analogical reasoning for machine learning: classification using analogical reasoning, case-Based Reasoning, creativity and data augmentation.
- Analogies in Large Language Models (LLMs): probing LLMs for analogies, evaluating capacities of LLMs for analogies, creativity in language through analogies.

\(^1\)https://iarml2022-ijcai-ecai.loria.fr/
Applications: to visual domains, to Natural Language Processing, etc.

The workshop welcomed submissions of research papers on all topics at the intersection of analogical reasoning and machine learning. The submissions were subjected to a strict double-blind reviewing process that resulted in the selection of five original contributions and one invited talk, in addition to the two plenary keynote talks.

Plenary talks:

*Accelerating Innovation and Discovery through Analogy Mining* (Dafna Shahaf)

*Similarity measures at the core of analogical transfer and case-based prediction* (Marie-Jeanne Lesot)

Invited talks:

*Multimodal Analogical Reasoning over Knowledge Graphs* (Ningyu Zhang, Lei Li, Xiang Chen, Xiaozhuan Liang, Shumin Deng)

IARML@IJCAI’23 takes place on August 21, 2022 in Macau (China), and we are truly thankful to the IJCAI workshop chairs for their help in the organization of this event. We are greatly indebt to the scientific committee for their reviews and suggestions for improving the accepted contributions.
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Accelerating innovation and discovery through analogy mining

Dafna Shahaf

Abstract: Large repositories of products, patents and scientific papers offer an opportunity for building systems that scour millions of ideas and help users discover inspirations. However, idea descriptions are typically in the form of unstructured text, lacking key structure that is required for supporting creative innovation interactions. In this talk, we will discuss several recent works that explore how to support creative innovation with analogies and idea representations. We propose novel representations that automatically extract different kinds of useful structure from idea descriptions, and demonstrate how these representations can be used to support creative tasks such as ideation, functional search for ideas, and exploration of the design space around a focal problem.

Short Biography: Dafna Shahaf is an Associate Professor in computer science at the Hebrew University of Jerusalem. Prof. Shahaf’s research uses digital traces of human activity to better understand human capacities such as humor and creativity, and to develop computer systems that can support these capacities. She received her PhD from Carnegie Mellon University, and was a postdoctoral fellow at Stanford University and at Microsoft Research. Prof. Shahaf has won multiple awards, including best research paper awards at KDD 2010 and KDD 2017, an ERC starting grant, IJCAI Early Career Award, a Microsoft Research Fellowship, a Siebel Scholarship, Wolf’s Foundation Krill Award, as well as MIT Tech Review’s “Most thought-provoking paper of the week”.
Similarity measures at the core of analogical transfer and case-based prediction

Marie-Jeanne Lesot

Abstract: Case-based prediction applies the plausible inference principle of analogical transfer, according to which if two cases are similar with respect to some criteria, in particular in the situation space, then it is plausible that they are also similar with respect to other criteria, in particular in the outcome space. In a first part, the presentation will review some existing approaches to case-based prediction, distinguishing them according to the type of knowledge used to measure the compatibility between the two sets of similarity relations. In a second part, the presentation will discuss the very notion of similarity measure, highlighting their variety both for numerical and categorical descriptive features. It will finally present some equivalence results that allow to define a reduced number of similarity families, providing some guidance for their selection.

Short Biography: Marie-Jeanne Lesot is an associate professor in the Computer Science Lab of Sorbonne Université, LIP6, and a member of the Learning and Fuzzy Intelligent systems (LFI) group. Her research interests focus on fuzzy machine learning with an objective of data interpretation and semantics integration, within the eXplainable Artificial Intelligence framework; they include similarity measures, fuzzy clustering, linguistic summaries and information scoring. She is also interested in approximate reasoning and the use of non classical logics, in particular weighted variants with increased expressiveness that are close to natural human reasoning processes.
Formulæ for the solution of an analogical equation between Booleans using the Sheffer stroke (NAND) or the Pierce arrow (NOR)

Yves Lepage

Waseda University, Hibikino 2-7, Kitakyushu, 808-0135, Japan

Abstract
This paper gives a formula for the solution of an analogical equation between Booleans using the Sheffer stroke (NAND). Naturally, a counterpart using the Pierce arrow (NOR) is also given. Although not so intuitive, these formulæ are somewhat elegant. The formulæ are obtained in the following way: a rapid review on analogies between sets is given. The result on sets is transposed to Booleans. This result is rewritten using solely the operators mentioned above and simplified.

Keywords
Boolean analogies, Analogies on sets, Sheffer stroke (NAND), Pierce arrow (NOR)

1. Introduction

An axiomatic approach (Section 2) that postulates reflexivity ($A : B :: A : B$) and symmetry ($C : D :: A : B$) of conformity (::$$), in addition to the exchange of the means ($A : C :: B : D$), for any analogy $A : B :: C : D$, allows to define analogy on commutative magmas and commutative monoids (Section 3). The additional postulate of contiguity (the same analogy should hold on the inverse of objects) allows to define analogies on commutative groups (Section 4). Adding the postulate of similarity (all features in $A$ should appear in $B$ or $C$) is used to determine the solution of analogical equations between sets in [1] (Section 5). With all the above, the analogy induced by (a) the structure of the commutative groups ($\mathcal{P}(E), \triangleleft$) or ($\mathcal{P}(E), \triangledown$)\textsuperscript{1} is the same as the analogy induced by (b) the two monoids ($\mathcal{P}(E), \cup$) and ($\mathcal{P}(E), \cap$) holding at the same time, under the condition

$$A \subset B \cup C \land B \cap C \subset A$$

(1.1)

(Section 5). This condition eliminates two cases of discrepancy between the analogies induced by (a) and (b). The solution $D$ of an analogy between sets $A : B :: C : D$ is then:

$$D = ((B \cup C) \setminus A) \cup (B \cap C).$$

(1.2)

\textsuperscript{1} $\triangleleft$ for symmetrical difference on sets (corresponding to XOR on Booleans), and $\triangledown$ for its counterpart corresponding to logical equivalence on Booleans.
General Magma Group

**Definition**

\[ A \star D = C \star B \]

\[ A \star B = A \star B - 1 = C \star D - 1 \]

(o) Reflexivity of conformity

\[ A : B :: A : B \]

\[ A \star B = A \star B = A \star B^{-1} = A \star B^{-1} \]

For any \( A : B :: C : D \)

\[ A \star D = C \star B \]

\[ A \star B = A \star B - 1 = C \star D - 1 \]

(i) Symmetry of conformity

\[ C : D :: A : B \]

\[ C \star B = A \star D \]

\[ C \star D^{-1} = A \star B^{-1} \]

(ii) Inversion of ratios

\[ B : A :: D : C \]

\[ B \star C = D \star A \]

\[ B \star A^{-1} = D \star C^{-1} \]

(iii) Inversion of objects (contiguity)

\[ A^{-1} : B^{-1} :: C^{-1} : D^{-1} \]

any feature in \( A \) must appear in either \( B \) or \( C \) or both.

\[ A^{-1} \star B = C^{-1} \star D \]

(iv) Distribution in objects (similarity)

\[ D : B :: C : A \]

\[ D \star A = C \star B \]

\[ D \star B^{-1} = C \star A^{-1} \]

(v) Exchange of the extremes

\[ A : C :: B : D \]

\[ A \star D = B \star C \]

\[ A \star C^{-1} = B \star D^{-1} \]

Table 1

Postulates for analogy. The last two columns transcribe the definitions to the analogy naturally induced by the structures of a magma and a group.

<table>
<thead>
<tr>
<th>Postulate</th>
<th>General</th>
<th>Magma</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>(o) Reflexivity of conformity</td>
<td>( A : B :: A : B )</td>
<td>( A \star B = A \star B )</td>
<td>( A \star B^{-1} = A \star B^{-1} )</td>
</tr>
<tr>
<td>For any ( A : B :: C : D )</td>
<td>( A \star D = C \star B )</td>
<td>( A \star B^{-1} = C \star D^{-1} )</td>
<td></td>
</tr>
<tr>
<td>(i) Symmetry of conformity</td>
<td>( C : D :: A : B )</td>
<td>( C \star B = A \star D )</td>
<td>( C \star D^{-1} = A \star B^{-1} )</td>
</tr>
<tr>
<td>(ii) Inversion of ratios</td>
<td>( B : A :: D : C )</td>
<td>( B \star C = D \star A )</td>
<td>( B \star A^{-1} = D \star C^{-1} )</td>
</tr>
<tr>
<td>(iii) Inversion of objects (contiguity)</td>
<td>( A^{-1} : B^{-1} :: C^{-1} : D^{-1} )</td>
<td>undefined</td>
<td>( A^{-1} \star B = C^{-1} \star D )</td>
</tr>
<tr>
<td>Distribution in objects (similarity)</td>
<td>any feature in ( A ) must appear in either ( B ) or ( C ) or both.</td>
<td>undefined</td>
<td>undefined</td>
</tr>
<tr>
<td>(iv) Exchange of the extremes</td>
<td>( D : B :: C : A )</td>
<td>( D \star A = C \star B )</td>
<td>( D \star B^{-1} = C \star A^{-1} )</td>
</tr>
<tr>
<td>(v) Exchange of the means</td>
<td>( A : C :: B : D )</td>
<td>( A \star D = B \star C )</td>
<td>( A \star C^{-1} = B \star D^{-1} )</td>
</tr>
</tbody>
</table>

The purpose of this paper is to transcribe (1.2) to analogy between Booleans (Section 6). As the Sheffer stroke (Section 7) is known to be functionally complete, the formulation uses only this operator (Section 10). The same is done with the Pierce arrow (Section 8).

2. Postulates for analogy

The classical way of writing down an analogy with \( A : B :: C : D \) involves two basic articulations denoted by the signs : for ratio and :: that we choose to call conformity\(^2\). The four terms are traditionally divided into the means \( B \) and \( C \), and the extremes \( A \) and \( D \). Studies in the notion of analogy in its technical sense (not in its vernacular sense of mere similarity or comparison, as in analogical reasoning) extract two underlying notions, those of similarity and contiguity.

Conformity can be postulated to be reflexive and symmetric\(^3\). The ratios can be thought to be inversible\(^4\). From the Greek antiquity, it is considered that analogy (in its strict technical meaning) cannot go without the exchange of the means\(^5\). All this leads to the postulates given in Table 1.

---

\(^2\)The character : (U+2236) is named ratio in the ISO 10646 standard (Unicode) and :: (U+2237) is named proportion.

\(^3\)I.e., a dependency relation. An equivalence relation requires transitivity in addition.

\(^4\)Invertendo in the Latin tradition.

\(^5\)Permutando or alternando in the Latin tradition.
Table 2
Bijection between the eight equivalent forms of an analogy and the eight elements of the dihedral group $D_8$, i.e., the transformations of the corners of the square.

Consecutive applications of (i), (ii), (v) or (vi) in any number and in any order lead to only eight equivalent forms of the same analogy [2] which correspond to the eight possible transformations of the corners of a square, known as the dihedral group $D_8$ where the internal operation is composition. This bijection is given in Table 3. In the dihedral group, the choice of the two distinguished elements, $a$ and $x$ among the seven non-identity elements, is not totally free. The possible choices, expressed for analogy, are visualized in Figure 1. (ii) Inversion of ratios and (vi) Exchange of the means is a possible choice. (i) Symmetry of conformity and (vi) Exchange of the means is another possible choice. For this last choice, it means that the postulates (ii) and (v) are indeed dispensable.

3. Analogy induced on commutative magmas and monoids

Let $(E, \star)$ be a magma, i.e., a set equipped with an internal law, without any specific property. To define analogy on such a structure, the only device offered is its internal operation. Drawing a parallel with numbers, where, for arithmetic and geometric analogies, one has $a + d = b + c$ and $a \times d = b \times c$, it is natural to posit the following equivalence to induce analogy from a
magma. However, observe that there are two possibilities, because the internal operation could be non-commutative.

\[ \forall (A, B, C, D) \in \mathcal{E}^4, \ A : B :: C : D \ \overset{\text{def}}{\iff} \ A \star D = B \star C \quad (3.1) \]

or

\[ \forall (A, B, C, D) \in \mathcal{E}^4, \ A : B :: C : D \ \overset{\text{def}}{\iff} \ A \star D = C \star B \quad (3.2) \]

With (3.1), the axiom of reflexivity of conformity would impose immediately that \( \star \) be commutative because

\[ \forall (A, B) \in \mathcal{E}^2, \ A : B :: A : B \ \iff \ \forall (A, B) \in \mathcal{E}^2, \ A \star B = B \star A. \]

For (3.2), the expression of each postulate is shown in Table 1. (o) and (i) hold because, equality being an equivalence relation, it is a dependency relation. The inverse of objects and the distribution in objects are left undefined. For all other axioms, a sufficient condition for them to be met is that \( \star \) be commutative.

To summarize, to naturally induce analogy from the structure of a magma, it suffices for the internal operation to be commutative. The two definitions (3.1) and (3.2) are then the same. The axioms of object inversion and distribution within objects can be left unspecified. Observe that neither conformity nor ratio are directly defined. Finally, nothing can be said in the general case for the problem of solving an analogical equation on a commutative magma: given a triplet \( (A, B, C) \in \mathcal{E}^3 \), find \( D \) such that \( A : B :: C : D \), i.e., find \( D \) such that \( A \star D = C \star B \).

On a commutative monoid, i.e., a magma with associativity of the internal operation and a neutral element, analogy can be naturally induced in the same way as for a commutative magma.
4. Analogy induced on commutative groups

Let \((\mathcal{E}, \star)\) be a group. Let \(a^{-1}\) denote the inverse element of \(a\).

- Ratios can be defined directly:

\[
\forall (A, B) \in \mathcal{E}^2, \quad A : B \overset{\text{def}}{=} A \star B^{-1}.
\] (4.1)

Note that this definition of the ratio is very specific: the ratio between two elements of \(\mathcal{E}\) is an element of \(\mathcal{E}\). This is very different from the situation with magmas in which, generally speaking, we do not know what a ratio is.

- Conformity can be defined as equality.

- The definition of analogy can then be as follows:

\[
\forall (A, B, C, D) \in \mathcal{E}^4, \quad A : B :: C : D \overset{\text{def}}{=} A \star B^{-1} = C \star D^{-1}.
\] (4.2)

The column marked Group in Table 1 gives the expression of each of the postulates using (4.2). Similarly as for magmas, conformity being equality, reflexivity and symmetry hold. Postulating the axiom of inversion of objects, i.e.,

\[
\forall (A, B, C, D) \in \mathcal{E}^4, \quad A : B :: C : D \iff A^{-1} : B^{-1} :: C^{-1} : D^{-1},
\] (4.3)

has the consequence that \(A\) can be expressed in two ways in function of the other terms.

\[
A^{-1} : B^{-1} :: C^{-1} : D^{-1}
\]
\[
\iff A^{-1} \star (B^{-1})^{-1} = C^{-1} \star (D^{-1})^{-1}
\]
\[
\iff A^{-1} \star B = C^{-1} \star D
\]
\[
\iff A = C \star D^{-1} \star B
\]
\[
\iff B^{-1} \star A = D^{-1} \star C
\]
\[
\iff A = B \star D^{-1} \star C
\]

Commutativity on the entire group is sufficient to ensure the equality

\[
A = B \star D^{-1} \star C = C \star D^{-1} \star B.
\] (4.4)

Hence, provided the group is commutative, the group structure entails all the axioms listed in Table 1 with the exception of the axiom of distribution in objects.

5. Analogy between sets

Let \(\mathcal{E}\) be a set. The set of all subsets of \(\mathcal{E}\) is noted \(\mathcal{P}(\mathcal{E})\). Equipped with union, \((\mathcal{P}(\mathcal{E}), \cup)\) is a commutative monoid. Union is an internal operation in \(\mathcal{P}(\mathcal{E})\) that is associative and commutative. The neutral element is \(\emptyset\) (\(\emptyset \cup A = A \cup \emptyset = A\)). However there is no inverse element in general, i.e., for any set \(A\) in \(\mathcal{P}(\mathcal{E})\), there is no set \(B\) such that \(A \cup B = \emptyset\). Similarly, \((\mathcal{P}(\mathcal{E}), \cap)\) is a commutative monoid. The neutral element is \(\mathcal{E}\).
The symmetrical difference on sets (noted △ and corresponding to XOR on Booleans), and another operation noted ∨ (the counterpart of logical equivalence on Booleans) are defined as follows.

\[
\forall (A, B) \in \mathcal{P}(\mathcal{E})^2, \quad A \triangle B = (A \cup B) \setminus (A \cap B) \quad (5.1)
\]

\[
A \triangledown B = \mathcal{E} \setminus (A \triangle B) \quad (5.2)
\]

\((\mathcal{P}(\mathcal{E}), \triangle)\) is a commutative group. Symmetrical difference is an internal operation in \(\mathcal{P}(\mathcal{E})\) that is associative and commutative. The neutral element is \(\emptyset (\emptyset \triangle A = A \triangle \emptyset = A)\). The inverse element of any set \(A\) in \(\mathcal{P}(\mathcal{E})\) is itself. \(A \triangle A = \emptyset\). Similarly, \((\mathcal{P}(\mathcal{E}), \triangledown)\) is a commutative group, with \(\mathcal{E}\) as the neutral element, and each element is its one inverse.

For any quadruple of sets in a power set \(\mathcal{P}(\mathcal{E})\), if the two analogies induced by the two structures of commutative monoids \((\mathcal{P}(\mathcal{E}), \cup)\) and \((\mathcal{P}(\mathcal{E}), \cap)\) hold at the same time, then, the analogy induced by the structure of commutative group \((\mathcal{P}(\mathcal{E}), \triangle)\) holds too (and similarly for \((\mathcal{P}(\mathcal{E}), \triangledown)\)).

\[
A : B \triangle C : D \land A : B \triangledown C : D \iff (A \cap D) = (C \cap B) \land (A \cup D) = (C \cup B)
\]

\[
\Rightarrow (A \setminus B) \cup (B \setminus A) = (C \setminus D) \cup (D \setminus C)
\]

\[
\iff A \triangle B = C \triangle D \iff A : B \triangle C : D
\]

\[
\iff A \triangledown B = C \triangledown D \iff A : B \triangledown C : D
\]

The second line above is only an implication. Now, the analogy induced by the structure of a commutative group of \((\mathcal{P}(\mathcal{E}), \triangle)\) (or, similarly, \((\mathcal{P}(\mathcal{E}), \triangledown)\)) is the same as when the two analogies induced by the two commutative monoids \((\mathcal{P}(\mathcal{E}), \cup)\) and \((\mathcal{P}(\mathcal{E}), \cap)\) hold at the same time, under the condition \(A \subset B \cup C \land B \cap C \subset A\). This is (1.1) given in the introduction. \(A \subset B \cup C\) transcribes the postulate of distribution in objects (iv) for sets with the features being the elements. \(B \cap C \subset A\) is obtained by taking the set complements, i.e., using the postulate of inversion of objects (iii).

\[
A : B \triangle C : D \iff \\
A : B \triangledown C : D \iff A \triangle B = C \triangle D
\]

\[
\Rightarrow (A \setminus B) \cup (B \setminus A) = (C \setminus D) \cup (D \setminus C)
\]

\[
\Rightarrow (A \cap D) = (C \cap B) \land (A \cup D) = (C \cup B)
\]

\[
\iff A : B \triangle C : D \land A : B \triangledown C : D
\]

Table 3 gives the explicit development of this correspondence.

In [1], it was shown that, under the condition (1.1), the solution of an analogical equation \(A : B \triangle C : D\) of unknown \(D\) between sets is given by (1.2).
6. Analogies between Booleans

There exists a correspondence between operations on sets and operations on Booleans. Here we use the correspondence between union and or, intersection and and, and the fact that the complement of a set in another one corresponds to taking the conjunction with the negation: \( A \setminus B \) corresponds to \( a \land \neg b \). With this, the solution of an analogy between Booleans, \( a : b :: c : d \), transcribed from the solution of an analogy between sets, under the condition (transcribed from the condition on sets) that

\[
    a \Rightarrow b \lor c \land b \land c \Rightarrow a,
\]

is:

\[
    d = ((b \lor c) \land \neg a) \lor (b \land c).
\]

The condition corresponds to the cases in conflict in [3] and [4], and identified in [1], i.e., the problem of accepting or not \( T : F :: F : T \) and \( F : T :: T : F \) as valid analogies. Transposed on sets, this is tantamount to ask whether \( \{e_1, e_2\} : \{e_2\} :: \{e_3\} : \{e_1, e_3\} \) is a valid analogy. The

\[
\begin{array}{cccc|c|c}
    A & B & C & D & \text{analogy induced by both monoids:} & \text{analogy induced by group:} \\
    \hline
    F & F & F & F & T & (\text{a}) \\
    F & F & F & T & T & (\text{a}) \land (\text{b}) \\
    F & F & T & F & T & (\text{a}) \land (\text{b}) \\
    F & F & T & T & T & (\text{a}) \land (\text{b}) \\
    F & T & F & F & T & (\text{a}) \land (\text{b}) \\
    F & T & F & T & T & (\text{a}) \land (\text{b}) \\
    F & T & T & F & T & (\text{a}) \land (\text{b}) \\
    F & T & T & T & T & (\text{a}) \land (\text{b}) \\
    T & F & F & F & T & (\text{a}) \land (\text{b}) \\
    T & F & F & T & T & (\text{a}) \land (\text{b}) \\
    T & F & T & F & T & (\text{a}) \land (\text{b}) \\
    T & F & T & T & T & (\text{a}) \land (\text{b}) \\
    T & T & F & F & T & (\text{a}) \land (\text{b}) \\
    T & T & F & T & T & (\text{a}) \land (\text{b}) \\
    T & T & T & F & T & (\text{a}) \land (\text{b}) \\
    T & T & T & T & T & (\text{a}) \land (\text{b}) \\
\end{array}
\]

Table 3

Correspondence, on sets, between the two analogies induced by the commutative monoids \((\mathcal{P}(\mathcal{E}), \cup)\) and \((\mathcal{P}(\mathcal{E}), \cap)\) holding at the same time and each of the analogies induced by the commutative groups \((\mathcal{P}(\mathcal{E}), \forall)\) or \((\mathcal{P}(\mathcal{E}), \forall)\).
condition given above for sets rejects this analogy by keeping the natural interpretation of sets as containers.

7. The Sheffer stroke

The Sheffer stroke (usually noted \( \mid \), but noted \( \uparrow \) here\(^6\)) denotes the NAND operator. For two Boolean variables \( p \) and \( q \),

\[
p \uparrow q = \neg (p \land q).
\] (7.1)

It is known that the singleton containing the Sheffer stroke as sole Boolean operator is functionally complete. This means that any Boolean expression can be rewritten using solely the Sheffer stroke. For instance,

\[
p \land q = (p \uparrow q) \uparrow (p \uparrow q),
\] (7.2)

\[
p \lor q = (p \uparrow p) \uparrow (q \uparrow q),
\] (7.3)

\[
\neg p = p \uparrow p.
\] (7.4)

Intuitive operators are associative and commutative as is the case for \( + \) or \( \times \) on numbers. However, remarkably, the Sheffer stroke is commutative

\[
p \uparrow q = q \uparrow p,
\] (7.5)

but not associative, i.e., in general

\[
(p \uparrow q) \uparrow r \neq p \uparrow (q \uparrow r).
\] (7.6)

By virtue of \( p \uparrow p = \neg p \), trivially,

\[
(p \uparrow p) \uparrow (p \uparrow p) = \neg (\neg p) = p.
\] (7.7)

The notation \( p^2 \) for \( p \uparrow p \) can be introduced, and applying it twice, reduces (7.7) to:

\[
(p^2)^2 = p.
\] (7.8)

8. The Pierce arrow

The Pierce arrow is the NOR operator, i.e.,

\[
p \downarrow q = \neg (p \lor q).
\] (8.1)

It has similar properties as the Sheffer stroke: it is commutative, but not associative, negation is obtained by self-application

\[
\neg p = p \downarrow p,
\] (8.2)

\(^6\)As in [5] and other works, we prefer \( \uparrow \) over \( \mid \) for symmetry reasons due to the use of the Pierce arrow \( \downarrow \).
and any Boolean formula can be rewritten using it solely, i.e., alone, it is functionally complete. There is a kind of symmetry with the Sheffer stroke for the expression of conjunction and disjunction, due to the fact that they are dual\(^7\):

\[
p \land q = (p \downarrow p) \downarrow (q \downarrow q) \tag{8.3}
\]
\[
p \lor q = (p \downarrow q) \downarrow (p \downarrow q). \tag{8.4}
\]

The notation \(p^2\) can be used with the Pierce arrow with the same meaning and same value as with the Sheffer stroke:

\[
p^2 = \neg p = p \uparrow p = p \uparrow p. \tag{8.5}
\]

Consequently, (7.8) also holds for the Pierce arrow.

9. Relations between the Sheffer stroke and the Pierce arrow

The following properties can easily be established by using the expression of disjunction for the two operators:

\[
b^2 \downarrow c^2 = (b \downarrow c)^2, \tag{9.1}
\]
\[
a^2 \uparrow (b^2 \uparrow c^2) = (a \downarrow (b \downarrow c))^2. \tag{9.2}
\]

Rather than using \(p, q\) and \(r\) for variable names, we used \(a, b\) and \(c\) on purpose, to ease the reading of Section 10. The same can be done for conjunction:

\[
b^2 \downarrow c^2 = (b \uparrow c)^2, \tag{9.3}
\]
\[
a^2 \downarrow (b^2 \downarrow c^2) = (a \downarrow (b \uparrow c))^2. \tag{9.4}
\]

10. Formulae for the solution of a Boolean analogy

The rewriting of the solution of an analogy between Booleans into an expression that involves only the Sheffer stroke can be worked out by hand from (6.2). It is safer to rely on a program to automatically perform this rewriting. We give such a program in Figure 2. It starts from a tree representation of (6.2), i.e., (6.2) in Polish notation.

The result is as follows, with spaces for clarity.

\[
d = ( ( ((b \uparrow b) \uparrow (c \uparrow c)) \uparrow (a \uparrow a)) \uparrow (((b \uparrow b) \uparrow (c \uparrow c)) \uparrow (a \uparrow a)) ) \uparrow
\]
\[
( (((b \uparrow b) \uparrow (c \uparrow c)) \uparrow (a \uparrow a)) \uparrow (((b \uparrow b) \uparrow (c \uparrow c)) \uparrow (a \uparrow a)) ) \uparrow
\]
\[
(((b \uparrow c) \uparrow (b \uparrow c)) \uparrow ((b \uparrow c) \uparrow (b \uparrow c)))
\]

This lengthy formula can be simplified by

- locating occurrences of (7.8), i.e., \((p \uparrow p) \uparrow (p \uparrow p) = p\),
- introducing the \(p^2\) notation, and

\(^7\)The dual \(f^d\) of an operator \(f\) is defined as follows [5]: \(f^d(a_1, a_2, \ldots, a_n) = (f(a_1^2, a_2^2, \ldots, a_n^2))^2\).
Figure 2: Program for automatic generation of the solution of an analogy between Booleans using the Sheffer stroke only.

- reestablishing the order of appearance of $a$, $b$ and $c$ by commutativity of the Sheffer stroke.

$$
\begin{align*}
    d &= (((b \uparrow b) \uparrow (c \uparrow c)) \uparrow (a \uparrow a)) \uparrow (b \uparrow c) \\
    &= ( (b^2 \uparrow c^2) \uparrow a^2 ) \uparrow (b \uparrow c) \\
    &= ( a^2 \uparrow (b^2 \uparrow c^2) ) \uparrow (b \uparrow c)
\end{align*}
$$

(10.1)

For the Pierce arrow, the formula output by a similar program is as follows. Similarly, it can be simplified.

$$
\begin{align*}
    d &= (((((b \downarrow c) \downarrow (b \downarrow c)) \downarrow ((b \downarrow c) \downarrow (b \downarrow c))) \downarrow ((a \downarrow a) \downarrow (a \downarrow a))) \downarrow ((b \downarrow b) \downarrow (c \downarrow c))) \\
    &= (((((b \downarrow c) \downarrow (b \downarrow c)) \downarrow ((b \downarrow c) \downarrow (b \downarrow c))) \downarrow ((a \downarrow a) \downarrow (a \downarrow a))) \downarrow ((b \downarrow b) \downarrow (c \downarrow c))) \\
    &= ( (((b \downarrow c) \downarrow (b \downarrow c)) \downarrow ((b \downarrow c) \downarrow (b \downarrow c))) \downarrow ((a \downarrow a) \downarrow (a \downarrow a))) \downarrow ((b \downarrow b) \downarrow (c \downarrow c)) \\
    &= ( ((b \downarrow c) \downarrow (b \downarrow c)) \downarrow (b^2 \downarrow c^2) )^2 \\
    &= ( (a \downarrow (b \downarrow c)) \downarrow (b^2 \downarrow c^2) )^2
\end{align*}
$$

(10.2)

This second formula could have been obtained directly from (10.1) by exploiting the relations seen in Section 9, i.e., the duality between the two operators.
Remarkably, (10.1) is equivalent to the following formula, where the whole is squared and variables are squared.

\[
\begin{align*}
(a^2\uparrow(b^2\uparrow c^2))\uparrow(b\uparrow c) & = (a\downarrow(b\downarrow c))^2\uparrow(b\uparrow c) \quad \text{by (9.2)} \\
& = (a\downarrow(b\downarrow c))^2\uparrow(b^2\downarrow c^2)^2 \quad \text{by (9.3)} \\
& = ( (a\downarrow(b\downarrow c))\downarrow(b^2\downarrow c^2) )^2 \quad \text{by (9.1) (10.2)}
\end{align*}
\]

(10.1)

\[
\begin{align*}
d & = ( a\uparrow(b\uparrow c) ) \uparrow (b^2\uparrow c^2 )^2 \\
& = d(a, b, c)^2.
\end{align*}
\]

(10.3)

The equivalence between (10.1) and (10.3) is shown by the table of truth values for the two formulae in Table 4. The grayed-out lines are the two lines corresponding to the cases where condition (6.1) is not verified. In this table, the symmetry around the central line says that the value of \(d\) is negated by taking the negation of each of the variables \(a\), \(b\), and \(c\). This just states that, considered as an operator on three variables, the solution of an analogy is self-dual:

\[
d(a^2, b^2, c^2) = d(a, b, c)^2.
\]

This follows intuition as, \(d\) being the solution of an analogy, the postulate of inversion of objects (iii) should hold. For the same reason, an equivalent form to (10.2) is:

\[
d = ( a^2 \downarrow (b^2 \downarrow c^2) ) \downarrow (b\downarrow c)
\]

(10.4)

Thus, remarkably, the formulae using the Pierce arrow (NOR) are the same as the ones using the Sheffer stroke (NAND). That is, (10.4) is the same as (10.1) and (10.2) is the same as (10.3), except for the operator.

\[\text{Table 4} \quad \text{True value tables of (10.1) and (10.3).}\]

<table>
<thead>
<tr>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(b\uparrow c)</th>
<th>(b^2\uparrow c^2)</th>
<th>(a\uparrow(b\uparrow c))</th>
<th>(a^2\uparrow(b^2\uparrow c^2))</th>
<th>(d) in (10.1)</th>
<th>(d) in (10.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
</tbody>
</table>

\[\text{Remarkably, (10.1) is equivalent to the following formula, where the whole is squared and variables are squared.}\]

\[d = ( (a\uparrow(b\uparrow c)) \uparrow (b^2\uparrow c^2 ) )^2 \]

\[\text{The submitted version of this paper contained a regrettable error in the justification of this equivalence. We fortunately became aware of it before the feedback of the reviewers, who, of course, spotted it. We thank one of them for suggesting a proof of this equivalence.}\]
11. Conclusion

This paper gave formulae for the solution of an analogical equation between Booleans using solely the Sheffer stroke (NAND) or the Pierce arrow (NOR).

These formulae were obtained by transposing a formula on sets to Booleans. To justify this first formula, we reminded postulates for analogy and briefly showed how analogy can be induced from some algebraic structures (see also [6]). We then gave a rapid review on analogies between sets and stressed the fact that there is a discrepancy between analogy induced by union or intersection and analogy induced by symmetrical difference. Transposed to Booleans, this discrepancy tantamounts to ask whether T : F :: F : T and F : T :: T : F (by inversion of ratios (11)) should be considered valid analogies.

Although not so intuitive, the formulae for Booleans using the Sheffer stroke or the Pierce arrow are somewhat elegant. They reflect the self-duality of the solution of a Boolean analogical equation. Any of the two operators, Sheffer stroke or Pierce arrow, can indifferently be used for them. It is an open question whether these formulae are the most economical ones in terms of number of occurrences of operators or variables, i.e., whether their efficiency is the best possible [5].
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Abstract
In this paper we investigate interactions between recent advances in the modeling of analogical transfer and similarity learning. Indeed, a unifying principle of case-based prediction methods was recently established, according to which the plausible inference principle of analogical transfer can be interpreted as a transfer of similarity knowledge from a situation space to an outcome space. Following this principle, the task of analogical transfer can be addressed using a global indicator of the compatibility between two similarity measures. Such an indicator can also be used to assess the quality of the situation space similarity measure with respect to the case-based prediction task. We discuss several perspectives opened by such an interpretation of the task of analogical transfer as the optimisation of the compatibility criterion: we explore interactions with similarity learning, as well as with energy function optimisation.
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1. Introduction

Analogical transfer is a cognitive process that allows to derive some new information about a target situation by applying a plausible inference principle, according to which if two situations are similar with respect to some criteria, then it is plausible that they are also similar with respect to other criteria [1]. Case-based reasoning (CBR) systems implement analogical transfer in order to infer some information about a new situation directly by comparing it to a set of past experiences (called cases) stored in memory [2]. In that process, similarity knowledge is a critical component and is dependent on the task and data considered. For instance, several approaches have been proposed to measure similarities between data represented as Boolean vectors and between sequences in the context of analogical reasoning, as described in [3].
Recent work [4] showed that a common principle underlying case-based prediction methods is that they interpret the plausible inference principle of analogical transfer as a transfer of similarity knowledge from a situation space to an outcome space. This idea of modeling analogical transfer as a transfer of similarity knowledge is a powerful idea, that can have many implications. One of them is that learning a similarity measure can be framed as the problem of optimizing the compatibility between two similarity measures on a data set.

In this paper, we discuss some perspectives and directions that could be given to this line of research. A global indicator of the compatibility between two similarity measures has already been proposed in the **CoAT** method [5], and preliminary experiments showed that such an indicator can be used as an intrinsic indicator of the quality of the similarity measure with respect to the case-based prediction task [6]. A natural perspective to this research is to apply these results to similarity learning, and to design a similarity learning method that would optimise such an indicator on the data set. To this aim, we explore in this paper the connections between the **CoAT** method and existing work in the domain of similarity learning. We then show that interpreting **CoAT** in an energy-based model is quite straightforward, so that the similarity learning task can be stated as the task of learning an energy function.

The paper is organized as follows. In Section 2 we recall the previous work on the **CoAT** method. We then briefly survey in Section 3 some approaches to learning (dis)similarities that seem relevant to **CoAT**, and discuss how to leverage **CoAT** to obtain suitable similarity measures. We also explore techniques based on the optimisation of energy function that we propose in Section 4 and discuss further perspectives in Section 5.

### 2. The **CoAT** Method

In the **CoAT** method [5, 6, 7], the analogical transfer inference is made by minimizing a global indicator of compatibility between two similarity measures. Such an indicator can also be used as an intrinsic indicator of the quality of the similarity measure w.r.t. the transfer task.

#### 2.1. Definition of the Indicator

Let $\mathcal{S}$ denote an input space, and $\mathcal{R}$ an output space. An element of $\mathcal{S}$ is called a *situation*, and an element of $\mathcal{R}$ is called an *outcome*, or a result. A set $CB = \{(s_1, r_1), \ldots, (s_n, r_n)\}$ of elements in $\mathcal{S} \times \mathcal{R}$ is called a *case base*. An element $c = (s, r) \in CB$ is called a *source case*. In addition, the spaces $\mathcal{S}$ and $\mathcal{R}$ are respectively equipped with two similarity measures $\sigma_\mathcal{S}$ and $\sigma_\mathcal{R}$, that respectively denote the similarity measure on situations and on outcomes.

The compatibility of $\sigma_\mathcal{R}$ with $\sigma_\mathcal{S}$ is measured globally on the case base $CB$, by introducing a global indicator $\Gamma(\sigma_\mathcal{S}, \sigma_\mathcal{R}, CB)$. This indicator measures the compatibility of $\sigma_\mathcal{R}$ with $\sigma_\mathcal{S}$ from an ordinal point of view on the whole case base $CB$, by checking if the order induced by $\sigma_\mathcal{R}$ is the same as the one induced by $\sigma_\mathcal{S}$. The following continuity constraint is tested on each triple of cases $(c_0, c_i, c_j)$, with $c_0 = (s_0, r_0)$, $c_i = (s_i, r_i)$, and $c_j = (s_j, r_j)$:

$$\text{if } \sigma_\mathcal{S}(s_0, s_i) \geq \sigma_\mathcal{S}(s_0, s_j), \text{ then } \sigma_\mathcal{R}(r_0, r_i) \geq \sigma_\mathcal{R}(r_0, r_j). \quad (C)$$

Constraint $(C)$ expresses that anytime a situation $s_i$ is more similar to a situation $s_0$ than situation $s_j$, this order should be preserved on outcomes. A triple $(c_0, c_i, c_j)$ does not satisfy $(C)$ if the
case \( c_i \) is more similar to the case \( c_0 \) (that we will refer to as anchor) than the case \( c_j \) for situations, but less similar for outcomes, i.e., when \( \sigma_S(s_0, s_i) \geq \sigma_S(s_0, s_j) \) and \( \sigma_R(r_0, r_i) < \sigma_R(r_0, r_j) \). Such a violation of the constraint is called an inversion of similarity. The indicator \( \Gamma(\sigma_S, \sigma_R, CB) \) counts the total number of inversions of similarity observed on a case base \( CB \):

\[
\Gamma(\sigma_S, \sigma_R, CB) = |\{(s_0, r_0), (s_i, r_i), (s_j, r_j)\} \in CB \times CB \times CB \text{ such that } \sigma_S(s_0, s_i) \geq \sigma_S(s_0, s_j) \text{ and } \sigma_R(r_0, r_i) < \sigma_R(r_0, r_j)\}|
\]

2.2. Inference

When the case base is fully known, except for the outcome \( r_t \) of one case \( c_t = (s_t, r_t) \), the transfer inference consists in finding the outcome \( r_t \) that minimizes the value of the indicator:

\[
r_t = \arg\min_{r \in \mathcal{R}} \Gamma(\sigma_S, \sigma_R, CB \cup \{(s_t, r)\}).
\]

2.3. An Intrinsic Indicator of the Quality of a Similarity Measure

The indicator \( \Gamma(\sigma_S, \sigma_R, CB) \) can be used to assess the quality of the situation space similarity measure \( \sigma_S \) with respect to the transfer task, independently of the algorithm used for the inference. We report here some first experiments made in [6] that show a strong correlation between the value of the \( \Gamma(\sigma_S, \sigma_R, CB) \) indicator obtained for a chosen similarity measure \( \sigma_S \) and the corresponding performance of the CoAT prediction algorithm.

Experimental Protocol. The experiment is conducted on 200 instances extracted from the Balance Scale data set\(^1\). As the instances of these data sets are described only by \( d \) numeric features, each situation can be represented by a vector of \( \mathbb{R}^d \). Let \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^d \) be two such vectors. These data induce a classification task: the outcomes are categorical classes and the outcome similarity measure \( \sigma_R \) is the class membership, i.e. \( \sigma_R(u, v) = 1 \) if \( u = v \), and 0 otherwise. The performance of the CoAT algorithm is measured by generating 100 different classification tasks \( \{(\sigma_i, \sigma_R, CB)\}_{1 \leq i \leq 100} \), each of which is obtained by choosing for \( \sigma_S \) a decreasing function of a randomly weighted Euclidean distance. More precisely, a set of random linear maps \( \{L_i : \mathbb{R}^d \rightarrow \mathbb{R}^d\}_{1 \leq i \leq 100} \) are generated, and for each map \( L_i \), \( \sigma_i \) is defined as a decreasing function of the Euclidean distance computed in the \( L_i \)'s embedding space:

\[
\sigma_i(\mathbf{x}, \mathbf{y}) = e^{-d_i(\mathbf{x}, \mathbf{y})} \text{ with } d_i(\mathbf{x}, \mathbf{y}) = \|L_i\mathbf{x} - L_i\mathbf{y}\|_2 = \sqrt{(\mathbf{x} - \mathbf{y})^T L_i^T L_i (\mathbf{x} - \mathbf{y})}.
\]

The performance is also measured on the task \( (\sigma_E, \sigma_R, CB) \), in which \( \sigma_E(\mathbf{x}, \mathbf{y}) = e^{-\|\mathbf{x} - \mathbf{y}\|_2} \) is a decreasing function of the Euclidean distance, which amounts to taking as linear map the identity matrix. For each task, the performance is measured by the prediction accuracy, with 10-fold cross validation.

\(^1\)https://archive.ics.uci.edu/ml/datasets/balance+scale
Results. Fig. 1 shows for each classification task the average accuracy and standard deviation of the CoAT algorithm according to the value of the $\Gamma$ indicator (“Dataset complexity” axis on the figure). The blue points correspond to the randomly generated $\sigma_i$ similarity measures. The red point gives the results for the $\sigma_E$ similarity measure based on the standard Euclidean distance. The green line shows the result of a linear regression on the data. The Pearson’s coefficient is $-0.97$. The results clearly show a correlation between the value of the indicator and the performance of the CoAT algorithm.

3. Perspectives on Learning (Dis)similarity Measures

While it is possible to use CoAT to quantify the suitability of a similarity measure for a CBR task, we argue that it should be possible to adapt CoAT to learn suitable similarity measures. Below we describe some existing methods to learning similarity (or dissimilarity) that appear relevant to adapt CoAT, before discussing how optimizing the indicator of CoAT relates to these (dis)similarity measure learning methodologies.

In what follows, we will not make distinction between similarity and dissimilarity measures since they are the counterpart of one another. It is possible to define one from the other, for instance, given a dissimilarity $d(u,v)$ defined on $\mathbb{R}^+$ we define the similarity $\sigma(u,v)$ on $[0,1]$ with the inverse $\sigma(u,v) = \frac{1}{1+d(u,v)}$ or the exponential $\sigma(u,v) = e^{-d(u,v)}$.

3.1. Related Works on (Dis)similarity Measure Learning

Constructing a similarity measure for a given task is difficult and time-consuming, especially if domain knowledge is to be taken into account into the process. It is possible to use data to
support and facilitate this process, either to guide the design of the measure \[8\] or to learn suitable parameters for a similarity measure.

Designing or learning (dis)similarity measures from data has long been studied \[9\]. Here, we briefly discuss three approaches, namely, by combining local similarities, by unsupervised approaches based on clustering techniques, and by supervised or semi-supervised metric learning approaches. Note that there is a particular focus in CBR on the explainability of the similarity measures as well as on using complex data (i.e., heterogeneous or structured), which constrains the learning of (dis)similarity measures.

**Combining local (dis)similarities.** Computing (dis)similarities in heterogeneous data can be performed by transforming the input dataset into a homogeneous one. An interesting approach is to consider the overall similarity measure as a weighted sum of ad-hoc measures. For instance, the *k*-Prototypes algorithm \[10\] computes a dissimilarity \(d(x, y)\) between two instances \(x\) and \(y\) as

\[
d(x, y) = d_E(x, y) + \lambda d_C(x, y),
\]

where \(d_E(x, y)\) is the Euclidean distance for a subset of continuous attributes, \(d_C(x, y)\) the number of mismatched categorical attributes, and where \(\lambda\) a weighting parameter. Gower’s similarity \[11\] is a popular measure that works in a similar fashion.

More generally, it is possible to rely on existing similarity measures for each aspect of the data, and combine them to obtain a global similarity. For instance, \[8, 12, 13\] learn the weights of linear combinations of local similarity functions for CBR tasks. Another example is \[14\], in which a set of local similarities estimated by artificial neural networks are aggregated. Note that the above mentioned weights can be thought as the importance that each local measure has, and thus used for explanation and fairness purposes \[14, 15, 16, 17, 18, 19\].

The main drawback of combining local dissimilarities is that it requires additional pre-processing and learning as well as supervision.

**Unsupervised learning of (dis)similarities.** Shi and Horvath \[20\] proposed a method to compute dissimilarities between instances in unsupervised settings using Random Forest (RF). RF \[21\] is a popular algorithm for supervised learning tasks, and is widely used in many applied fields, e.g., in biology \[22\] and in image recognition \[23\]. Essentially, it is an ensemble method that combines decision trees in order to obtain better classification results in supervised learning on high-dimensional data.

The algorithm begins by creating several new training sets, each one being a bootstrap sample of elements from the initial data set \(X\). A decision tree is built on each training set, using a random sample of \(m_{\text{try}}\) features at each split. The prediction task is then performed by a majority vote or by averaging the results of the decision trees, according to the problem at hand (classification or regression). This approach leads to better accuracy and generalization capacity of the model compared to single decision trees, while reducing the variance \[24\]. However, this ensemble approach requires labelled data.

The adaptation of RF to unsupervised settings was made possible by the generation of synthetic instances, that enable a binary classification between the latter and the observed (unlabelled) instances. The use of Unsupervised Random Forest (URF) for measuring (dis)similarity
presents several advantages. For instance, instances described by mixed types of variables as well as missing values can be handled. In fact, this method has been successfully used in many applications [25, 26, 27, 28].

Albeit its appealing character, the method suffers from two main drawbacks. Firstly, the generation step is not computationally efficient: since the obtained trees highly depend on the generated instances, it is necessary to construct many forests with different synthetic instances and average their results, leading to a computational burden. Secondly, the synthetic instances may bias the model being constructed to discriminate instances on specific features.

More recently, Ting et al. [29] proposed a similar approach to compute a mass-based dissimilarity between instances, based on isolation forests [30]. While their approach is similar, it differs on some key points, such as the fact that self-similarities are not constant in mass-based dissimilarity, since it they depend on the distribution of the data. This property is interesting and may lead to good results in cases where clusters are of varying density. However, this method does not apply to heterogeneous data.

Following the tracks of [20] and [31], [32] proposed a method, called Unsupervised Extremely Randomised Trees (UET), to compute similarities on unlabelled data. The main idea is to randomly split the data in an iterative fashion until a stopping criterion is met, and to compute a similarity based on the co-occurrence of instances in the leaves of each generated tree. It was shown to provide tailor made multidimensional similarity measures for complex and heterogeneous data [33] and to be easily adaptable to structured data such as labelled graphs [34]. The empirical study of UET showed that it outperforms existing methods (such as URF) in terms of computational time, while giving better cluster results and, consequently, more relevant similarities. Moreover, it has interesting invariance properties such as such as invariance under monotonic transformations of variables and robustness to correlated variables and noise, that drastically reduces preprocessing.

Despite of producing tailor made measures for data at hand, the main drawback of UET is that it computes similarities on each space (the situation and outcome) without establishing links between the two.

**Metric learning.** Learning dissimilarity measures from data has been tackled in the field of metric learning (for an extended introduction, see [35, 36]) by learning the parameters of parametric distance functions $\mathcal{d}_\theta$, following either relative (ordinal) constraints or link/cannot link (similarity/dissimilarity) constraints. Metric learning techniques have been used for representation learning: combining a parametric representation model with a simple non-parametric distance function (typically the Euclidean distance) allows to learn a representation model suitable to preserve the relative or link/cannot link constraints. These constraints are usually implemented by minimizing the triplet loss or the contrastive loss as follows.

On the one hand, contrastive loss [37] is used to enforce link/cannot link constraints on training pairs $s_i, s_j$ associated with labels $r_i, r_j$. If $s_i, s_j$, associated with labels $r_i, r_j$, is a pair of similar elements ($r_i \approx r_j$), then we want to minimize $\mathcal{d}_\theta(s_i, s_j)$, and we want to maximize the latter if the pair is not similar ($r_i \neq r_j$). The contrastive loss is defined as

$$L(s_i, s_j) = \sigma\mathcal{R}(r_i, r_j)\mathcal{d}_\theta(s_i, s_j) - (1 - \sigma\mathcal{R}(r_i, r_j))\mathcal{d}_\theta(s_i, s_j),$$
where $\sigma_R$ is the already mentioned class membership similarity measure, such that $\sigma_R(u,v) = 1$ if $u = v$, and 0 otherwise.

On the other hand, triplet loss [38, 39] methods use training triplets $s_0, s_i, s_j$ associated with labels $r_0, r_i, r_j$, that are selected such that $r_0$ (called the anchor as in CoAT) is closer to $r_i$ than $r_j$. For such triplets, it is desired that $d_{\theta}(s_0, s_i) < d_{\theta}(s_0, s_j)$ which translates into the triplet loss

$$L(s_0, s_i, s_j) = \max(d_{\theta}(s_0, s_i) - d_{\theta}(s_0, s_j) + \alpha, 0)$$

where the margin $\alpha$ is used to enforce a gap between the clusters of situations.

To implement relative constraints with triplet loss, it is enough to have $r_0, r_i, r_j$ verify an ordinal relation of the form $r_0 \leq r_i < r_j$ or $r_0 \geq r_i > r_j$. In a classification setting, the labels are classes that do not necessarily have an order defined, so the link/cannot link constraint $r_0 = r_i \neq r_j$ is used instead. This latter constraint corresponds to $\sigma_R(r_0, r_i) < \sigma_R(r_0, r_j)$, where $\sigma_R$ is the class membership similarity measure mentioned above.

Note that while metric learning was initially designed to use class labels, making it a supervised methodology, semi-supervised and unsupervised variants have been also proposed [40, 41].

### 3.2. Links Between CoAT and Metric Learning Approaches

The $\Gamma$ indicator defined in Section 2.1 measures how suitable a similarity measure is for a particular CBR task. As such, it could be used to identify or, following metric learning methodology, to learn a similarity measure or a suitable representation space. To help make such a parallel, we propose to leverage striking similarities between CoAT and triplet loss.

Indeed, as in triplet loss methods, the CoAT method considers similarity judgements that are data triplets of the form $\{(s_0, s_i, s_j) \mid \sigma_R(r_0, r_i) < \sigma_R(r_0, r_j)\}$, but then counts the number of triplets violating the constraint (C), i.e., such that $\sigma_S(s_0, s_i) \geq \sigma_S(s_0, s_j)$ and $\sigma_R(r_0, r_i) < \sigma_R(r_0, r_j)$. In triplet loss terminology, this corresponds to counting the number of hard negatives among all possible triplets formed with instances of the data set. Semi-hard negatives (i.e., triplets such that $\sigma_S(s_0, s_i) + \alpha \geq \sigma_S(s_0, s_j)$ for some margin $\alpha$) are excluded from this procedure. Therefore, when applied to classification settings, the contribution of a triplet to the CoAT indicator $\Gamma$ can be seen as a simplified version of the loss $L(s_0, s_i, s_j)$ used in triplet loss methods, that would take value 1 if the triplet is a hard negative, and 0 otherwise.

However, the idea of the CoAT method is to sum up these contributions on all possible triplets of a case base. Although in our first experiments, the case base consisted in the whole data set, a more case-based approach would require crafting a (preferably small but informative) case base for the task before attempting to learn a similarity measure. Moreover, one contribution of the work done on the CoAT method has been to show that the prediction for a new case depends only on the new similarity relations that result from the addition of the new case to the case base [6]. This suggests that learning should be done by carefully selecting a case base from whole data set, and training for a test case $(t, r)$ by minimizing

$$\Delta \Gamma(t, r, \sigma_S, \sigma_R, CB) = \Gamma(\sigma_S, \sigma_R, CB \cup \{(t, r)\}) - \Gamma(\sigma_S, \sigma_R, CB).$$

This could lead to giving additional theoretical justification of triplet loss methods and give new insights on how to solve the sampling issue (i.e., which training triplets to select).
4. Perspectives on Learning an Energy Function

This section discusses another perspective opened by the analogical inference interpretation as the optimisation of the proposed Γ indicator, as established in Section 2.2. Indeed, this view allows to exploit the formalism of energy-based models proposed for machine learning tasks by [42] reminded below. As detailed in the following, the interpretation of CoAT in an energy-based model is quite straightforward: the global indicator Γ of the CoAT approach can be seen as an energy function, that measures the compatibility between two similarity measures σ₆ and σ₇ on the case base CB. In this perspective, CoAT’s transfer strategy is an energy-based inference, that consists in completing the description of the case base in order to minimize its energy, and learning the energy function (and hence, the similarity measure) could be achieved by optimizing a contrastive loss function.

Energy-Based Models. Inspired from statistical physics, energy-based models specify a probability distribution

\[ p(x; \theta) = \frac{e^{-E_\theta(x)/T}}{\int e^{-E_\theta(x)/T} dx} \]

directly via a parameterized scalar-valued function \( E_\theta(x) \) called an energy function. In machine learning, energy-based models are trained to be optimized on the data manifold: the energy function is learned to give low values to training data, and higher values to data points that are far from the data manifold [42]. In its conditional version, the definition of an energy function \( E_\theta : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \) assumes the existence of an input space \( \mathcal{X} \), an output space \( \mathcal{Y} \), and a set of parameters \( \theta \). The energy function \( E_\theta \) associates to each pair \((x, y) \in \mathcal{X} \times \mathcal{Y}\) a scalar value \( E_\theta(x, y) \) that represents the compatibility between the input \( x \) and the output \( y \) under the set of parameters \( \theta \). The energy function \( E_\theta \) takes low values when \( y \) is compatible with \( x \), and higher values when \( y \) and \( x \) are less compatible. The goal of the energy-based inference is to find, among a set of outputs \( \mathcal{Y} \), the output \( y^* \in \mathcal{Y} \) that minimizes the value of the energy function:

\[ y^* = \arg \min_{y \in \mathcal{Y}} E_\theta(x, y). \]

Given a family of energy functions \( E_\theta(x, y) \) indexed by a set of parameters \( \theta \), the goal of learning is to optimize the \( \theta \) parameters in order to “push down” (i.e., assign lower energy values to) the points on the energy surface that are around the training samples, and to “pull up” all other points. Contrastive divergence [43] is a common learning strategy that consists in optimizing a contrastive loss function such as the hinge loss, which is defined, for a training sample \((x_k, y_k)\) and a generated out of distribution sample \((x_k, \hat{y})\) by:

\[ \ell(\theta, x_k, y_k) = \max(0, \beta + E_\theta(x_k, y_k) - E_\theta(x_k, \hat{y})). \]

The hinge loss associates a loss value to a training sample \((x_k, y_k)\) whenever its energy is not lower by at least a margin \( \beta \) than the energy of the incorrect sample \((x_k, \hat{y})\).
An Energy-Based Model of Analogical Transfer. The input space $\mathcal{X}$ (from which similarity knowledge is transferred) is the situation space $\mathcal{S}$. The output space $\mathcal{Y}$ (to which similarity knowledge is transferred) is the outcome space $\mathcal{R}$. The situation space $\mathcal{S}$ is equipped with a similarity measure $\sigma_\mathcal{S}$, and the outcome space is equipped with a similarity measure $\sigma_\mathcal{R}$. The energy function $E_\theta : \mathcal{S} \times \mathcal{R} \rightarrow \mathbb{R}$ measures the compatibility of the outcome similarities with the added situation similarities when a potential new case $\hat{c}_t = (t, r)$ is added to the case base. The energy function $E_\theta$ is parameterized by a hyperparameter $\theta = (\sigma_\mathcal{S}, \sigma_\mathcal{R}, CB)$, which includes the case base $CB$. Indeed, assuming that $\sigma_\mathcal{S}$ and $\sigma_\mathcal{R}$ are defined on different sets of attributes, the compatibility between two similarity measures can not be evaluated per se, but only relatively to a given set of case pairs. For a new situation $t$, the goal of the energy-based inference is to find, among a set of potential outcomes $r \in \mathcal{R}$, the outcome $r_t$ that minimizes the value of the energy function:

$$r_t = \arg \min_{r \in \mathcal{R}} E_\theta(t, r).$$

Among the three parameters of $\theta = (\sigma_\mathcal{S}, \sigma_\mathcal{R}, CB)$, the case base $CB$ and the outcome similarity measures $\sigma_\mathcal{R}$ are usually fixed, so that learning $\theta$ amounts to learning the situation similarity measure $\sigma_\mathcal{S}$ for the task at hand. This can be done by contrastive divergence using the hinge loss defined as follows: for a training sample $(s_k, r_k) \in \mathcal{S} \times \mathcal{R}$ and a chosen outcome $\hat{r} \in \mathcal{R},$

$$\ell(\theta, s_k, r_k) = \max(0, m + E_\theta(s_k, r_k) - E_\theta(s_k, \hat{r})).$$

The CoAT case-based prediction method directly implements this energy-based model by taking as energy function the global indicator $\Gamma$:

$$E_\theta^{CoAT}(t, r) = \Gamma(\sigma_\mathcal{S}, \sigma_\mathcal{R}, CB \cup \{(t, r)\}).$$

Illustration on Some Synthetic Data Sets. Fig. 2 gives some examples of energy maps that are obtained for different synthetic data sets on a binary classification task. On each figure, the dataset size is the same ($|CB| = 100$), but the instances span differently on the 2D description space. The instances are equally split into two classes (orange and blue). The similarity measure on situations $\sigma_\mathcal{S}$ is a decreasing function of the Euclidean distance as in Sec. 3 (i.e., $\sigma_\mathcal{S} = \sigma_E$), except for Fig. 2 d, where $\sigma_\mathcal{S}$ is constructed from a linear transformation of the Euclidean distance, by choosing from a set of 100 randomly generated transformations, the one that minimizes the energy of the case base. Let us denote by $\sigma^*$ the resulting similarity measure. The similarity measure on outcomes $\sigma_\mathcal{R}$ represents class membership as previously. On the figures, the colors indicate for each point of space the class that would be predicted by the CoAT algorithm: green for the blue class, and orange for the orange class. The color saturation is proportional to the difference between the energy of the predicted class and the energy of the other class.

Results In Fig. 2 a, the two classes are well separated, and no instance is more similar to an instance of a different class than it is to an instance of the same class, hence, $E(\sigma_E, \sigma_\mathcal{R}, CB) = 0$. In Fig. 2 b, the two classes are closer, and even overlap, and some inter-class similarities
Figure 2: Energy maps illustrating the confidence values associated to each class by the CoAT algorithm for different synthetic datasets in a binary classification scenario. Green areas correspond to areas where new instances would be predicted as belonging to the blue class, and red areas correspond to areas where new instances would be predicted as belonging to the orange class. The color saturation is proportional to the difference between the energy of the predicted class and the energy of the other class. On figures (a), (b), and (c), $\sigma_S$ is constructed from the Euclidean distance. On the lower right figure (d), $\sigma_S$ is optimized to minimize the energy of the case base.

happen to be lower than some intra-class similarities, leading to the non-zero data set energy $E(\sigma_E, \sigma_R, CB) = 86,786$. Fig. 2 c and d show a data set with two linearly separable classes. In Fig. 2 c, $\sigma_S$ is set to the (inverse of) the Euclidean distance, which leads to sub-optimal prediction performance: the prediction frontier does not correspond to the real class frontier, and some instances are misclassified. The energy of the case base is $E(\sigma_E, \sigma_R, CB) = 43,264$. In Fig. 2 d, the similarity measure $\sigma_S$ is optimized by choosing a similarity measure $\sigma^*$ that minimizes the energy of the case base. The resulting prediction performance is improved: the prediction frontier corresponds to the real class frontier, and no instance of the case base are misclassified. The energy of the case base is $E(\sigma^*, \sigma_R, CB) = 17,146$.

5. Conclusion

In this paper we investigated interactions between analogical transfer and similarity learning, in the framework of CoAT. In particular, we identified similarities between the $\Gamma$ indicator and the triplet loss of metric learning, that may be used to obtain suitable similarities for analogical transfer. We also proposed an interpretation of the CoAT method in the formalism of energy-based models, so that the similarity learning task can be expressed as the task of learning an
The established connections allow to envision other applications. For instance, it could be used for case base construction and maintenance. Indeed, if we consider the indicator as an energy function, the competence of a case should relate to its ability, when it is added to the case base, to lower the energy of other cases. Reasoning with a small but competent case base would solve one of the actual limitations of the CoAT method, which is the quadratic computational complexity of the inference procedure.

An additional direction for future works concerns the integration of expert knowledge, to promote interaction with domain experts when processing a case base. We envision this integration at two levels: the design of the similarity measure and the choice of suitable cases. We envision a semi-automatic approach to reach a suitable compromise between available data, expert input, and selection of competent cases.
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Can LLMs solve generative visual analogies?
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Abstract
Recent experiments with large language models (LLMs) have provided some evidence that these models can perform abstract analogical reasoning [1], including textual puzzles similar to Raven’s progressive matrices. We consider a visual analogical reasoning task that was solved using neuro-symbolic techniques in [2], and investigate how LLMs fare on this task. The task involves learning a sequence of transformations by which a sample input/output pair of images are related so as to analogously transform a test input. Note that unlike the analogical reasoning tasks in [1], this task involves generating an output as opposed to selecting from a set of choices. We evaluated various LLMs including GPT-4, GPT 3.5-turbo (ChatGPT), and GPT3 on this task for differing lengths of the sequence of transformations relating the input and output. Our results suggest that GPT-4 performs the best overall, while GPT 3.5-turbo and GPT3 perform strongly on shorter program lengths. At the same time, the performance of LLMs for this task falls far short of the neuro-symbolic approach used earlier, and we speculate as to why this may be the case, at least as of now.
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1. Introduction

As in [2] we consider the class of visual reasoning problems as demonstrated in Figure 1c in which each task involves a functional analogy (i.e., \(x : f(x) :: y : f(y)\)) wherein each shape in the input image (here just one) is transformed to one or more positions in the output image via a sequence of elementary transformations, e.g., shifts in the 3x3 grid. Given a solved example, constructing the analogous output for a test input can be cast as a program synthesis problem where we seek to discover a program consisting of one or more sequences of shifts that need to be applied to each input shape in order to generate the output image. This program can then be applied to a text image to generate an analogous output.

The neuro-symbolic approach in [2] achieved 100% success on a large collection of such problems when presented in symbolic form and 94.7% success when given images. In contrast, pure deep-learning approaches, including meta-learning could achieve 74% success at best as also documented in [2].
2. Experiments

We applied LLMs to solve such a visual analogy task, with the image translated into symbolic form. We use the trained models provided by OpenAI API and give a few solved examples in the prompt to help the LLMs learn.

**Prompting** We prompt the LLMs with a set of rules for the task, which includes information on the allowed positional shifts, the set of permissible states, and the non-wrapping state of the grid. As a hint, we also specify the expected program length in the prompt. We also provide a set of solved examples to guide the LM’s learning process. Figure 1a illustrates a representative example of the prompt.

(a) Prompt with rules, solved examples and test input.  
(b) Chain-of-thought vs. simple prompting

**Figure 1:** Figure 1a showing the prompt rules, Figure 1b showing the comparison of COT vs. simple prompting, and the Figure 1c showing overview of the entire process.

<table>
<thead>
<tr>
<th></th>
<th>Program length 3</th>
<th>Program length 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best of n outputs</td>
<td>Simple prompting</td>
</tr>
<tr>
<td><strong>GPT-3</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>14%</td>
<td>20%</td>
</tr>
<tr>
<td>3</td>
<td>26%</td>
<td>30%</td>
</tr>
<tr>
<td>5</td>
<td>30%</td>
<td>42%</td>
</tr>
<tr>
<td><strong>GPT-3.5-turbo</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>10%</td>
<td>6%</td>
</tr>
<tr>
<td>3</td>
<td>16.3%</td>
<td>14%</td>
</tr>
<tr>
<td>5</td>
<td>33.3%</td>
<td>22%</td>
</tr>
<tr>
<td><strong>GPT-4</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>18.36%</td>
<td>26%</td>
</tr>
<tr>
<td>3</td>
<td>38.77%</td>
<td>52%</td>
</tr>
<tr>
<td>5</td>
<td>40%</td>
<td>46%</td>
</tr>
</tbody>
</table>

**Table 1**

Table comparing the performance of GPT3, GPT 3.5-turbo, and GPT4 over program lengths 3 and 5, with various different numbers of outputs and ways of prompting over 50 trials. In the above case, we are providing ten solved examples.

**Sampling** The top prediction generated by a LM may not always be the optimal choice, so we also evaluate results using the top-n predictions for consideration in determining the correctness of the task. The task is deemed successful if any of the n predictions are accurate.
Table 2
Chain-of-thought vs more examples for same token length.

<table>
<thead>
<tr>
<th></th>
<th>Tokens</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Prompting</td>
<td>2847</td>
<td>48%</td>
</tr>
<tr>
<td>Accuracy</td>
<td>3690</td>
<td>32%</td>
</tr>
<tr>
<td>Chain-of-thought</td>
<td>2345</td>
<td>42%</td>
</tr>
<tr>
<td>prompting</td>
<td>3813</td>
<td>50%</td>
</tr>
</tbody>
</table>

3. Results and Conclusions

Referring to Table 1 we observe the following: (i) Chain-of-thought improves performance over simple prompting, which was expected. (ii) Further, chain-of-thought prompting is also better (albeit slightly) than providing more examples for similar token lengths, see Table 2. (ii) Sampling more examples improves performance, also expected. (iii) Analogies involving longer sequences (programs) are more difficult as expected; however we observe a drastic drop in performance for GPT3 and GPT 3.5-turbo but only a marginal drop is observed for GPT4. While the input prompts do affect the LLMs’ performance, it’s important to mention that a uniform prompt template was used for all the analyzed LLMs in this study.

Overall the performance of LLMs for our simple visual analogy task fall far short of the neuro-symbolic techniques used in [2]. We note that [2] relied search over possible sequences that could successfully transform a text input to its output. LLMs do not explicitly search over potential outputs. We speculate that incorporating elements of explicit search may enable LLMs to perform better at generative analogies.
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Abstract

Analogies have been characterized as fundamental to abstraction, concept formation, and perception, and are traditionally expressed as quadruplets in the form of proportional analogies $a : b :: c : d$ read “$a$ is to $b$ as $c$ is to $d$”. While Natural Language Processing (NLP) has primarily focused on word analogies and SAT problems, recent research has started exploring analogies between sentences and even documents. In this paper we explore the potential of identifying analogies between pairs of sentences via the identification of common latent relations between them. We exploit three different datasets generating pairs of sentences which can either share the same latent relation—forming thus an analogy—or not. We encode phrases into a higher dimensional vector space using embeddings from GloVe, BERT, and RoBERTa which we then feed to both a Multi Layer Perceptron (MLP) and a Convolutional Neural Network (CNN). Results show that architectures using contextual embeddings as inputs outperform those based on static embeddings.

1. Introduction

Analogies have preoccupied humanity at least since antiquity [1]. In recent years they have been characterized as being at “the core of cognition” [2] and have even been considered as being the fundamental mechanism via which abstraction, concept formation and perception are achieved [3, 4].

Traditionally analogies have been expressed as a quadruplet $a : b :: c : d$ read “$a$ is to $b$ as $c$ is to $d$”. Such quadruplets then form valid analogies if pairs $(a, b)$ and $(c, d)$ share the same underlying relation, forming thus a \textit{proportional analogy}. The underlying relation has been viewed as the symbolic counterpart of arithmetic or geometric proportions: $a - b = c - d$ and $\frac{a}{b} = \frac{c}{d}$ respectively\textsuperscript{1} [5].

In Natural Language Processing (NLP) various approaches adopt the framework of quadruplets focusing mostly on word analogies, such as \textit{man is to woman as king is to queen} [6, 7, 8, 9], morphology [10] or on SAT problems [11]. More recently several researchers have focused on the problem of identifying analogies between sentences [12, 13, 14] or even documents [15].

\textsuperscript{1}Note though that any kind of latent relation can be used in order to form a valid analogy. For example, $2 : 4 :: 3 : 9$ is a valid analogy because $2 : 2^2 :: 3 : 3^2$
In this paper we are interested in further exploring the potential of analogies between sentences via the identification of common latent relations between them. We exploit three different datasets, namely the Microsoft Research Paraphrases Corpus (MSRP) [16], the Penn Discourse TreeBank (PDTB) [17] as well as the Stanford Natural Language Inference (SNLI) corpus [18] and we use GloVe [19], or transformer-based architectures such as BERT [20] and RoBERTa [21] for the encoding of phrases into a higher dimensional vector space. We show that architectures that are based on contextual embeddings outperform ones that are based on static embeddings.

The rest of the paper is structured as follows. In Section 2 we present the related work. In Section 3 we present the datasets that we have used in order to perform our experiments. The methodology for these experiments is described in Section 4 while the results are presented in Section 5. We conclude in Section 6.

2. Related Work

Initial work on analogies in NLP was performed by [11] who introduced Latent Relational Analysis (LRA) in order to identify analogies in the context of the Scholastic Aptitude Test (SAT), testing this approach in 20 scientific and metaphorical examples.

More recently Mikolov et al. [22, 23] have used analogies as a means to test the quality of static vectors representing word embeddings produced with word2vec for use in neural architectures. The authors showed that such embeddings could preserve the parallelogram rule that is found in analogies, evaluating thus the intrinsic qualities of such embeddings. Later work though has shown that this is not sufficient since most models appear to take shortcuts; no evidence exists of abstraction and analogical mapping, as one would expect from such claims. More precisely, [24] show the Google analogy test set that we used by [22, 23] is not well balanced and thus does not allow us to draw any safe conclusions concerning the underlying embeddings. They show that the vector offset approach is not enough to claim that the proposed method captures analogies. The authors thus introduce the Bigger Analogy Test Set (BATS). In this more sophisticated dataset the authors show that derivational and lexicographic relations remain a challenge. Similar conclusions are drawn by [25] both for the vector offset approach as well as the 3CosAdd [26]. They argue that such datasets cannot be used to evaluate the intrinsic qualities of such datasets.

In terms of word analogy classification [27] used the Google dataset [6] which they extended using permutation properties of analogies, presented in the same article. They then apply a Convolutional Neural Network using as input Glove embeddings representing each word. A similar approach was also adopted by [10] in the context of detecting morphological analogies. We also adopt this approach in this paper.

Recently, several researchers have explored sentential analogies. [12] explore analogies between sentences in order to identify $D$ from a predefined set of possible candidates, given $(A, B)$ and $C$ such that $A : B :: C : D$ is a valid analogy. They use syntactic and semantic datasets and test various embedding methods. In a similar vein [28] perform a similar task but generate $D$ instead. Both approaches show that analogies based on syntactic analogies obtain better results than semantic ones. [13, 14] explore sentential analogies based purely on semantic
In another approach, [15] view analogies via the prism of the Structure Mapping Theory [29]. Their goal is to identify analogies in procedural texts focusing on the structural similarities between the texts. Underlying texts describe procedures in two different domains. The authors extract entities and their relationships. The latter are sets of ordered verbs. They extract those based on question answer pairs. The similarity measures that they propose reflect the fact that the two sets share more relations. Bert vectors representing the questions via which entities were extracted, are used in order to measure cosine similarity and thus identify potential mappings.

3. Data used

In order to perform our experiments we used three well known datasets. In what follows we provide a detailed description of the corpora used as well as the procedure which lead us to the creation of analogical quadruplets that were later used in our experiments. We should mention that we used the input datasets as they were released, no further additions or modifications were performed from us.

3.1. Paraphrases

The first corpus that we used was the Microsoft Research Paraphrases Corpus (MSRP) [16] which is composed of 5801 pairs of sentences labeled as paraphrase or not. The pairs are distilled from a database containing more than 13 million sentences pairs, itself extracted from a more than 9 million sentences corpus [16]. The 9M sentences corpus is composed of sentences extracted from +32k news clusters from internet. This corpus then has been largely reduced to contain sentences with a credited author only, leaving 49375 individual sentence pairs. So this corpus is composed of naturally occurring, non handcrafted sentences pairs. Sentences pairs with minimal variations such as typography error have been removed as they could have constituted “low quality” paraphrases.

A Support Vector Machine-Classifier (SVM-Classifier) is then used to identify a set of possible paraphrases from the 49375 sentences pairs. This set is validated by human annotators later. The SVM-Classifier is trained on a 10000 sentences pairs training set annotated by 2 human judges, and a 3rd who served the function of judge in case of disagreement. The distribution of this training set is 2968 positives examples and 7032 negatives. The classifier considered multiples features: string similarity, morphological variants, synonyms mapping with WordNet Lexical Mapping and Encarta Thesaurus, and finally composite features. The SVM-Classifier allowed to extract 20574 sentences pairs as possible paraphrases from the 4959375 previously considered. The number is high because the classifier’s role was to separate possible sentences pairs to be evaluated by human judgment and not discriminate all non-paraphrases pairs, so the classifiers tend to classify inputs as positive rather than negative, at the assumed cost of having more false-positives.

Human judgment was applied to a 5801 subset of the 20574 previously extracted sentence pairs. Two judges annotated each sentence and a third one was used in case of disagreement. Each judge was asked if the pairs’ sentences were semantically equivalent. About 3900 (67%) of the sentences pairs were labeled as semantically equivalent.
3.2. PDTB

The second corpus that we used was the Penn Discourse TreeBank (PDTB) [17] corpus which contains discourse annotations between sentences clauses extracted from the Wall Street Journal Corpus containing over 1 million words. The corpus describes a total of 36592 relations [17]. Discourse annotations can be triggered by an explicit or implicit discourse connective. The former are extracted from syntactically defined classes and are separated in 3 grammatical classes subordinating conjunctions, coordinating conjunctions and discourse adverbs. Explicit connectives can be connected to more than 1 clause or sentence, but the minimality principle is applied which requires minimum information to complete the interpretation. In the case of an implicit connection between the two clauses the annotators have been instructed to insert an explicit connective. Three other labels were available in order to correctly annotate three cases that prevented the annotators from inserting a coherent explicit connective. The AltLex indicating that the relation was already explicited by a non-connective expression, the insertion of a connective would then lead to a redundancy. The entRel indicating the existence of an entity based coherence relation between the two clauses, but no other relation. And finally noRel in case of no relation between the two clauses. PDTB relations are ordered hierarchically into class, type and subtype. For our experiments we used the first level of the hierarchy.

The inter-annotator agreement was high: 90.2% for explicit relations and 85.1% for implicit when exact match metric was considered; and respectively 94.5% and 92.6% when partial match metric was considered. Class level disagreement was resolved by a team of 3 experts, disagreement at lower levels were resolved by providing a tag for the direct higher level. Agreement for the class level reached 94%, 84% for type level and 80% for subtype level.

3.3. SNLI

The Stanford Natural Language Inference (SNLI) corpus [18] labels pairs of sentences as Contradiction, Entailment or semantic neutrality [18]. It contains 570k pairs of sentences by humans. Construction of the corpus was done using Mechanical Turks who were presented with a premise in the form of a sentence and were asked to provide three hypotheses, in a sentential form, for contradiction, entailment and semantic similarity. 10% of the corpus was validated by trusted Mechanical Turks. Overall a Fleiss $\kappa$ of 0.70 was achieved.

The indeterminacies of event and entity co-reference are two well known issues during labeling of NLI data degrading the quality of the annotated corpus. They represent respectively a possible confusion between an Entailment and a Neutral relation, and between a Contradiction and a Neutral relation. This confusion comes from the fact that an assumption may or not have been made.

In order to solve this problem the annotation process was made in a grounded scenario aiming to reduce assumptions. Annotators were then able to generate sentences in the same scenario in order to illustrate the relations instead of relying on automatic data augmentation techniques. The work of 2500 employees permitted the data collection phase. When presented with an image caption without the matching image, the annotators had to write three sentences, one for each relation (the exact instructions are described in the SNLI paper). The image captions came from the Flickr30k corpus containing 160k captions from 30k individuals images. The
validation phase is completed on 10% of the 570k pairs of sentences by a set of 30 trusted workers. They were presented pairs of sentences and had to label them, each pair being presented to 4 annotators so there is 5 judgments considering the label from the data collection phase. The gold-label has been assigned to the pairs with at least a 3-annotators consensus, representing 98% of the data. The corpus is then separated in three individual files: test and dev (10k pairs each), train (the rest of the pairs).

3.4. Generation of analogical quadruplets

In order to create our analogical quadruplets we proceeded as follows. For each of the aforementioned datasets we randomly selected two pairs of sentences each one linked with a relation. Since our input datasets do not contain relations that have as arguments the same sentences, we never have analogies of the form \( a : a :: b : b \). In case the relation linking the two pairs is the same we have a positive instance of an analogy otherwise a negative instance. For the SNLI corpus we considered neutral as not being a relation. For each input dataset we create a balanced training, test and development datasets containing the same number of positive and negative instances. Training consists of 400K instances while testing and development 40K instances each.

4. Methodology

Our problem can be formalized as follows. Given a set of quadruplets of sentences \( a : b :: c : d \) which can either form an analogy (pairs \( a : b \) and \( c : d \) share the same latent relation) or not we need to estimate a function that predicts whether a new instance of four sentences is an analogy or not. Each quadruplet is represented by the input tokens of its sentences \( s = \{ w_1^s, \ldots, w_{|s|}^s \} \) with \( s \in \{a, b, c, d\} \) and \(|s|\) representing the length of the sentence. With each quadruplet we associate a \( y \in \{0, 1\} \) which represents whether the quadruplet is an analogy or not. For each quadruplet we obtain embeddings using GloVe [19], BERT [20] and RoBERTa [21] which we then pass to two different architectures, a Multi-layer perceptron (MLP) and a Convolutional Neural Network (CNN).\(^2\)

4.1. Embeddings

In order to perform classification we need to provide embeddings for each sentence. In the case of GloVe\(^3\) static embeddings are provided for each word, while in the case of BERT\(^4\) and RoBERTa\(^5\) embeddings are dynamic. In order to obtain embeddings that represent sentences from the ones representing words a common approach [20, for example] is to take the mean of the embeddings representing each word. This is the approach that we have used as well. For

\(^2\)Our code is available at https://github.com/ThomasBARBERO/EXPLO_ANALOGIE
\(^3\)The Glove embeddings that we used are the following: https://huggingface.co/sentence-transformers/average_word_embeddings_glove.6B.300d
\(^4\)https://huggingface.co/bert-base-uncased
\(^5\)https://huggingface.co/roberta-base
Table 1
Embedding dimensions of different encoders.

<table>
<thead>
<tr>
<th>Method</th>
<th>Embedding Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>GloVe</td>
<td>300</td>
</tr>
<tr>
<td>BERT</td>
<td>768</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>1024</td>
</tr>
</tbody>
</table>

Each sentence \( s \in \{a, b, c, d\} \) we obtain an embedding

\[
s = \frac{1}{|s|} \sum_{w \in s} \text{emb}(w)
\]

with \( \text{emb} \in \{\text{glove, bert, roberta}\} \). Thus four different embeddings \( a, b, c \) and \( d \) are obtained for each of the sentences \( a, b, c \) and \( d \). In the case of BERT we have also examined the use of the representation obtained for the final hidden state of the special symbol \([\text{CLS}]\). Embedding dimensions for each method are shown in Table 1. No further fine-tuning was performed on BERT or RoBERTa.

4.2. Classifiers

Multi-layer perceptron (MLP) The first classifier that we use is a multi-layer perceptron. The MLP takes as input the concatenation of the representations for the four sentences \( a, b, c \) and \( d \) as a vector \([a; b; c; d]\) and has two hidden layers, the first has a dimension of 100 and the second of 50.

\[
\begin{align*}
z_1 &= W_1^T [a; b; c; d] + b_1 \\
z_2 &= W_2^T z_1 + b_2
\end{align*}
\]

with \( W_1, b_1, W_2, b_2 \) learnable matrices. The output layer is of dimension 1 and we use a sigmoid function providing a score for the final prediction

\[
\hat{y} = \frac{1}{1 + e^{-z_2}}
\]

Convolutional Neural Network (CNN) The second classifier architecture that we have used are Convolutional Neural Networks which are widely used for image and audio processing, but are useful for Natural Language Processing tasks too as well, including analogies [27, 10, inter alia]. CNNs aim to recognize patterns, extracting features from the initial tensor given as input. The core of CNNs is their convolutional layers applying filters called kernels on the whole input. Kernels’ weights and bias are learnt parameters, convolution between a kernel and a tensor allows to extract a learnt feature from the tensor. Parameters define the method for the application of kernels: the kernels’ size, the stride which indicates the spatial distance between two kernel applications and padding which indicates the number of pixels to add on the considered tensor’s borders. Our CNN’s implementation is as follows, illustrated in Fig. 1:
1. The input goes through a first convolutional layer with $2 \times 1$ kernels and $2 \times 1$ stride allowing to firstly get feature maps for the pairs $(a, b)$ and $(c, d)$. At the end of this process $(a, b)$ and $(c, d)$ are reduced to one dimension regarding the width while the other dimension represents the embedding size. The size of the output is $2 \times EMBEDDING\_SIZE$.

2. We feed the output to a second convolutional layer with $2 \times 2$ kernels and $2 \times 2$ stride so the features maps of $(a, b)$ and $(c, d)$ are now reunited in one single dimension across width, the embedding size is divided by 2 too.

3. We then apply dropout and feed the output to a singular linear layer, we use sigmoid activation function to compute a confidence score for the 2 sentence pairs being in an analogical proportion relation.

Figure 1: Diagram representing the CNN architecture, each Convolutional layer is followed by a ReLU layer. Dropout is applied before linear layer. $Dim_1 = Embedding\_size \times 2$ is the number of feature maps after passing through the first convolutional layer, $Dim_2 = Embedding\_size/2$ is the number of feature maps after passing through the second convolutional layer. The flatten operation outputs a tensor of size $Dim_2^2$.

5. Experiments and Results

For both architectures we ranged learning rate between $10^{-4}$ and $10^{-5}$, and dropout from 0.1 to 0.3. We used Adam optimizer with default PyTorch settings and Binary Cross Entropy Loss. Results for both architectures and combinations of embeddings are shown in Table 2.

5.1. Transformer-based Language Models vs GloVe

Transformer-based Language Models outperform GloVe almost constantly in terms of accuracy and F1-score (ability to recognize valid analogical proportions). While the scores are not significantly higher, we can still conclude that contextual embeddings provide better handling of latent relations and analogies between sentences in comparison to static embeddings. Let us note also that representing a sentence by the mean of its contextual word vectors outperforms the CLS sentence representation.
5.2. Performance across corpora

Overall scores for the SNLI dataset are the highest with accuracy ranging from 62.708 to 68.01 and F1-score peaking at 68.2 across MLP and CNN. Scores for MRPC are a bit lower with accuracy ranging from 57.537 to 63.992 and F1-score peaking at 62.662 considering CNN only as it constantly outperforms MLP. The classifiers had a harder time grasping analogies on the PDTB corpus with accuracy ranging from 53.773 to 56.47 and F1-score peaking at 57.564, F1-score being below 50 for roBERTa-base-CLS/CNN and GloVe-mean/MLP. This can be explained by the fact that the number of latent relations that we had to handle in PDTB is much higher (5 latent relations) than the latent relations that we have in the MRPC or the SNLI corpora. We assume that providing more data will yield better overall results.

5.3. BERT vs roBERTa

One main difference between BERT and roBERTa is respectively the presence and absence of the Next sentence prediction training task. While BERT considered this task to be beneficial for the learning of long range dependencies roBERTa considered this task counter-productive.
Although roBERTa performs slightly better than BERT (considering the mean-pooling sentence representation method) we cannot draw a definitive conclusion about the utility of the Next Sentence Prediction training task for analogical properties learning. A bigger training set may have enforced the tendency. roBERTa outperformed BERT for SNLI and MRPC, the two corpora for which the sentences from the sentence pairs do not follow each other in a natural context. The next sentence prediction may be detrimental in this case.

5.4. CNN vs MLP

Both MLP and CNN are relevant for the classification task we performed as they have almost similar results with the CNNs usually outperforming the MLPs, but not always. However the MRPC’s results show a large difference in performance between the 2 classifiers, the CNNs performing significantly better than the MLPs. Meaningful features were extracted from the sentences representations. As we described Section 4 features are first extracted from the \((a, b)\) pair and the \((c, d)\) pair in tandem. This could probably be attributed due to the fact that paraphrases use semantically similar words which probably are closer to the vector space which is better captured by CNNs than MLPs, although further analysis is needed in order for this claim to be verified.

6. Conclusions and Future Work

In this paper we have focused on the problem of identifying analogies between pairs of sentences based on common latent relations that exist or not between the pairs. We have used both contextual embeddings (BERT en roBERTa) as well as static embeddings (GloVe). Both BERT and roBERTa outperformed GloVe at the binary classification task we performed. We believe an error analysis or a different classification task might shed more light on those results. In conclusion this work scratches the surface of Transformer-based Language Models’ ability to encode analogical properties. Our experiments show that embeddings issued from Transformer-based architectures can better capture analogies via the identification of common latent relations, in comparison to static embedding approaches. Nonetheless it is premature to conclude that such architectures can indeed capture more broadly the mechanism of analogy making.
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Abstract

This paper introduces a novel translation technique, driven by modeling fuzzy analogies that capture approximate conformity to parallel transformations between fragments in sentences. We conduct preliminary experiments on English-Japanese translations with a data set of limited size. The results show the potential of using fuzzy analogies for translation, achieving an increase of about 6 BLEU points compared to NMT.
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1. Introduction

Low resource settings pose significant challenges to modern Machine Translation (MT) systems [1, 2]. Neural MT (NMT) with large-scale models require large amounts of parallel data to fine-tune learnt weights of two language spaces [3]. MT by analogy (i.e., example-based MT) [4, 5], enables tracing translations by structuring knowledge from examples. It relies on strict analogies that involve ratios with the exact same transformation rule [6]. However, finding sentence analogies with strictness on form can be difficult, particularly in cases where there are less correlated sentences in relatively small sized corpora. In this paper, we propose to explore partial analogies between sentences, which capture approximate conformity between ratios relying on fuzzy matches, i.e., ratios which are partial transformations are matched. For example, I feel ridiculous. : That is untrue. :: I feel funny. : That is funny. is a quadruple that captures parallel transformation on sentence fragments. We call this fuzzy analogy.

2. Methodology

The proposed method is built on the indirect paradigm of example-based MT in [5]. Similar to this, given translation queries D, we first construct sentence analogies as A : B :: C : D,
where $A$, $B$, and $C$ are source examples retrieved from translation memory, that will maximize analogical score with $D$. By looking up the annotated translations of $(A, B, C)$, we can obtain corresponding analogical equations in the target language. Following this, we exploit a previously learnt model to generate solutions of target analogies as translation results, i.e., $A' : B' :: C' : x \Rightarrow x = D'$.

To retrieve sentence analogies, we first pre-compute candidate pools for terms $A$, $B$, and $C$ by collecting the $k$ nearest neighbors of $D$ using cosine similarity between sentence embeddings. Theoretically, there will be a cubic number of possible combinations of sentence quadruples $(A, B, C, D)$. To reduce the computational cost, we prune candidate quadruples. We leave out the quadruples with no lexical overlap between $A$ and $C$, and between $B$ and $D$. Finally, for each $D$, we rank the quadruples by analogical score, and select the first $n$ ones. As in [7], we use alignments between $(A, B, C, D)$ considered as sequences of (sub-)words. We count the number of trivial analogies of the form $a : a :: b : b$ or $a : b :: a : b$ for every aligned (sub-)word quadruple. Figure 1 illustrates the computation of analogical scores.

Next, we train a sequence-to-sequence model to solve analogies, so as to derive translation answers. Suppose $A : B :: C : D$ and $A' : B' :: C' : D'$ are a retrieved source analogy and its corresponding translation. We concatenate 7 sentences (excluding $D'$) in two monolingual analogies as input $X$, to train the model to generate the solution $D'$ by optimizing cross-entropy (CE) between probability distributions conditional on the context of input and preceding target tokens:

$$L_{CE} = - \sum_{i=1}^{[D']} \log P(D'_i|D'_{<i}, X)$$ (1)

To encourage the model to be more confident in reconstructing target fragments that are in analogical relationships, while being flexible to non-analogical relationships, we introduce a
weighting scalar in (1). Formally, the aim is to minimize weighted CE (WCE):

$$\mathcal{L}_{WCE} = -\sum_{i=1}^{|D'|} w_i \log P(D'_i | D'_<i, X)$$

(2)

where $w_i$ takes the value of 1 for trivial analogies, and 0.5 else. For each target token, a weighted value is determined by its corresponding aligned token in $D$.

3. Preliminary Experiments

3.1. Datasets

We experiment with parallel sentences from the Japanese-English Subtitle Corpus\(^1\), with 50,000 pairs for training, 2,000 for validation, and 2,000 for test. In this work, we primarily investigate the translation quality from English to Japanese. The source sentences contain approximately nine words on average. For each data set, we take source sentences as queries and look for fuzzy analogies from the source part of translation memory (i.e., the training set). The strictness in analogies depends on how closely the queries match the examples in memory. We assess the closeness between the data sets and the memory by computing the similarity using the length of longest common subsequence between sentences at the word level. Specifically, we compare the query sentence to the twenty most similar examples in the memory, excluding itself in the case of the training set. Table 1 shows the statistics of three data sets. On average, the three data sets exhibit similar characteristics, where source sentences are found to have an overlap of four words with their corresponding similar sentences in the memory.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data statistics for the English-to-Japanese translation task, specifically pertaining to the source side of the data sets. Closeness to memory indicates the average number of words that overlap with each of the twenty most similar examples retrieved from the memory.</td>
</tr>
<tr>
<td>Training</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>Number of parallel sentences</td>
</tr>
<tr>
<td>Sentence length</td>
</tr>
<tr>
<td>Number of word types</td>
</tr>
<tr>
<td>Closeness to memory</td>
</tr>
</tbody>
</table>

3.2. Implementation Details

In order to retrieve analogies from the corpus, we first use a Sentence-BERT\(^2\) model to represent sentences as vectors. Subsequently, for each query $D$, we collect twenty examples as the candidates of $B$ and $C$, which are the nearest neighbors to $D$ in the embedding space.

---

\(^1\)https://nlp.stanford.edu/projects/jesc/
\(^2\)https://www.sbert.net/docs/pretrained_models.html
Sentences $A$ are selected from the twenty closest neighbors to each candidate for $B$. We pre-tokenize sentences into sub-words using a SentencePiece [9] model with the vocabulary size of 250,000. We then enumerate $(A, B, C, D)$ from collected candidates and filter possible quadruples by the overlap constraint between $A$ and $C$, and between $B$ and $D$ at the sub-word level. Next, We use mGIZA [10] and Moses to estimate sub-sentential alignments. Based on that, we compute analogical score for each possible quadruple. For each $D$, we select one fuzzy analogy for translation.

To learn from analogy, we fine-tune a pre-trained mBART model on fuzzy analogies that are retrieved from the training set. We utilize the large-scale mBART model consisting of a 12-layer encoder and a 12-layer decoder. The target sentences are generated using a beam size of 5 during decoding. To fine-tune the model, we freeze the encoder part and update the parameters of the last 6 layers of the decoder. The frozen model is trained using a batch size of 8 for a maximum of 20 epochs. In the case there are no improvements for three consecutive epochs, we halt the training process before completing all the epochs (early stopping). Finally, we save the model that demonstrates the best performance on the validation set.

3.3. Results and Analysis

We compare to an NMT system by fine-tuning the same pre-trained mBART model on the data sets of parallel sentences. The baseline NMT model is trained using the consistent settings as described above. On 50,000 parallel sentences, NMT obtains a BLEU score of only 2.9. Our system using (1) achieved an improvement of 5.6 and the use of (2) leads to a further gain of about 0.4 BLEU points. Even though fuzzy analogies relax the strictness, the inclusion of partial evidence in parallel transformations still helps in deducing possible translation.

In the retrieved analogies, query sentences are covered by examples under the analogy constraint to different extents with analogical scores ranging from 0 to 1. Figure 2 shows the number of fuzzy analogies constructed for the sentences in the three data sets, categorized by their respective scores. In general, three sets of analogy data demonstrate a comparable distribution in the extent of fuzzy matches between sentence transformations. The majority of analogies fall within the score range of 0.3 to 0.7. This indicates that approximately 30%-70% of tokens in query sentences are associated with examples in the analogy relationship.

Next, we examine the model performance in inferring translation answers by solving fuzzy analogies with different scores. Figure 3 shows that our model is capable of reasoning analogies with lower scores, where less than half of a query sentence is linked to translation examples through analogical associations. This suggests that fuzzy analogies can capture relative knowledge of two languages, which can even assist in translating queries that are distant from memory. We also compare to an NMT baseline on translating each test sentence. In Figure 3, blue points (415 out of 2,000) indicate the cases where our model performs worse than NMT in BLEU. Relatively, there are fewer underperforming cases when analogies have higher scores (>0.7). In Table 2, we list examples of two methods in translating sentences that are either close

---

3 To enable the learning model (e.g., mBART) to identify analogical transformations in quadruples, we use the SentencePiece model with the same tokenization as in mBART.

4 http://www2.statmt.org/moses/

5 https://huggingface.co/facebook/mbart-large-50
to or distant from translation memory.

Do different source analogies constructed for the same query result in diverse translation outputs? We conduct additional experiments to address this question. For each test sentence, we retrieve five fuzzy analogies with the maximum scores and then employ the model trained specifically to handle one analogy per query to solve each of these analogies. Table 3 presents five distinct translations to a query sentence. As shown by the example, it is possible for the model to generate more idiomatic translations that closely convey the intended meaning, using
Table 2
Examples of translating sentences that are either close to or distant from the memory. For each generated
Japanese answer, we also provide the corresponding English translation below, which has been translated
using Google Translate. The underlines denote formal matches to the references. For the upper instance,
NMT achieves a higher BLEU score but it fails to specifically mention the content regarding worry,
whereas our model effectively captures the meaning of the original sentence. Regarding the translation of
the distant query that involves specialized terms not present in the memory, NMT seems to draw upon
knowledge from its pre-trained data. However, the translation is not accurate. Our model provides a
translation for the word “called” by leveraging hints from the analogy, but does not convey an accurate
translation for the term itself.

<table>
<thead>
<tr>
<th>Test query close to the memory</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Query</strong></td>
<td><strong>ah... i'm sorry i made you worry.</strong></td>
</tr>
<tr>
<td><strong>Ref.</strong></td>
<td>あ... 心配かけてすみません。</td>
</tr>
<tr>
<td><strong>NMT</strong></td>
<td>あ... ごめんなさいごめんなさい。 (ah... i'm sorry, i'm sorry.)</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td>analogical score: 0.82</td>
</tr>
<tr>
<td></td>
<td>i'm sorry for bothering... i'm sorry, i wasn't being careful enough.</td>
</tr>
<tr>
<td></td>
<td>making you worry. you worry.</td>
</tr>
<tr>
<td></td>
<td>大丈夫です。すいませんでした。注意を払っていました。</td>
</tr>
<tr>
<td></td>
<td>せんでした。すいませんでした。</td>
</tr>
<tr>
<td></td>
<td>⇒ x = あ... ごめんなさい心配かけてちゃって。 (ah... i'm sorry i made you worry.)</td>
</tr>
<tr>
<td><strong>Test query distant from the memory</strong></td>
<td>BLEU</td>
</tr>
<tr>
<td><strong>Query</strong></td>
<td>called alpha lipoxanthine glucoside</td>
</tr>
<tr>
<td><strong>Ref.</strong></td>
<td>[スピーカ]「アルファ・リボキサンチン・グルコシド」</td>
</tr>
<tr>
<td><strong>NMT</strong></td>
<td>アルファリン酸オキシトリン酸グリシトリン酸 (alpha phosphate oxyphosphate glycitrate)</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td>analogical score: 0.0</td>
</tr>
<tr>
<td></td>
<td>that's the name.</td>
</tr>
<tr>
<td></td>
<td>it is called alexon... the name is abraham...</td>
</tr>
<tr>
<td></td>
<td>called alpha lipoxanthine glucoside</td>
</tr>
<tr>
<td></td>
<td>名はエイブラハムです。スピークした。</td>
</tr>
<tr>
<td></td>
<td>という会社なんで... ユーリサンを</td>
</tr>
<tr>
<td></td>
<td>すけと</td>
</tr>
<tr>
<td></td>
<td>⇒ x = アルパルス・グローブという名で</td>
</tr>
<tr>
<td></td>
<td>(under the name alpuls grove)</td>
</tr>
</tbody>
</table>

Our analogies with less evidence. We speculate that enlarging the number of fuzzy analogies will
facilitate models in acquiring more potential associations in two languages.
4. Conclusion and Future Work

In this paper, we introduced a novel translation approach based on the mechanism of using indirect analogies for translation. Unlike the work in [5], we proposed to handle partial analogies that capture approximate conformity between sentence transformations. We call that fuzzy analogies. To solve fuzzy analogies between sentences, we trained an mBART model to generate translations given source quadruples and three known translations in the target analogies. We conducted a comparison between our approach and an NMT baseline under low resource constraints. Additionally, we investigated the impact of analogical quality on translation.

In future work, we will conduct ablation studies to search for optimal configurations for modeling analogies. In addition, we will expand this work to different language pairs and directions, as well as investigate the influence of corpus size on performance.
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Table 3
Discrepency between translation answers for the query "i think it's better if you frankly say your intentions." by solving the first five fuzzy analogies with different analogical scores. The reference translation is 
“あの... スバっと伝えたい事を伝えたほうがいいと思うです。

<table>
<thead>
<tr>
<th>score</th>
<th>Analogy and solution</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.47</td>
<td>i think that’s a good idea.</td>
<td>: i think that’s best. : i think it’s great to do what you like. : i think it’s better if you frankly say your intentions.</td>
</tr>
<tr>
<td></td>
<td>はい。それかいい。確かに、それが良:</td>
<td>好きなことを頑張:</td>
</tr>
<tr>
<td></td>
<td>いかなる:</td>
<td>と思いま:</td>
</tr>
<tr>
<td></td>
<td>⇒ 𝑥 = じゃあはっきり言うなら...。</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( well, to put it bluntly...)</td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>i guess it’s better on my side.</td>
<td>: yep, i guess it’s probably for the best. : i think that’s best. : i think it’s better if you frankly say your intentions.</td>
</tr>
<tr>
<td></td>
<td>まだ俺の方がかいい:</td>
<td>あぁ、最良だった:</td>
</tr>
<tr>
<td></td>
<td>や。ヘヘッ。何だ:</td>
<td>うまく:</td>
</tr>
<tr>
<td></td>
<td>いかなる:</td>
<td>と思いま:</td>
</tr>
</tbody>
</table>
|       | ⇒ 𝑥 = はっきり言うなら... 意地悪いのは悪いけど。
|       | ( to put it bluntly... sorry for being mean.) | | 2.4 |
| 0.40  | i think that’s best. | : yep, i guess it’s probably for the best. : i think it’s great to do what you like. : i think it’s better if you frankly say your intentions. |
|       | 確かに、それが良: | あぁ、最良だった: | 好きなことを頑張: |
|       | いかなる: | と思うよ: | るっていいことだ: |
|       | と思いま: | すと |
|       | ⇒ 𝑥 = はっきり言うなら... 意図は正直に言うべきよ |
|       | ( to put it bluntly... you should be honest about your intentions) | | 2.0 |
| 0.40  | i guess it’s better on my side. | : i think that’s best. : yep, i guess it’s probably for the best. : i think it’s better if you frankly say your intentions. |
|       | まだ俺の方がかいい: | あぁ、最良だった: | 好きなことを頑張: |
|       | や。ヘヘッ。何だ: | いかなる: | るっていいことだ: |
|       | と思いま: | すと |
|       | ⇒ 𝑥 = はっきり言うなら君の意地悪いのは悪いけど。
|       | ( to put it bluntly, your meanness is bad.) | | 2.0 |
| 0.40  | yep, i guess it’s probably for the best. | : i think that’s best. : i guess it’s better on my side. : i think it’s better if you frankly say your intentions. |
|       | あぁ、最良だった: | まだ俺の方がかいい: | 好きなことを頑張: |
|       | と思うよ: | や。ヘヘッ。何だ: | るっていいことだ: |
|       | と思いま: | すと |
|       | ⇒ 𝑥 = 正直なところ... 意地悪いって言ったら |
|       | ( honestly... if you say mean) | | 1.8 |