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Abstract

This thesis focuses on the maximal usage of an High-Performance Computing (HPC)
Cluster with particular attention to the overloading of the storage, namely the file server.
HPCs have become important in the scientific domain because of their computational
power which allows calculation that otherwise would be impossible with a single computer.
On the other hand, this powered structure has a considerable cost, and unfortunately also
a short life cycle. As a consequence, it becomes important to use as best as possible all
the resources that this new structure gives. In this context, Autonomic Computing and
the collaboration between control theory and computer science were born.

This Mater Thesis continues a broader project where a PI controller was designed for
an HPC Cluster. The aim of the controller is the minimization of idle resources inside
the cluster. However, the controller is built on a model in a nominal configuration which
leads to heterogeneous results for different working conditions. Moreover, conditions far
from the nominal one bring the file server close to the overloading which is a challenging
condition for the system.
The idea of this project is to design an identification algorithm in order to end up with
an Adaptive PI that changes its own parameters to achieve specification with various
working conditions. We design three different algorithms that are going to be tested in a
simulation environment (SIMULINK) and then only one will be carried to the real set-up.
In the end, there is a comparison between the PI and the Adaptive PI. Here it is shown
how the Adaptive PI has a more homogeneous result than the case of the simple PI and
how the overloading of the file server is avoided. However, the drawback is the settling
time which becomes larger than in the case of classic PI.

Keywords: HPC, File server, Adaptive, Algorithm





Abstract in lingua italiana

Questa tesi si focalizza nell’usare al meglio le risorse di un High-Performance Computing
(HPC) con un accento sul sovraccarico della memorial esterna.
Gli HPC sono diventati fondamentali nell’ambito scientifico per la loro potenza com-
putazionale che sorpassa ogni limite prescritto dal singolo computer. Data la loro impor-
tanza e potenza, queste strutture vengono ad un costo non ignorabile e, sfortunatamente,
anche ad un ciclo di vita relativamente breve. Di conseguenza, diventa molto importante
sfruttare al meglio tutte le risorse di un HPC durante il suo ciclo vitale. Proprio in
questo contesto nasce l’Autonomic computing che da’ inizio alla cooperazione tra esperti
di informatica e controllo.

Questa Tesi Magistrale è solo una parte di un progetto più ampio. Infatti, nel lavoro
precedente, si è costruito un PI in modo da minimizzare le risorse inutilizzate in un HPC
Cluster. Però, il controllore è stato disegnato su un modello specifico per una condizione
di lavoro, che verrà chiamata nominale. Quindi, il sistema finale presentava diverse etero-
geneità rispetto le diverse condizioni di lavoro. In più, situazioni lontane da quella nom-
inale portavano quasi al sovraccarico della memoria esterna, una condizione da evitare
assolutamente.
L’idea di questo progetto è di affiancare al precedente controllo un algoritmo di identifi-
cazione, in modo tale da avere un controllore che cambi i propri parametri per soddisfare
sempre le specifiche in qualsiasi quadro lavorativo. In questo lavoro vengono discussi e
testati in ambiente simulativo (SIMULINK) tre algoritmi diversi. Poi vengono mostrati
anche gli esperimenti sulla vera struttura, ma qui viene testato solo uno dei tre algoritmi.
Alla fine, c’è un confronto tra il PI e il PI Adattivo. In questa parte è possible vedere
come i risultati del nuovo controllore sono più omogenei rispetto ai precedenti e come il
sovraccarico viene evitato. Però, il nuovo sistema tende ad essere più lento del precedente.

Parole chiave: HPC, memoria esterna, Adattivo, Algoritmi
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Introduction

This Master’s thesis focuses on the application of control techniques to resource allocation
in High-Performance Computing (HPC) systems. The presented work is part of a long-
term research carried out at INRIA in Grenoble (France) that has resulted in a control
technique to minimize idle resources within an HPC cluster. Building upon this result,
the primary objective of this work is to make the said controller adaptive so as to face
diverse operational scenarii and various clusters without requiring a manual re-tuning.

In the contemporary landscape, High-Performance Computing and its computational
power have become crucial in the scientific domain. The HPC technology plays a funda-
mental role in numerous fields, including - but not limited to - weather prediction [1], the
accelerated development of vaccines, large-size dynamic simulation, big data management
and more. Consequently, HPC systems are beneficial for both the scientific community
and the society at large by facilitating the advancement of new technologies and knowl-
edge.

Nevertheless, such cutting-edge infrastructures come at a considerable cost for both de-
velopment and maintenance, and given the highly dynamic nature of the field, they have
relatively short life cycles. Thus, maximizing resource utilization within these structures
is a fundamental means to optimize their efficiency and cost-effectiveness.

The scientific collocation of the research just mentioned is within Autonomic Computing,
a field that IBM pioneered starting approximately in the 70s of the last century in response
to a growing challenge, namely the escalating complexity of computational infrastructures.
In a series of blueprints, IBM foresaw a future where computing systems would become
so complicated to be manageable by a decreasing number of professionals, hence making
“self-governance” capabilities a necessity.

In addition, HPC represents a substantial investment for companies, so that its subopti-
mal management could lead to a shortened lifespan and under-utilization of computing,
potentially causing concerns for investors. Autonomic Computing offers a solution to this
problem as well, by making any equipment more affective during its useful life. This
approach enables machines to optimize their resources efficiently and minimize errors re-



2 | Introduction

sulting from human distractions. While human managers will continue to play a crucial
role, therefore, their focus will shift toward handling larger, more complex issues that
machines cannot autonomously address.

Coming to the main subject of this work, the mentioned existing controller was aimed
to reduce – ideally, minimize – idle resources within an HPC cluster. To accomplish this
task, the INRIA team employed the control theory to construct a system based on a
Proportional-Integral (PI) controller, with the purpose of dispatching incoming work to
computing units by dividing it into small computational tasks, exploiting the so gained
granularity to best fill the cluster’s available resources.

However, the said controller was designed based on a simplified linear model. Conse-
quently, its performance deteriorated as operational conditions deviated from the nominal
state. The core contribution of this thesis is to enhance that controller with an identifica-
tion and adaptation algorithm. This new algorithm enables the controller to dynamically
adjust its parameters to accommodate for varying working conditions, preventing the
undesired behaviors observed in the previous solution.

0.1. Organization of the thesis

Chapter 1 Large-scale description of the system with an overview on the literature.

Chapter 2 Insightful description of the system and, in the end, the previous work of the
researcher is presented.

Chapter 3 Explanation of what is Adaptive Control and Self-Tuning. Then, the de-
sign of the three different algorithms in two different contexts - evaluation of one
parameter and two parameters.

Chapter 4 In this chapter the algorithms are tuned and tested. After the test, only one
algorithm is implemented in the real platform and here the suitable initial condition
is discussed. In the end, there is a comparison between PI and Adaptive PI.

Chapter 5 Here there are the conclusions of the work and some ideas for the future.
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This chapter provides a brief overview of High-Performance Computing (HPC), in a way
tailored specifically for automation and control professionals, followed by an exploration of
the primary components of HPC clusters and grids. Having introduced the said physical
components and their interactions, the focus is then moved to the growing significance of
control theory in autonomic computing. Subsequently, the potential and the challenges
of integrating the control theory into this relatively new field are examined. In addition,
the chapter summarises the outcome of a comprehensive review of prior research, focusing
particularly on two distinct works that address themes that are similar to those discussed
in this thesis.

1.1. High-Performance Computing: an overview

High-Performance Computing (HPC) encompasses various computing systems that have
common capabilities to overcome limitations encountered by traditional computers in
terms of complexity and time consumption. These limitations often arise when dealing
with simulations, heavy computations, or the management of vast amounts of data. HPC
includes systems such as supercomputers, clusters, and grids, all of which share these
aforementioned properties.

Before delving into technical details, we would like to give the reader a brief historical
overview of these computational structures. The first supercomputer, the CRAY-1 (Fig.
1.3), was introduced in 1975 and boasted an unprecedented computational rate of 100
million floating-point operations per second (MFlop/s) [2]. Since then, HPC has made
significant progress, prompting the need to monitor achievements worldwide. Thus, in
1993, the TOP500 list was established. The TOP500 list ranks the 500 most powerful HPC
systems in the world and is updated biannually [3]. As of June 2023, the most powerful
supercomputer on the list achieved an astounding rate of 1.194 Exaflop/s. The continuous
progress of HPC is made possible by the development of different crucial functionalities
as parallel computing and communication network.
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Parallel computing is a key characteristic that empowers HPC. As the development
of more powerful processors became increasingly challenging and expensive, a solution
emerged: instead of relying on a single, specialized, and costly processor, multiple cheaper
processors could be used [4]. Then, parallel computing replaces the single processor with
multiple processors, effectively addressing the limitations of relying on a single processor.
Distributing the computational load among different processors reduces the burden on
each individual processor and overcomes power and thermal limitations.

However, this collaborative approach introduces a new challenge, that is, the need to
manage a communication network. In the past, when the number of CPUs (Central
Process Unit) was small, managing data and communication was not a significant issue,
and separate networks for these purposes was feasible. However, as the number of CPUs
increased, the communication network’s cost escalated, leading to a tradeoff between cost
and performance. Then, a decision was made to merge the two networks, creating a
unified network for both communication and data transfer. Various topology networks
have been developed, with one of the earliest being the torus interconnection. In this
arrangement, all nodes are interconnected with one another, and the topology can be
realized in different dimensions. An example of a 2D torus topology is shown in Figure
1.1, giving an idea of its shape.

Figure 1.1: Torus design network [5]. Figure 1.2: Fat tree network.

Another topology commonly used is the fat tree [6]. Unlike the torus, the fat tree does not
connect each processor directly to others. Instead, it establishes a hierarchical structure
(Fig. 1.2) resembling a tree, which reduces the amount of cabling required, resulting
in a more cost-effective solution compared to the torus. "Fat" refers to the increasing
bandwidth required as one ascends the fat tree; it starts with low bandwidth at the
bottom and increases as one moves up.

Summing up, HPC distinguishes itself from traditional computers by offering incredible
speed and computational power thanks to the use of several processors and network
topologies. Then, because of the updating over the years of architecture and power
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consumption, HPC systems have expanded beyond their initial realm of research and
penetrated various fields, including aerospace, life sciences, artificial intelligence, finance,
and energy [7, 8, 9].

Figure 1.3: Picture of CRAY-1 with his peculiar C shape [10].

1.2. HPC Cluster

A High-Performance Computing cluster opens up new horizons for parallel computing by
embracing distributed computing models. Indeed, a cluster can be best described as an
ensemble of stand-alone computers that are interconnected and collaborate smoothly to
accomplish complex tasks. Each computer within the cluster is referred to as a node,
and these nodes possess more than just processing capabilities. They also have their own
dedicated memory and operating system, making them self-contained entities within the
larger cluster ecosystem. Furthermore, the nodes are linked together through specialized,
high-speed connections, facilitating efficient communication and data exchange [4].

The power of a cluster lies in its ability to divide the computational workload of a specific
task among multiple computers, a process commonly known as workload distribution.
Despite this division, the user (ideally) experiences a unified computing environment,
perceiving the cluster as a single powerful machine. This perception is made possible
through sophisticated coordination mechanisms and resource management techniques that
seamlessly integrate the individual capabilities of each node into a cohesive whole. As a
result, the cluster transcends the limits of a single machine and uses the combined strength
of its constituent nodes to tackle computationally intensive problems with efficiency and
speed.
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1.2.1. Job Scheduling

In most scenarios, it is rare for a single job to utilize the entire cluster. As a result, the
cluster needs to be divided and shared among multiple users. To facilitate this sharing, a
scheduler is necessary to handle and manage all the job requests within the cluster. This
scheduler is a critical component of a more complex system known as the Resource and
Job Management System (RJMS) [11].
The RJMS can be divided into three distinct parts:

Application Manager : This component serves as the interface between users and the
scheduler. Users submit job descriptions to the application manager, enabling the
scheduler to find appropriate space and time within the cluster for each job.

Scheduler : The scheduler computes the job allocation and determines the timeslot for
each job based on their respective priorities, if applicable.

Resource Manager : Acting as the interface between the scheduler and the cluster
platform, the resource manager monitors the jobs within the cluster. It handles the
deployment of applications and oversees their execution.

The scheduler serves as a bridge connecting the user interface and the platform interface
within the system. It plays a crucial role in managing job scheduling and allocation.
Following there is a representation of RJMS (Figure 1.4). In the picture, there is also the
file system that will be explained later.

Figure 1.4: Representation of RJMS connected with both the user and cluster [11].

After providing an overview of the job scheduler’s framework, we can delve into a higher-
level understanding of its functioning. The following code snippet illustrates the basic



1| State of the Art 7

operation of the scheduler, specifically in the context of the First-In-First-Out (FIFO)
discipline.

upon each event (arrived or terminated) run:
while waiting_queue is not empty

next_job=waiting_queue.pop_front()
if next_job fit now:

launch(next_job)
else

waiting_queue.push_front()
break

This code is executed only when jobs arrive in the queue or when the cluster finishes
processing existing jobs. Two essential functions are featured in the code:

pop_front() : With this function, the scheduler selects the first job in the queue and
plans it inside the cluster, if there is enough space.

push_front() : Conversely, this function adds a job to the front of the queue. This
happens when there is not enough space inside the cluster. In short, the task gets
picked up and put back in the queue in case the cluster cannot afford it.

The one above is a basic interpretation of the scheduler’s work. More complex codes are
usually employed, such as the well-known Backfill [12].

The job scheduling architecture is a crucial component of a cluster as it is in charge
of efficiently managing task allocation, optimizing resource usage, ensuring fairness, and
enhancing the overall performance. By intelligently coordinating job execution, the sched-
uler maximizes cluster efficiency and throughput, effectively utilizing available resources.

1.2.2. File System

The file system, also known as the file server, is another critical component of the cluster
that works as storage. Within the cluster, each node can access two types of file systems:
a local file, system exclusive to that particular node, and a shared file system, accessible
by all nodes in the cluster. These two file systems exhibit different performances, with
the local file system being limited in capabilities compared to the shared file system due
to cost and space constraints. For the purpose of this thesis, we will focus on the shared
file system.
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The file system functions as an abstraction layer for the physical storage devices, enabling
applications to make input and output (I/O) requests for specific portions of files [13].
One significant challenge in the relationship between the HPC cluster and the file server
is the speed difference. While the cluster operates in the exascale speed, the file server
lags behind due to slower devices like memory, disk, and network. Consequently, the I/O
system’s performance dictates the speed of the HPC system [14].
Another critical issue related to the file server is its available space. Each node in the
cluster can use the file server to store, read or write data, and this may lead to a saturation
of the file system’s space. As a consequence, a file server’s approaching saturation can
significantly slow down the network between the cluster and the file server. In the worst-
case scenario, the entire system may become stuck, even if the cluster is not completely
full [15, 16]. Due to this substantial impact of the file server on the system, it is essential
not only to monitor the state of the cluster but also the state of the file system to prevent
such problematic scenarios.
One widely implemented partial solution is to execute the file system on several machines
to improve performance. However, this does not entirely eliminate the aforementioned
problems. Additional measures are necessary to effectively address this issue.

1.3. HPC Grid

While clusters are characterized by a distributed computing environment where all nodes
are physically close to each other, grids, consist of clusters that are geographically dis-
persed. The primary objective of grids is to leverage the collective power of interconnected
clusters, typically facilitated through the Internet. From a quantitative perspective, clus-
ters typically consist of hundreds of nodes on average, whereas grids encompass millions
of computers. Thus, it is evident that the power of a grid surpasses that of an individ-
ual cluster. However, within a grid, there can be variations in performance due to the
inherent heterogeneity of the clusters [17, 4]. Moreover, HPC grids provide a distributed
computing infrastructure that enables the pooling of computing resources across multiple
organizations or institutions.
However, the geographic dispersion of clusters within a grid introduces a potential chal-
lenge: latency. As the workload is divided among clusters situated far apart, commu-
nication between them can introduce delays. Consequently, this latency issue must be
carefully considered, as it could amplify the overall computational time.
In conclusion, HPC grids offer a powerful solution for distributed computing, leveraging
interconnected clusters across geographical locations. However, the challenge of latency
needs to be addressed to fully exploit the potential benefits of grid computing and avoid
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significant computational time amplifications.

1.4. Autonomic Computing

In 2001, IBM identified a critical challenge in the advancement of computing systems:
complexity. At that time, system administrators were entirely responsible for manag-
ing computer systems. IBM stressed that if the growth rate continued as before, there
would soon be a complication to handle by hand [18, 19]. Fortunately, alongside this con-
cern, IBM put forth a potential solution: autonomic computing. In reference to Parashar
et al.[20], autonomic computing refers to the utilization of self-governing strategies and
algorithms by the system and its applications to effectively manage complexity and uncer-
tainties, thereby minimizing the need for human intervention, which leads to self-adaptive
software system [21, 22]. This approach enables an HPC system to adapt and optimize
its performance autonomously. Here is where the expertise of automation and control
professionals becomes crucial. Automation not only enables self-management but also
facilitates self-optimization from various perspectives, including energy consumption and
the utilization of resources [23, 15]. By embracing autonomic computing principles, the
field of computing aims to address the increasing complexity of computer systems while
maximizing their performance and efficiency. These advancements have the potential to
alleviate the burden on human administrators and enable computing systems to operate
seamlessly in dynamic environments.

In 2005, IBM introduced an example of autonomic computing architecture, depicted in
Figure 1.5. This architecture, referred to as MAPE loop, consists of four main components,
each serving a distinct purpose:
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Figure 1.5: Functional detail of the autonomic manager [24].

Monitor : This component is responsible for collecting, aggregating, filtering, and re-
porting detailed information, such as metrics and topologies, from a managed re-
source.

Analyze : The analyze component utilizes mechanisms for correlating and modeling
complex situations. For instance, it can perform tasks like time-series forecasting
and queuing models. By analyzing data, the autonomic manager can learn about
the IT (Information Technology) environment and predict future situations.

Plan : The plan component defines the necessary actions to achieve goals and objectives.
It leverages policy information to guide its decision-making process.

Execute : The execute component controls the execution of the planned actions, con-
sidering dynamic updates and changes in the environment.

These four components work in concert to provide the functionality of a control loop.
As depicted in Figure 1.5, all the components communicate with each other, exchanging
relevant knowledge. Lastly, the policies serve as constraints and goals that the overall
system must adhere to. This entire figure is commonly referred to as the MAPE-K loop,
which stands for Monitor-Analyze-Plan-Execute over a shared Knowledge.

The discussion mentioned above was presented by Eric Rutten et al. in 2017 [25]. In their
work, they aimed to provide a clearer understanding of the MAPE-K loop in the control
theory field. They proposed reinterpreting the different phases of the loop as follows:
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Monitor : This phase can be seen as the sampling phase, where data is collected from
the system with a proper frequency.

Analyze : The analyze phase can be seen as signal estimation or the reconstruction of
a signal based on the collected data. Thus, variables with the hat (i.e. x̂).

Plan : The plan phase involves computing the control law using the system’s knowledge
held in the model.

Execute : The execute phase corresponds to the actual implementation of the control
law, which involves making changes to the system through actuators.

Considering the aforementioned reinterpretation, the figure referred to as 1.5 can be up-
dated with Figure 1.6.

Figure 1.6: Reinterpretation of MAPE-K loop [25].
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1.5. Dynamic HPC management using Control The-

ory

1.5.1. Assets of control theory for computing system

The application of control theory in the software field brings forth various methodologies
that were not previously utilized. These approaches offer significant advantages and can
greatly enhance the effectiveness of software control systems. In the following, we present
how the key aspects of control theory are valuable tools for software development [26].

Input-Output Model : One fundamental concept is the Input-Output Model. This
model is the fundamental brick for the system in Figure 1.7, where the control
input (u) is linked to the measured output (y). By defining this relationship, we
can establish a foundation for feedback-based control, leading to improved results.
Neglecting this initial step could lead to issues such as failure to converge to equi-
librium, overly aggressive or slow controllers, or an inability to adapt to different
operating conditions.

Figure 1.7: Simple control scheme.

Dynamics and Transient : Control theory models not only consider the input-output
relationship but also incorporate the dynamics and transient effects. These models
capture the influence of past output values on the present output, enabling the
representation of memory effects within the system. For example, in equation 1.1
the coefficients ai and bj represent respectively the correlation between the current
output and the past output, until n, and input, until m−1. By accounting for these
dynamics, we gain a deeper understanding of the system’s behavior.

y(k) =
n∑

i=1

aiy(k − i) +
m−1∑
j=0

bju(k − d− j) + e(k) (1.1)

Inside the above equation k is the time step, d is the delay and e is noise.
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Correlation between Multiple Metrics : Another advantage of control theory is the
ability to correlate multiple metrics. Indeed, it is possible to design models with
different input and output variables, each with its own unique correlations. This
flexibility allows us to capture complex relationships between different aspects of
the system, leading to more comprehensive control strategies.

Well-Studied Control Algorithms : In the realm of control algorithms, software sys-
tems often rely on threshold-based approaches to maintain desired output values.
While these algorithms are relatively straightforward to understand and implement,
fine-tuning them can be challenging. The control theory offers a wide range of
well-studied control algorithms that have been extensively researched and refined.
Leveraging these established algorithms can greatly simplify the tuning process and
improve system performance.

Stability Guarantees : Control theory also provides stability guarantees for the closed-
loop system. By employing analytical methods and utilizing models of the target
system and controller, we can assess the stability of the overall system. Furthermore,
control theory offers guidelines for selecting appropriate parameter values to ensure
system stability, enhancing the reliability of software control systems.

Nonlinear and Time-Varying Behavior : Moreover, control theory addresses the
challenges posed by nonlinear and time-varying behaviors. Adaptive control theory,
in particular, offers proven methodologies for designing controllers that can handle
systems with varying behavior over time. Additionally, it provides techniques to
control nonlinear systems, expanding the range of systems that can be effectively
controlled.

In summary, the control theory gives crucial advice to model and design feedback loops in
software systems. By embracing the methodologies and techniques offered by control the-
ory, it can be feasible to enhance the performance, stability, and adaptability of software
systems.

1.5.2. Challenges

However, the cultural differences between software and control engineering introduce sig-
nificant challenges. Numerous studies have been conducted to establish a connection be-
tween the fields of computer science and control [27, 28]. This endeavor has been driven
by the recognition that pure control specialists cannot effectively utilize their expertise
without a comprehensive understanding of the processes they are dealing with. Likewise,
computer science experts may lack familiarity with control theory, necessitating collabo-
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ration with those who possess knowledge of the required modeling and control synthesis
methodologies
For example, in the two fields, the word "adaptive" has two different meanings. In soft-
ware engineering, a system is called “adaptive” if it is capable of responding to the same
stimulus in different ways depending on the particular situation in which the said stim-
ulus is received. Since in the systems theory such a property is enjoyed by any dynamic
system, just naming the “situation” state, not all the systems that are adaptive in the
computer sense are adaptive in the systems and control sense. For the latter fact to be
true, the law that computes the system state and output must be subject to modifications
- for example, having some of its parameters change.

In addition to the differences in terminology, there are much more intrinsic differences
like the idea of modeling. In software, models are often based on architectural concepts,
whereas control engineering relies on equations to estimate models in the discrete and
continuous time. Therefore, creating a detailed analytical model for software becomes
challenging, as software is not governed by the same law as physical systems [29]. Fur-
thermore, even if such a model is successfully created, it may quickly become inaccurate
after the first software update [30].
Another obstacle faced in the software domain is the actuator. Actuators in software
systems are often subject to heavy quantization, which imposes constraints on control
without clear justifications. Additionally, variable delays within the system pose a sig-
nificant problem. These delays can arise from various sources, including the controller
itself, which may request data from parts of the system that are not designed to respond
efficiently. Another challenging issue arises from sensor noise attributed to concurrent
external processes. This noise significantly affects the ultimate outcomes and results.
Further problems related to control theory in the software domain are discussed in detail
in A. Leva et al. [31].

1.5.3. Literature overview

Having discussed the advantages and difficulties of applying control theory to computing
systems, we can examine previous applications and their results [30]. From a modeling
perspective, it appears that linear models are often preferred over nonlinear models. This
preference stems from the greater complexity involved in estimating nonlinear models
compared to linear ones. Furthermore, the lack of available tools for identifying nonlinear
models exacerbates the difficulty [32]. However, in the cases of interest of this thesis, it
seems that finding a model capable of representing suitable average quantities is sufficient,
as the system nonlinearities that cause deviation from averages can be compensated for
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by equipping the feedback controller with adaptive or online model update mechanisms
[33].
From a pure control standpoint, the most widely preferred control strategy is the Proportional-
Integral-Derivative (PID) controller, as depicted in Figure 1.8. PID control is highly fa-
vored due to its ease of implementation and satisfactory performance in terms of set-point
tracking and disturbance rejection. Moreover, it is worth noting that adaptive PID con-
trollers are commonly used in software applications to compensate for errors resulting
from model linearization. The detailed explanation of the PID controller’s functioning
will be provided later in this thesis.
Despite its favorable characteristics, the PID controller does have a limitation: scalability.
Consequently, it is primarily preferred for Single-Input-Single-Output (SISO) systems. In
contrast, for Multiple-Input-Multiple-Output (MIMO) systems, alternative techniques are
preferred, with Model Predictive Control (MPC) being the most commonly used. MPC
refers to a controller that employs a system model to predict future behavior and selects
adaptive actions to minimize the cost associated with achieving this behavior. The adop-
tion of MPC enables optimal management of multiple requirements, as demonstrated in
various literature studies across different domains [34, 35, 36].

Figure 1.8: PID control loop in discrete time.

In an effort to implement control theory in the software domain, various attempts have
been made. For Instance, in their work, S. Cerf et al. [23] successfully computed a
linear model and used a PI controller to regulate an HPC grid. In this case, they applied
the same methodology across three different clusters. The results showed satisfactory
performance in two clusters, but the third cluster did not yield the desired outcomes. This
case exemplified that simple models augmented with basic PI controllers can be effective;
however, their applicability may be limited as linear approximations and straightforward
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controllers might not always account for all relevant phenomena, as evidenced in the case
of the last cluster.
To address this limitation while preserving a linear model, an adaptive controller (Ch.
3.1) can be employed. For example, in the work of A. Filieri et al. [37], researchers
generated a linear model for the system and synthesized a configurable controller. This
controller tackles potential nonlinearities by dynamically adapting the linear model using
a Kalman filter. Moreover, to handle significant changes in system behavior, the controller
incorporates a change-point detection strategy to trigger an online model rebuilding phase.
By integrating these two features into the controller, the overall system performs well even
with a linear model instead of a nonlinear one.

The works quoted above address the challenge of applying a linear model to a complex
process from different perspectives. The first work illustrates that a controller designed
exclusively for a linear model could not always be effective. Conversely, the second work
overcomes this limitation by employing an adaptive controller and recalculating the model
when the operational conditions significantly deviate from the previous state. In this
study, we aim to solve this issue using an alternative approach. We propose enhancing
the existing PI controller with an identification algorithm. In this way, the controller
should meet the specified requirements irrespective of the operational conditions.
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In the preceding chapter, we provided an overview of HPC and introduced its main com-
ponents in general. In this one, we investigate the elements of the particular system used
for this study. To begin, we present the HPC grid where experiments are conducted,
followed by an examination of one of the main aspects of this thesis: the CIGRI con-
troller. Within this section, we highlight the existing limitations of the current CIGRI
implementation. Then, a comprehensive analysis of the scheduler is provided, along with
an overview of all the interactions among the system.
Moving forward, we discuss the state of the research prior to the work presented herein.
We elucidate the model’s design, the underlying hypotheses, and the subsequent valida-
tion process. Finally, we introduce the controller development based on this model and
conclude with a thorough performance evaluation of the controller.

2.0.1. The Experimental Infrastructure: Grid5000

The entire study is conducted within the HPC grid known as Grid5000. This grid com-
prises various clusters spread across nine different cities in France, as depicted in Figure
2.1, with a total of 15000 cores and 800 nodes.
Grid5000 serves as a large-scale and versatile testbed, supporting experiment-driven re-
search in all domains of computer science, with a particular emphasis on parallel and
distributed computing, including Cloud, HPC, Big Data, and AI. It is widely utilized by
multiple research teams from different universities such as Université Grenoble Alpes and
Université de Lorraine, as well as by esteemed organizations like CNRS and INRIA.
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Figure 2.1: Geography representation of Grid5000 [38].

The popularity of this infrastructure stems from the wealth of information it provides,
which would otherwise be unattainable through private clusters like Google Cloud Plat-
form or Azure. This access to valuable information makes Grid5000 a highly suitable
environment for research experiments, granting researchers the essential insights required
to comprehensively understand the workings of the cluster.
Moreover, Grid5000 boasts a remarkable level of reconfigurability, facilitating easier exe-
cution of experiments while offering complete control over the processes. Researchers can
even isolate their experiments within the network, enhancing the overall controllability of
the study environment.
For all the reasons above, Grid5000 is an ideal platform for conducting this work because
we are trying to test a controller that should be suitable for whatever cluster inside what-
ever grid. Then, all possible data that are accessible in Grid5000 becomes crucial for
understanding where are the issues and giving an idea of how to solve them.

2.1. Single Cluster Components

As seen in the previous chapter, an HPC grid can be seen as a collection of clusters. This
thesis focuses on the control of a single cluster, while the wider research to which the
thesis belongs also comprises the management of different clusters.
In this section, we provide an overview of the crucial components that collaborate with the
cluster and play a key role in this work. The first component is the controller, known as
CIGRI [39]. Its main responsibility is to dispatch a specific number of jobs to the scheduler
OAR [40]. Additionally, we explore various types of jobs that may arrive and the potential
challenges associated with the dispatching process. By the end of this section, we show a
comprehensive overview of the entire system.
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2.1.1. Controller CIGRI

The CIGRI emerged as an innovative solution to address a widespread challenge faced
by various laboratories – how to efficiently pool and leverage the resources of a cluster to
achieve optimal performance. This led to the development of a simple, lightweight system
based on a modular architecture, incorporating high-level components that enable the use
of locally unutilized resources within the cluster.
The core idea behind CIGRI is to use only the idle resources of the cluster, without
affecting the tasks assigned to local users. To achieve this, the concept of Best Effort (BE)
jobs is introduced in the batch scheduler. BE jobs are jobs that require less computation
and have a lower priority than the other type of jobs, namely the High-Priority (HP). In
this study, an approximation is made - only jobs coming from CIGRI can be considered
as BE, hence the HP jobs will be tasks coming directly from users. Afterward, the CIGRI
functions as a server that communicates with all the batch schedulers across the clusters.
It operates like a regular user, submitting jobs at the BE queue of the scheduler (Figure
2.3).

While the primary objective of CIGRI is to efficiently harvest idle resources, it is crucial
to consider potential issues that might arise if this process is not carefully managed. For
instance, if CIGRI indiscriminately uses the cluster’s resources without considering other
factors, such as the file server’s capacity, it could lead to an overload. Therefore, CIGRI
must be equipped with a feedback mechanism not only for the clusters but also for the
file system, to prevent overload and maintain system stability [15].

Figure 2.2: Schematic picture of CIGRI.

Figure 2.2 displays a simplified illustration CIGRI. Indeed, for the purpose of this thesis,
we focus solely on the modules linked to the controller behavior.
Starting with the job queue, one can note that the jobs are organized into campaigns. In
this context, a campaign refers to the number of jobs available with a specific file size f
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(MByte).
Inside CIGRI, there are two blocks: the Controller and the Tap. The Controller plays a
crucial role as it employs an algorithm to determine the optimal number of jobs to send
to the scheduler queue based on the system’s current status. On the other hand, the Tap
is responsible for receiving the jobs selected by the Controller after this decision-making
process.
An important characteristic of CIGRI is the length of the period, namely the constant
time it waits before sending a new set of jobs; this is set 30 seconds. Due to this behavior,
both the model and the controller will be designed in discrete time.

The research time chose to focus on CiGri due to its current limiting implementation:

Input : rate (init.3)
increasefactor (constant 1.5)

if no running jobs then:
rate = min(rate× increasefactor, 100)
submit rate jobs

else
submit 0 jobs

The above algorithm involves injecting new jobs into the system, but it lacks a useful
feedback mechanism regarding the system’s state. Consequently, the controller will only
send new jobs if all the previous batch of jobs has been executed. This approach poses
a significant problem: there might be situations where CIGRI refrains from sending any
new job because there is a single lingering job from the previous batch still running in the
cluster. This limitation has drawn the teams attention, and it was argued that control
theory could be a potential solution to overcome this issue.
By leveraging control theory, the team aimed to enhance the performance of CIGRI by
introducing a feedback loop that allows the controller to make more informed decisions.
Indeed, monitoring the state of the system and the progress of running jobs, the controller
can dynamically adjust the injection of new jobs, ensuring a more efficient and balanced
workload distribution within the cluster. Through this approach, they wanted to aim a
real optimization of resources into the cluster.

2.1.2. Priorities inside the OAR scheduler

The OAR scheduler operates as described in the subsection 1.2.1. Within OAR, two
different queues exist: one for jobs coming from CIGRI, known as BE jobs, and another
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one for jobs submitted directly by users, referred to as the HP jobs. In the context of
queueing theory, the relationship between these two types of jobs can be characterized as
preemptive priority. This means that BE jobs can only be executed when the HP queue
is empty or no HP job cannot be executed. Additionally, HP jobs have the authority to
displace a BE job from the cluster if there are no available resources to accommodate the
HP job [41]. The primary objective of OAR is to efficiently schedule both types of jobs.
However, if an HP job needs resources and takes the place of a BE job, the preemptive
priority principle comes into play, and the BE job is sent back to the BE queue to wait
for available resources again.
Another notable distinction between the BE and HP jobs lies in how they book the
cluster’s resources. When jobs arrive from CIGRI, they enter the queue of the OAR and
wait for their turn to be executed. Instead, HP jobs have the advantage of being able to
schedule specific time slots for their execution. This flexibility in scheduling is governed
by the internal policies of the cluster, aimed at promoting smoother resource sharing.
By allowing HP jobs to book time slots, the cluster’s resource allocation becomes less
troublesome. For instance, an internal rule dictates that resource-intensive jobs should be
scheduled during the night when the cluster experiences lower usage, ensuring that these
jobs do not interfere with other user’s activities.

Figure 2.3: Representation of two OARs for two different clusters. The queue linked to
CIGRI is the Best-Effort queue while the other is the High-Preority queue.

The job scheduler visualizes the bookings on a GANTT chart, as illustrated in Figure 2.4.
In this representation, the y-axis denotes the reserved space within the cluster, the x-axis
represents time, and the rectangles symbolize the scheduled jobs from different users. The
specified duration for each job is typically provided by the user, which often tends to give
an overestimation of the actual execution time.
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Figure 2.4: Example of a GANTT chart [42].

With this scheduling approach, the cluster’s resources are utilized more efficiently, and
users can plan their job execution with greater flexibility while adhering to the cluster’s
internal policies.

In delving deeper into the working of OAR, we discover that it requires a certain amount
of time to schedule a job, a process referred to as provisioning. Additionally, it takes
some time to delete a job, known as deprovisioning. However, the efficiency of the OAR
largely depends on the state of the job queue. If the queue is filled with numerous pending
jobs, OAR will experience slower job scheduling within the cluster. Consequently, having
knowledge of the waiting queue’s state could prove beneficial for the controller as it would
prevent overloading the OAR’s waiting queue. By understanding the current status of the
queue, the controller can make informed decisions to optimize job allocation and avoid
potential bottlenecks, thus enhancing the overall performance of the OAR system.

2.1.3. Overview of the System’s Description

In the preceding sections, we presented the controller, CIGRI, responsible for dispatching
jobs to OAR. On the other hand, OAR manages two distinct queues: one for CIGRI’s
jobs (referred to as BE jobs) and another for jobs submitted directly by users to the
cluster (referred to as HP jobs). Notably, HP jobs take precedence over BE jobs in terms
of priority. To clarify, both types of jobs are sent to the cluster and executed with the
simultaneous utilization of the file server.

The interaction between these components can be visualized in Figure 2.5.
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Figure 2.5: Overall system [15].

In addition, there are information exchanges between CIGRI and OAR, as well as the File
System. The OAR sensor enables the controller to access essential data held by OAR,
such as the cluster’s status and the state of the waiting queue. Meanwhile, the other
sensor provides insights into the file system’s state, helping to prevent overload.
In cases where administrators lack specific information about the system’s bottleneck,
they may establish separate controls for three different closed loops. One closed-loop
focuses on the cluster’s objectives, such as energy performance or the filling level, while
others aim to prevent overloading the file server and the BE queue of OAR. To achieve
optimal control, a final control law may be derived from these three different control laws
[15].

This work focuses on the system’s limitations, with the file system identified as the bot-
tleneck. This implies that the file system has significantly fewer resources compared to
the cluster itself. Given this substantial gap between the two amounts resources, we make
the assumption that we can treat the cluster as having an infinite number of resources for
the purpose of the analysis. Throughout the thesis, we will consistently refer to a single
controller, specifically the one designed for the file system. This controller plays a pivotal
role in managing and optimizing the file system’s operations to improve the overall system
performance.
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2.2. Prior work: a PI controller

The primary objective of this study is to prevent the file system from becoming overloaded.
The strategy we will adopt involves modifying the controller algorithm while preserving
its fundamental structure. Consequently, the CIGRI controller is tasked with sending jobs
in a manner that avoids burdening the file system with excessive load. Then, the system
we are about to discuss is depicted at high abstraction level in Figure 2.6.

Figure 2.6: Picture of the file system closed loop.

In Figure 2.6, two crucial quantities require elucidation: the control action denoted as
u, and the output labeled as y. In this context, the control action is represented as a
two-dimensional vector encompassing distinct quantities. The first component, denoted
as n, signifies the count of BE jobs dispatched by the controller. The second component
corresponds to the weight f , namely the file size, of an individual BE task, measured in
MByte. These two quantities are subject to specific limitations. Naturally, neither of them
can take negative values due to their physical interpretation. Moreover, n is subjected
to an additional constraint. Since it is not possible to dispatch part of a job, n must
be integer. Consequently, it must also adhere to a quantization requirement. Instead,
the output y corresponds to the load on the file server, obtained through sensor-based
measurements. However, a complicating factor arises from the sensor’s measurement
of various quantities. As a result, the recorded measurement y becomes susceptible to
substantial amounts of noise.
Figure 2.6 illustrates the presence of the file system as the unique process, but it is
important to acknowledge that, as depicted in Figure 2.5, the controller’s perspective of
the system encompasses a trio of distinct processes: OAR, cluster, and file system. The
simplification in Figure 2.6 focuses solely on the file system, aligning with the forthcoming
model’s specification. This scope narrowing is due to the underlying assumption that both
the scheduler and the cluster’s processing speeds far exceed that of the file system.

After depicting the control loop under study, in order to develop an effective controller for
the system, it is essential to have a thorough understanding of the system itself. Hence,
we will initiate this section by describing the model.
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2.2.1. Model of File System

Modeling the static behavior

To identify the model, the team initiated the experimentation phase in an open loop setup,
aiming to comprehend the underlying relationships. Importantly, they aim to model only
the impact of the writing tasks, because these are considered the ones with more impact
with respect to the other two operations, reading and storing.
In an open loop experiment, the team systematically manipulated the system’s inputs
and observed their corresponding effects on the output. The ultimate objective was to
identify the optimal mathematical relationship that could effectively explain the changes
in y with respect to n and f . By the use of linear regression they got

y = c+ β1f + β2n+ γf × n (2.1)

With:

• c = −0.5071484

• β1 = 0.0086335

• β2 = 0.0451394

• γ = 0.001633

Through this experimental process, they arrived at the above model, which incorporates
the two inputs, n and f , as shown in Formula 2.1. Although, It might seem odd that the
result of a linear regression is a nonlinear model, the reason behind this is that in each
experiment f was always fixed. However, this was an approximation made by the team.
In reality, in practical scenarios, f varies in relation to the executed tasks, and its precise
values is unknown.
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Dynamic modeling

Now we are interested in dynamic modeling, the researchers aimed to develop a first-order
model due to its simplicity and ease of study. Thus, it will be possible to predict the next
value of y based on the previous value and the previous action u. Following the generic
shape of a first order model:

y(k + 1) = ay(k) + bu(k) (2.2)

In pursuit of this objective, they considered the structure of the sensor located at the
end of the file server, which is an exponential filter called loadavg. This particular filter
was employed to obtain a smoother output result, and it is represented by the following
expression, similar to the previous one:

y(k + 1) = (1− ξ)Nk + ξy(k) (2.3)

Here, y(k) denotes the loading of the file system at time instant k, and Nk represents
the number of processes currently running on the system, namely, how many files are
writing at instant k. The value of the parameter ξ is determined by the sensor’s sampling
time. A larger sampling time leads to a smoother output result, but it may take longer
for the estimated value to converge to the actual value. Conversely, a smaller sampling
time provides faster estimation but may not achieve significant smoothing of the output.
After careful considerations, they opted for a small sampling time of 5 seconds (smaller
than a period of CIGRI), as it struck a balance between satisfactory measurement and
reasonable smoothness.
In reference to Ferrari et al. [43], the specific value of ξ was determined as follows:

ξ =

(
exp

(
− 5

60

))∆t
5

(2.4)

Where ∆t is 30s, the period of CIGRI.

As previously mentioned, the primary objective is to formulate a model in the format
represented by expression 2.2. Up until now, the explanation has focused on the aspect
that relies on the correlation with the previous output. Now, we can proceed to evaluate
the correlation on the input.
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Model Parameters

To do the model the researchers need to define what are the input of the system. For the
nature of the system, the team decided to consider as input n because it’s a controllable
quantity while f will be considered as a disturbance because has an impact on the system
but is not possible to control. Afterward, to be consistent with the control literature we
will rename u as the number of BE jobs sent by CIGRI.
To accomplish the model they add an additional identification:

(1− ξ)×Nk ≈ b× u(k) (2.5)

With the latter expression the Eq. 2.3 becomes equal to Eq. 2.2. Then, by inverting this
new formula at steady state, one gets b

ȳ ≈ ξ × ȳ + b× ū =⇒ b ≈ ȳ (1− ξ)

ū
= b̃ (2.6)

Now, an expression for b is available, but relies on u and y. Taking into account the
formula from the linear regression (Eq. 2.1) in the place of y and considering the limit
to infinite of u, which means a big quantity of jobs, we can effectively untangle these two
quantities:

lim
u→+∞

b̃ ≈ lim
u→+∞

(c+ β1f + β2u+ γf × u) (1− ξ)

u
= (β2 + γf)× (1− ξ) = ˜̃b (2.7)

Finally, the coefficients of the first-order model are:

ξ =

(
exp

(
− 5

60

))∆t
5

= 0.6065307

˜̃b = (β2 + γf)× (1− ξ) = 0.017761 + 6.4273488× 10−4 × f

(2.8)

The significance of the second input becomes evident, and it comes out that isolating the
parameter b (and also the model) from the file size of the jobs (f) is not a feasible task.
In conclusion, the team uses ˜̃b as the value for b to build the model and afterward the
controller.

Subsequently, an investigation is conducted to assess the efficacy of this approximation
under various conditions. This study aligns with the general aim of this thesis, which
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involves real-time estimation of the parameter b, as opposed to relying on the approxima-
tion.
Figure 2.7 illustrates the disparity between the ˜̃b value obtained from Eq. 2.7 and the b̃

value acquired through approximation in Eq. 2.6 by the use of the relative percentage
error. The presented set of four graphs exhibits distinct variations as they correspond
to different values of f , ranging from 25 MByte to 200 MByte. Each graph effectively
portrays the error with respect to u, where u takes discrete values between 10 and 50,
in increments of 10. One can note that the two approximations exhibit closer agreement
when dealing with larger values of the input u, compared to cases with smaller inputs.
Notably, the error term berr =

˜̃b− b̃ increases with the file size, and ˜̃b tends to overestimate
b̃ only when f=25MByte, whereas in all other cases, the opposite holds true. Thus, ˜̃b ap-
pears to capture a distinct aspect of b̃, which represents a more accurate representation
of b. However, it is crucial to acknowledge that ˜̃b becomes less reliable when f is equal to
or greater than 200MByte and with a limited number of jobs (less than or equal to 20).

Figure 2.7: Study of the difference between the two approximations ˜̃b and b̃ for the different
file size.

In Figure 2.8, we present a comparison between the real experiments conducted on the
file server in an open-loop configuration (represented by the orange dots) and the model
previously shown (represented by the blue line), with three different file sizes.
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model = G(z) =
˜̃b

z − ξ
(2.9)

The orange dot represents an average of five experiments, which helps to reduce the impact
of noise on the result. Notably, the peak values differ among the three rows, which can
be attributed to varying file sizes from (a) to (c). While the model provides a reasonably
accurate estimation of the true system’s behavior, one can note that its performance
improves with higher file sizes and diminishes with smaller ones. Specifically, in the
first row, the model tends to overestimate the load on the file server. However, this
overestimation becomes less pronounced in the second row, and in the last row, the model
appears to fit the true process very well.

Figure 2.8: Comparison between the load of the file system in open loop and the model
computed above. The orange dot represents an average of five experiments, while the
blue line shows the model. (a) Case of file size = 50 MByte. (b) Case of file size = 100
MByte. (c) Case of file size = 200 MByte.

The outcomes of these two studies yield non-obvious conclusions. In the initial investiga-
tion, it appears from Figure 2.7 that as f becomes smaller, the disparity between ˜̃b and b̃

diminishes. However, an opposite observation arises from Figure 2.8, where the scenario
with the smallest file size exhibits the worst result. The research team has yet to identify
a definitive solution to this quandary. The disparity between these two sets of results
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could stem from b̃ not being an accurate approximation for b, leading to a reduction in
the reliability of the first study. Alternatively, the model overestimates the actual system,
and in the case where ˜̃b underestimated b̃, there is a compensation which led to a good
result in the last row.

Up to this point, we showed the disparities that arise among various approximations of
the parameter b, by plugging in the suitable file size. However, in practical scenarios, the
parameter f remains unknown. Consequently, our team needs to select a nominal file
size in order to establish a single model. In this way, the controller is developed on this
chosen nominal file size. For this purpose, a nominal file size of 100 Mbyte is adopted as
a reference for the controller design. This particular file size was deliberately chosen due
to its perceived representativeness, as indicated by J. Emeras et al. in their work [44].
Upon establishing this nominal file size as a foundation, the resulting system model takes
on the following form:

G(z) =
˜̃b

z − ξ
≈ 0.0821

z − 0.606
(2.10)

Subsequently, the final model incorporates an additional approximation that enhances its
performance within the proximity of the 100 Mbyte nominal file size. However, its relia-
bility diminishes as the parameter f deviates significantly from this established nominal
value.

2.2.2. Controller Algorithm

After developing a first-order model for the system, the researcher’s objective is to find a
suitable controller to effectively regulate the system’s behavior. The choice is to employ a
Proportional-Integral (PI) controller due to its simplicity, robustness, and promising per-
formance. The PI controller has two distinct parameters: the proportional gain denoted
as Kp and the integral gain denoted as KI . The control input is calculated as follows:

u(k) = Kperror(k) +KI

k∑
i=0

error(i) (2.11)

The role of the PI controller is to minimize the error between the system’s output and the
desired reference value. This error is determined as the difference between the reference
value and the actual output of the system. By taking this error as its input, the PI
controller generates a control signal to influence the system and bring the error to zero.
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The proportional parameter Kp governs the strength of the controller’s action in reaching
the desired setpoint. However, relying solely on the proportional term is not sufficient to
guarantee an error of zero in a steady state. To address this limitation, the integral part
KI is introduced. The integral gain allows the controller to accumulate the error over time,
which helps to address any steady-state error that remains even after the proportional
control has been applied. By combining both the proportional and integral actions, the
PI controller is capable of effectively regulating the system, ensuring that it converges to
the desired setpoint with minimal error. In general, another possibility could be the PID
control, as shown in Figure 1.8, where the derivative action brings a quicker answer but
also more sensitivity to noise.
In short, the PI controller operates by taking the error between the reference value and the
actual system output and then adjusting the system’s input to minimize this error. The
two parameters, Kp and KI , respectively control the proportional and integral actions of
the controller, if chosen carefully, ensuring a robust and precise control strategy for the
system.

Figure 2.9: Proportional-Integrative controller

Then the PI was designed by taking into account the model 2.10 and the technique
employed by J. Hellerstein et al. [45]. The latter approach allows to choose two main
parameters of the PI to fulfill the two requirements Ks, the settling time in control steps,
and Mp, the maximum overshoot (as a percentage of the reference).

These two desires are linked to the new poles of the system rejθ and re−jθ, where:

• r ≈ e−
4
ks

• θ ≈ π log r
logMp

Lastly, the final two parameters are directly integrated into the controller, resulting in
the following parameters:
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Kp =
ξ−r2

b

KI =
1−2r cos θ+r2

b

(2.12)

For further details, all the computations are explained in Appendix A.
In the end, the team chose as value for the PI controller Ks = 12 and Mp = 0. This
selection ensures that the final system will achieve the desired output within 12 time
steps, and importantly, there should be no overshoots in the response. Considering the
expression of θ in light of the preceding statement, the final poles will be real.
Consequently, the two parameters of the controller are Kp = 1.13 and KI = 0.98.

2.2.3. PI performances and limitations

To test the behavior of the closed-loop system, the team conducts an experiment using
three different file sizes, with the goal of maintaining the file server’s load at a constant
level of three. However, their testing objective is not solely to assess the PI controller’s
ability to maintain the desired output; they also want to observe its interaction with the
HP jobs. Then a step disturbance is designed which loads the file server of 2 units. As
mentioned earlier, the HP jobs take absolute priority over the BE, and when they arrive
(in this case, around 2000 s), the controller has to reduce the number of jobs sent to the
file server to avoid overloading it. This event led to a significant overshoot in the system.
Once the HP jobs are completed, the controller has to adjust and start sending a slightly
higher number of jobs again, resulting in an undershoot.

In Figure 2.10, it can be observed that the final behavior depends on the file size scenario.
The center scenario appears to be the most favorable, as the control is accurately tuned
to the true file size of the tasks. However, in the other two scenarios, there seem to be
different issues.
When dealing with a file size of 50 MByte, the PI controller is tuned with a weight that
is twice the actual, leading to a slower settling time than expected. Conversely, when the
controller is tuned with a weight (f) that is half the true one, there is a speed-up in the
system but with a drawback of an overshoot at the start.
The primary limitation of this approach stems from the variability in outcomes, contingent
upon the disparity between the current state of f and the one implemented.
Furthermore, an additional constraint arises from the fact that the evaluation of ˜̃b relies
on the specific cluster. As a result, the constructed controller not only adheres to a
predetermined file size of 100 MByte but is also tailored to a specific cluster choice.
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The objective of this study is to devise a more versatile controller solution capable of
accommodating different f and various clusters, while yielding equivalent outcomes.

Figure 2.10: Average of five different experiments with three different file size and a step
disturbance equal to 2. The dashed red line shows the reference and the dashed black line
is the settling time (h is the discretization time equal to 30s). (a) Case of f = 50MByte
(b) Case of f = 100MByte (c) Case of f = 200MByte
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Up to this point, our examination of the file system process has revealed the influence of
two distinct factors: the quantity of BE jobs dispatched by CIGRI and the file size (f)
associated with each individual task. Because only the number of BE jobs is controllable
then, only this quantity is considered as input of the system.
The developed controller, designed by selecting a nominal value for f , exhibited divergent
outcomes based on varying operational conditions, as elucidated in Chapter 2.2.3. For
instance, when the actual f was halved from its nominal value, an observable deceleration
in system performance was detected. On the other hand, when the actual file size was
doubled, an initial overshoot behavior emerged, despite the team’s initial design inten-
tions to mitigate such overshooting tendencies.
In light of these observations, the primary objective becomes the formulation of an algo-
rithm capable of dynamically adjusting the parameters Kp and KI in response to changing
operational conditions. Such a strategy aligns with the principles of Adaptive Control [46].

Next, we will explore Adaptive Control, with a particular focus on the Self-tuning tech-
nique and its fundamental principles. This chapter will conclude by delving into three
distinct algorithms, along with their respective advantages and disadvantages.

3.1. Adaptive Control

The field of Adaptive Control addresses a critical challenge in designing control systems
for situations where system parameters are either unknown or subject to changes over
time. This approach offers a means to leverage system data effectively, allowing control
systems to automatically adapt and meet desired conditions, even in the presence of vary-
ing process parameters. In addition, adaptive control proves beneficial in scenarios where
there is a significant simplification of the system model [47, 48, 49].
Adaptive controllers can be categorized into two main types: direct and indirect. The dis-
tinction between these lies in the primary goal of the estimation process. Direct adaptive
control focuses on estimating the most suitable parameters for the controller itself. In
contrast, indirect adaptive control involves estimating the parameters of the underlying
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process and subsequently utilizing this information to update the controller.
Considering that the controller relies on the process parameter denoted by b, the algo-
rithm will be formulated to estimate this parameter of the system. Subsequently, we will
delve into a discussion about an indirect adaptive approach.
Additionally, it is crucial for the algorithm to perform online parameter estimation due
to the dynamic variations in the parameter f .

In the light of the aforementioned prerequisites, we endeavored to configure a Self-Tuning
controller for the system. This pursuit aims to seamlessly integrate the parameter estima-
tion process into the control framework, addressing the dynamic nature of the parameter
b.

3.1.1. Self-Tuning

The concept of Self-Tuning was initially introduced by Astrom and Wittenmark in their
seminal work [50]. In their article, they associated Self-Tuning with a crucial property
wherein the controller parameters converge to the theoretically designed controller values
if the process were fully known. Remarkably, they demonstrated that such convergence
could still occur even if the estimated values differ from the actual values of the process.
This approach allows the controller to adapt and optimize its performance based on real-
time parameter estimations, enabling it to maintain effective control even in the presence
of uncertainties and variations in the system. The utilization of the identification al-
gorithm provides a means to continuously monitor and estimate the changing process
parameters, ensuring the controller’s responsiveness to dynamic environments and im-
proving overall system performance.
However, one significant limitation of this technique lies in the assumption that the esti-
mated parameters are entirely accurate and equivalent to the true values of the process.
This assumption is known as the Certainty Equivalence Principle (CEP). While the CEP
facilitates the convergence of controller parameters to the theoretically optimal values, it
relies on the assumption that the estimated parameters are error-free and perfectly repre-
sent the true underlying process. In practice, this assumption may not always hold true,
leading to potential discrepancies between the actual system behavior and the estimated
model.
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Figure 3.1: Classic scheme of self-tuning approach.

Figure 3.1 illustrates the various components involved in the self-tuning technique. Start-
ing from the left, we have C(Ŝ), where the controller relies solely on the estimated param-
eter of the system. This dependency on the estimated parameter is a direct consequence
of CEP. The true process is represented by the variable S, while the identification algo-
rithm (ID) operates in real-time to compute and determine the parameter values of the
process (Ŝ). These identified parameters are then transmitted to the controller, enabling
it to update and adjust itself accordingly.

3.1.2. Fundamental Algorithm Framework: Basis for Subsequent

Variations

Self-tuning regulators have been extensively studied, leading to the development of various
algorithms. In this discussion, we will focus on a simpler algorithm that will be modified
according to the needs. By starting with this straightforward approach, it will become
easier to comprehend the underlying quantities and the associated issues. Throughout all
the algorithms, we will consider θ as a vector that gathers all the unknown parameters.
The simpler solution begins with a Least-Square Algorithm [51], which centers around
minimizing the following cost function:

J(θ) =
1

N

N∑
i=1

(y(i)− ŷ(i|i− 1, θ))2 (3.1)

Where:

• N: number of data

• y(i) measured output at instant i
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• ŷ(i|i−1, θ)= i-th estimated output by considering (i-1)-th data. Namely the formula
is ŷ(i|i−1, θ) = ϕ(i−1)′·θ. Where ϕ is the regression vector, it collects the output and
input of the system. For example being θ = [a, b]′ then ϕ(i−1) = [y(i−1), u(i−d)]′

where d is the delay.

To minimize the above const function, the derivative respect θ is computed and forced
equal to zero. In this way, the optimal θ is discovered.

θ̂ =

[
N∑
i=1

ϕ(i− 1)ϕ(i− 1)′

]−1

·
N∑
i=1

ϕ(i− 1)y(i) (3.2)

Tackling the singularity issue

Unfortunately, the above expression cannot be used due to the unpredictability of the
information matrix ϕ, which could approach singularity and lead to large spikes in the
estimated parameters. As a result, an alternative cost function is utilized:

J(θ) =
1

N

N∑
i=1

(y(i)− ŷ(i|i− 1, θ))2 + (θ − θ̄)′S̄(θ − θ̄) (3.3)

Where θ̄ is the initial guess for the parameters while S̄ is a positive definite and non-
singular matrix, indicating the level of confidence or trust in this initial guess. A larger
S̄ implies a higher level of trust in the initial parameter estimate. Then the new formula
for θ̂ is:

θ̂ =

[
S̄ +

N∑
i=1

ϕ(i− 1)ϕ(i− 1)′

]−1

·

[
S̄θ̄ +

N∑
i=1

ϕ(i− 1)y(i)

]
(3.4)

Solving the memory and computational issue

Now that we have addressed the singularity issue and obtained a well-defined θ̂ using
the updated formula 3.4, the data is acquired sequentially in real-time. For efficiency in
memory allocation and computational processing, it is desirable to perform the compu-
tations recursively. This way, the result at time step i − 1 can be used to obtain the
estimates at time step i. In this context, it makes sense to replace the variable N with
t. The change from N to t is reasonable because the Self-tuning approach is an online
process where the algorithm computes the estimates at each time step. Therefore, at each
instant, the algorithm repeats the computation, and the number of data points considered
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in the Least-Square estimation is equal to the number of iterations of the algorithm, which
corresponds to the current time step t. Afterward, we need to re-define the matrix S:

S(t) = S̄ +
t∑

i=1

ϕ(i− 1)ϕ(i− 1)′ (3.5)

S(t+ 1) = S(t) + ϕ(t)ϕ(t)′ (3.6)

After this modification, this matrix can be called information matrix, because inside has
the ϕ vector, which brings the new informations. The updated optimal parameter will be:

θ̂t+1 = θ̂t + S(t+ 1)−1ϕ(t)(y(t+ 1)− ϕ(t)′θ̂t) (3.7)

To simplify the computation of S(t + 1)−1, we use a lemma from linear algebra found in
Chapter 2 of [52]. This lemma enables us to obtain S(t+1)−1 from S(t)−1, facilitating the
recursive update. Additionally, a new variable, denoted as V (t) = S(t)−1, is introduced
and referred to as the covariance matrix. By introducing this new variable, the algorithm
can be further streamlined. The updated algorithm is as follows:

V (t+ 1) = V (t)− V (t)ϕ(t)ϕ(t)′V (t)

1 + ϕ(t)′V (t)ϕ(t)
(3.8)

θ̂t+1 = θ̂t + V (t+ 1)ϕ(t)(y(t+ 1)− ϕ(t)′θ̂t) (3.9)

Before we proceed further, we would like to add some comments to the expression 3.9.
In this expression, the estimated parameter at time step t + 1 is computed based on the
parameter estimate at the previous time step, θ̂t, with an updating term. This updating
term represents the difference between the measured output y(t + 1) and the estimated
output ŷ(t+1), namely the prediction error ϵ, weighted by the product of the covariance
matrix and the regression vector.
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Forgetting factor for time-varying parameters

When dealing with time-varying parameters, it becomes essential to account for the evolv-
ing nature of the system and give more weight to recent data while gradually forgetting
older data. To achieve this, a forgetting factor, denoted as µ, is introduced [53]. The
forgetting factor varies between 0 and 1, and when it is equal to 1, the formula presented
earlier is recovered.

S(t+ 1) = µ · S(t) + ϕ(t)ϕ(t)′ (3.10)

V (t+ 1) =
V (t)

µ
− V (t)ϕ(t)ϕ(t)′V (t)

1 + ϕ(t)′V (t)ϕ(t)
· 1

µ2
(3.11)

When µ is closer to 1, the algorithm becomes slower to follow time-varying parameters,
as it gives more weight to historical data and is less sensitive to rapid changes. However,
this approach also makes the algorithm less susceptible to noise, as it considers a larger
amount of data. On the other hand, with a smaller value of µ, the algorithm becomes more
responsive to fast-varying parameters, enabling it to track rapid changes in the system
more effectively. However, a smaller µ also means that noise has a more significant impact
on the parameter estimates, potentially leading to less accurate results.

The singularity problem strikes back

Despite the benefits of introducing the forgetting factor, a potential concern arises with
the latter formula. The inclusion of µ may reintroduce the singularity issue, leading to the
occurrence of bursting or blow-up phenomena in the control system [54]. The singularity
problem manifests as sudden, large spikes in the estimated parameters, causing instability
in the control performance.
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Figure 3.2: Effect of the bursting phenomena in ŷ [54].

In this scenario, the bursting phenomena occur because the system lacks sufficient new
information, leading to insufficient excitation of the system. When the system does not
receive enough new data, the estimation process may become less accurate and prone
to large spikes in the estimated parameters. Indeed it is usual to identify self-tuning
as an approach that needs persistent excitation. To mitigate the bursting phenomena,
various approaches can be implemented. For instance, the constant trace algorithm can
be utilized to ensure that the covariance matrix, denoted as V , does not approach infinity.
By limiting the growth of the covariance matrix, the algorithm remains more stable and
avoids the issue of unbounded growth, which can lead to bursting behavior. Another
method known as directional forgetting can be employed, where the forgetting factor µ is
not applied uniformly to all elements of the covariance matrix. By selectively applying µ

to specific elements of the matrix, the algorithm can focus more on relevant information,
reducing the impact of noise or outliers. Other techniques and algorithms are also available
to address the bursting phenomena, and these are discussed in detail in the work of P.
Navratil and al. [55].

3.2. Exploring Algorithmic Approaches: A Triad of

Implementations

In this section, we show three distinct algorithms aimed at estimating the parameter b.
Since our focus is on estimation, the symbol b̂ will denote the estimated value. In this
initial exposition of the algorithms, we will disregard the influence of the HP disturbance.
The mathematical representation of the process model is given by:

y(k + 1) = ξy(k) + bu(k) + e(k) (3.12)
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Upon inspection, a novel variable emerges within the model, signifying the noise, e, origi-
nating from the sensor due to external processes external to the file system. The research
team has conducted an assessment of this noise and has determined that it conforms to
a white noise with standard deviation of 0.59.
The estimated model takes the following form:

ŷ(k + 1) = ξy(k) + b̂(k)u(k) (3.13)

Given that there is just a singular parameter to be estimated,then the symbol ϕ represents
a scalar, specifically equal to u, and correspondingly, V is a scalar as well.

3.2.1. Parallel Estimation

Before delving into the code and explaining the reasons for choosing this algorithm, it is
important to clarify the concept of Parallel Estimation [52]. In computer science, parallel
computation typically involves splitting a job into different resources. However, in this
context, parallel computing refers to performing the same computation simultaneously
with slightly different conditions. Having explained the concept of parallel estimation in
this context, let’s now explore the rationale behind selecting this particular algorithm.
The chosen algorithm employs a recursive least-squares estimator with variable forgetting
factor. At each step, a µ is chosen among different values to minimize the discrepancy
between the measured output and the estimated output. As a result, this algorithm is
capable of effectively tracking both fast and slow dynamics, and it prevents the occurrence
of the blowing-up phenomena. A close experiment is shown in [56].
Following the MATLAB code:

function [b̂o, Vo] = parallel (y, yb, ϕ, b̂i, Vi, ξ)
define forget.factor, n=length(forget.factor)
for w=1:n

µ = forget.factor(w)
Vvector(w) =computed with 3.11
b̂vector(w) = computed with 3.9
residual(w) = abs(y − ξyb − b̂vector(w)ϕ)

pos = find.minimumPosition(residual)
b̂o = b̂vector(pos), Vo = Vvector(pos)

One can see that the algorithm takes as input
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• y: measured output

• yb: measured output of the time step before

• ϕ: regression matrix, in this case is equal to u

• b̂i: is the estimated parameter of time step before. In case of inizialization is the
starting condition chosen by the user.

• Vi: is the covariance value of the previus time step. In case of inizialization is the
starting condition chosen by the user.

• ξ: is the value estimated from the filter with equation 2.2.1

The following algorithm, utilizing the function find.minimumPosition, serves to deter-
mine the position of the smallest residual within the vector. Subsequently, it strategically
selects the best values for µ, consequently also the value for b̂ and V .
A pivotal aspect of this first algorithm lies in its ability to circumvent the imposition of
a fixed forgetting factor. Indeed, if ŷ exhibits pronounced oscillations for the approach-
ing of the bursting phenomena, the algorithm dynamically adjusts the forgetting factor
to 1, thereby arresting the approach towards singularity. Simultaneously, in response to
changes in f , the algorithm selects a smaller value of µ.
To sum up, this technique estimates a time-varying parameter and self-adapts to its
changing rate.

3.2.2. Robust Estimation

For this second algorithm, we are taking a step back from the traditional least-squares
approach. Up until now, we have been discussing a least-square algorithm, which assumes
that the noise is small. However, when dealing with significant errors, the impact on b̂

can be substantial due to the squared term in the cost function. To achieve a Robust
Estimation [52], we need to modify the prediction error in formula 3.9. Instead of plug in
the difference between the measured output and the estimated one, we will introduce a
function that behaves differently for different prediction error (ϵ) magnitudes. Specifically,
for larger errors, the function will be more gradual, deviating from linearity, while for
smaller errors, the function will resemble a linear one. This modification allows the
algorithm to handle larger errors more effectively, making it more robust in the presence
of substantial noise. The specific function that we have chosen is:

f(ϵ(k)) =
ϵ(k)

1 + α|ϵ(k)|
(3.14)
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ϵ(k + 1) = y(k + 1)− ξy(k)− b̂(k)u(k) (3.15)

As consequence the expression 3.9 becomes:

b̂(k + 1) = b̂(k) + V (k + 1)ϕ(k)f(ϵ(k)) (3.16)

In addition, the revised formula introduces a novel parameter denoted as α, which plays
a pivotal role in the noise reduction process. The magnitude of α directly influences
the extent of noise reduction achieved. It is important to note that as α increases, the
degree of noise reduction becomes more pronounced. However, a significant increase in
the value of α is accompanied by a notable deceleration of the algorithm’s estimation.
This phenomenon can be attributed to the fact that excessively high values of α not only
mitigate the impact of noise but also diminish the algorithm’s adaptability to varying
working conditions. Additionally, one can note that the previous algorithm corresponds
to the specific scenario where α is set to 0.
We would like to emphasize that the parallel estimation remains a fundamental aspect of
the algorithm, but instead of the prediction error (ϵ), we now utilize the function f(ϵ) as
outlined in the new formula 3.16.
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3.2.3. Selective Memory Estimation

This latest algorithm introduces a profound departure from the previous two. Notably,
a key innovation within this algorithm lies in its capability to turn off during periods
without new information. The rationale behind incorporating this feature stems from
the experimental context, where the parameter b is anticipated to remain constant over
extended durations, punctuated by sudden and abrupt changes like a step function. Then,
we used the Selective Memory algorithm [57]. This algorithm updates the estimated
parameter only if new information is available. By doing so, it can efficiently learn from
new data points while maintaining stability and reducing unnecessary updates when the
system remains relatively unchanged. Implementing this algorithm in our experimental
setup could provide the best of both worlds – fast learning and adaptability when needed,
combined with stability and reduced oscillations in periods of stability. This approach
appears promising for addressing the specific characteristics of our future implementation
into the cluster, ensuring accurate and efficient parameter estimation.
Following the new algorithm split into several stages:

Step 0 : Defining r(k) as an estimate of the variance of the unmodeled dynamics and
M0 as the memory length. Choose r0 > 0, θ(0), V (0) > 0, 1 < M0 < inf.
Set r(0) = r0, σ = 1− 1

M0
and then update k, the new value will be k = 1

Step 1 : Select a function for r(k)

r(k) = max[σ × r(k − 1) + (1− σ)× ϵ(k)2, r0]

Where ϵ(k) = y(k)− ay(k− 1)− b̂(k− 1)ϕ(k− 1). Recall that ϕ(k− 1) = u(k− 1).

Step 2 : Set B(k) = 0 and

A(k) =

1, if phi(k−1)′V (k−1)phi(k−1)
r(k)

≥ 1/M0

0, otherwise

Step 3 : If A(k) = 0, set:

B(k) =

1, if r(k) ≥ max1≤i≤kr(k − i)

0, otherwise

Step 4 :

b̂(k) = b̂(k − 1) + ∆(k)× V (k − 1)ϕ(k − 1)ϵ(k)

r(k) + ϕ(k − 1)′V (k − 1)ϕ(k − 1)
(3.17)
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Step 5 :

V (k) = V (k − 1)−∆(k)× V (k − 1)ϕ(k − 1)ϕ(k − 1)′V (k − 1)

r(k) + ϕ(k − 1)′V (k − 1)ϕ(k − 1)
(3.18)

First of all, we would like to clarify that the covariance matrix V (k) in this new algorithm
is different from the previous ones. It does not include any forgetting factor, but instead,
it incorporates an estimate of the variance in the denominator. This is because the
algorithm utilizes a different information matrix called the Fisher information matrix,
which is defined as follows:

S(k) = S(k − 1) +
∆(k)

r(k)
ϕ(k − 1)ϕ(k − 1)′ (3.19)

With this intrinsic difference highlighted, let us shed light on the last two steps of the
algorithm. The update process appears similar to the previous algorithms, but this time,
the updating involves the parameter ∆. This parameter can only take values of 0 or 1,
based on the outcomes of Step 2 and Step 3. The parameter will be updated only if ∆
equals 1.
It is worth noting that this algorithm shares some similarities with the widely known dead
zone algorithm [46], as both select data to use for updating the parameter. However, a key
difference lies in the selection rule between the two approaches. The selective memory
algorithm focuses on the degree of excitation (for parameter A), while the dead zone
algorithm considers the prediction error, which is more sensitive to noise. Due to the
noise in the system, the selective memory approach was preferred, as it handles noisy
data more effectively and provides more reliable parameter estimates.
An additional aspect to consider for this algorithm is its initial condition. To ensure
that the algorithm updates properly from the beginning, it’s advisable to choose a larger
initial covariance condition (greater than 100). Additionally, for robustness and optimal
performance, it is recommended to set a small value for r0 and make M0 large, preferably
in the range of 100 to 1000. This approach will help ensure both the reliability and
effectiveness of the algorithm.
Nevertheless, the selective memory algorithm has a limitation—it may not be suitable
for long-run adaptations as the parameter may converge and stop updating. To address
this limitation, a re-start mechanism is implemented in the final code. When there is a
modification of f , the algorithm is restarted to ensure it can adapt effectively to changes
in the system behavior. This re-start strategy is feasible in the real system, where the
condition for re-starting the algorithm would be the launch of a new campaign (as defined
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in Chapter 2.1.1).

reinizialization function define V (0)
if new_campaign = true

V (i) = V (0)

3.3. Explicitly taking into account the HP distur-

bance

In the previous section, we focused on the scenario where the file server contained only
BE jobs. The new section investigates a more complex setup where the file system is
shared between both BE and HP jobs.
As discussed in the first chapter, these jobs follow a preemptive priority rule. In addition,
it is important to note that BE and HP jobs have different impacts on the file server, with
HP jobs being more resource-intensive by nature. Consequently, we introduce two distinct
coefficients: bu, which represents the weight of a single BE task, and bd, representing the
weight of a single HP job into the file system. For the nature of the system, HP tasks are
considered as a disturb because are beyond our control, and d(k) is the number of HP
tasks in the system at time instant k.
The final process is described by the following equation:

y(k + 1) = ξy(k) + buu(k) + bdd(k) + e(k) (3.20)

Due to the incorporation of two parameters instead of just one, there will be a consequen-
tial alteration in the dimensions of the key quantities within the algorithm. Specifically,
the parameter that was initially identified will now transform into a vector encompassing
two distinct parameters denoted as bu and bd. Consequently, the covariance matrix will
adopt a square 2x2 structure, where the values for these two parameters will be situated
along the main diagonal. Correspondingly, the regression matrix will evolve into a two-
element vector: the first element representing the control input, and the second element
representing the disturbance (referred to as HP jobs).
Another distinction arises due to the inherent dissimilarity between the two parameters,
bu and bd. Specifically, the framework operates under the premise that the influence of HP
tasks on the file server’s workload remains consistently uniform. This constancy produces
bd as a parameter that remains invariant over time. Consequently, the integration of a
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forgetting factor becomes unnecessary for bd, as each data point must exert an identi-
cal influence on the estimation process, aligned with the parameter’s unchanging nature.
Conversely, for the parameter bu, the scenario is distinct. In summary, the methodology
involves two separate estimations: one that integrates a forgetting factor for bu to accom-
modate its adaptive characteristics and another that excludes a forgetting factor for bd

due to its stable, time-invariant quality.
In the end the final estimated output in case of HP disturbance will be:

ŷ(k + 1) = ξy(k) + b̂uu(k) + b̂dd(k) (3.21)

3.3.1. Limitation of the double estimation

It is important to emphasize that we will be directing the algorithm to estimate two pa-
rameters utilizing nearly identical data. However, it is anticipated that this adjustment
might lead to a deterioration in the results. This is because estimating a greater number
of parameters necessitates a higher degree of system excitation, which might not be fully
accommodated by our system that is constrained by a constant reference.
Although we extensively examined the modifications required to adapt various algorithms
for generating dual estimations and subsequently simulated their outcomes, optimizing
the benefits of this dual estimation necessitates a controller adjustment that incorpo-
rates b̂d. Presently, the controller exclusively depends on b̂u, diminishing the significance
of b̂d estimation from the controller’s perspective. This configuration could potentially
complicate the algorithm’s ability to effectively discern between the two identifications.
This challenge becomes more pronounced when dealing with algorithms characterized by
continuous learning patterns as the Parallel and the Robust.
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This chapter is dedicated to assessing the impact of the three previously discussed al-
gorithms on the system. To gain insight into their performance characteristics, these
algorithms underwent preliminary testing within a simulation framework. This allowed
us to discern the strengths and weaknesses of each algorithm. Subsequently, we proceeded
to evaluate these algorithms within the actual system. It is important to note that, for
reasons explained in the following sections, only one algorithm will be discussed in the
real system.
Within the second part of this chapter, we address the selection of optimal initial con-
ditions, followed by a validation process with f which changes runtime. Finally, we will
conclude with a comparative analysis between the PI and the Adaptive PI, considering
various values of f .

4.1. Validation in Simulation

For the simulation frame all the system and algorithms were established inside the Simulink
frame with a discrete solver with a constant step equal to 30 seconds. Each simulation
represents the outcome derived from an average of five experiments. This approach is
adopted to mitigate the influence of system noise. The initial phase involves tuning the
algorithm to ensure a consistent basis for result comparison. Subsequently, a comparative
analysis of output will be conducted under two distinct conditions: one without HP jobs,
and the other involving the presence of HP jobs.

4.1.1. Choice of parameters: α

In order to facilitate a comparative analysis of various algorithms within the Simulink
framework, one has to commence by fine-tuning the algorithm’s parameters. In this con-
text, the focus shall primarily be on refining the smoothing parameter α of the Robust
Algorithm. This decision stems from the fact that the remaining parameters exhibit neg-
ligible influence on outcomes within the simulation environment. However, it is worth
noting that in the experimental configuration, the results are intricately tied to the se-
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lection of these two values. In this case, the specific choices for these parameters were
established as b̂(0) = 0.03 and V (0) = 100. Notably, the initial covariance condition was
set to a relatively elevated value. This choice was made due to the inverse relationship
between the magnitude of this value and the reliability of the initial condition of b̂. While
the forgetting factor is [0.5,0.6,0.7,0.8,0.9,1]’, we select a minimum of 0.5 due to the noise
of the system.
To choose the best possible α, a dedicated experiment is devised. This experimental de-
sign involved maintaining a constant reference of three for the output, coupled with the
introduction of a time-varying b. To closely emulate the forthcoming experimental setup,
a step function was adopted. This choice was deliberate, aligning with the experimental
procedure where adjustments to parameter b necessitate the initiation of separate job
campaigns with distinct f values. The step function was deemed appropriate due to its
congruence with this process. Furthermore, the included visual depiction is an aggregate
of outcomes from five distinct experiments. This consolidation was necessary in light of
inherent sensor noise.

Subsequently, the resulting outcomes of the Robust Algorithm are depicted in the fol-
lowing pictures, showcasing the effects of varying α values in the range of 0.5 to 3, with
increments of 0.5. The blue line represents the behavior of b̂, while the red dashed line
illustrates the behavior of ˜̃b. An observable trend is that as α increases, oscillations within
the estimation diminish. However, this improvement comes at the cost of a notable decel-
eration in the estimation process with higher values of the parameter. This is more clear
in the final row, where a step-down change in the true parameter induces a significant
gap between the red and blue lines. This gap signifies reduced agility of the algorithm in
tracking the true time-varying parameter compared to the first row.
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Figure 4.1: Identification results for varying α in the range of 0.5 to 3 with increments of
0.5. The blue line corresponds to b̂, while the red dashed line corresponds to ˜̃b.

On the other hand, the impact of α appears negligible in the tracking aspect. In this
depiction, it might appear that the initial load of the file server approximates 1, but this
is not the case. Despite the starting condition being 0, the noise level appears pronounced.
The choice of presenting the average of five experiments is deliberate, even though the
noise isn’t fully mitigated. This decision aligns with the intention to maintain consistency
with the forthcoming real-world setup.

Figure 4.2: Tracking results for varying α in the range of 0.5 to 3 with increments of 0.5.
The blue line corresponds to y, while the red dashed line corresponds to yref .
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To gain a more insightful understanding of the impact of α on the performances, we
computed boxplots to depict the relative percentage error in absolute value for both the
identification error (˜̃b − b̂) and the tracking error. The boxplots in Figure 4.3 provide
a visual representation of the distribution of the results and allow us to compare the
performance with different values of α. Upon analyzing picture (a), one can note that the
error decreases by increasing the parameter α, however, in the case of α = 3, it appears
that the boxplot starts to expand attributable to the slowdown. On the other hand,
picture (b) in 4.3 confirms the idea that α does not have a strong impact on the output.
Taking into account only the boxplot result, we find the results for α values above and
equal 1.5 to be particularly satisfactory, indeed 75% of data have a relative percentage
error of 10% or less. However looking at Figure 4.1 it is clear that the last two cases
present a slowdown that cannot be ignored. Considering the trade-off between relative
error and slowdown, we would recommend selecting α = 2 as it seems to provide a
favorable compromise between smoothness and adaptability to time-varying parameters.

Figure 4.3: Boxplots depicting the relative percentage error in absolute value across var-
ious α values. (a) Shows the identification error, while (b) shows the tracking error.

4.1.2. Comparison of algorithms

In the preceding section, we examined the diverse outcomes associated with varying values
of α. Having established our choice of alpha, we can now proceed to observe the distinct
results achieved by applying the three algorithms. The Parallel and Robust Algorithms
have as b̂(0) = 0.03, V (0) = 100, µ = [0.5, 0.6, 0.7, 0.8, 0.9, 1]′ while the initial conditions
for the Selective algorithm are r(0) = 10−3, M0 = 100, b̂(0) = 0.03 and V (0) = 100,
where values of the Selective are the ones suggested in [57]. Illustrated in Figure 4.5, we
present the identification results for three specific cases. The leftmost plot corresponds
to the Parallel Algorithm, the middle plot represents the Robust Algorithm with α = 2,
and the final plot showcases the outcome of the Selective Algorithm. A noticeable trend
emerges from left to right: a consistent reduction in oscillations across all cases. This
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reduction is a direct consequence of the implementation of the Robust algorithm, tailored
to mitigate the influence of noise through the adjustment of the parameter α. Conversely,
the Selective algorithm incorporates a memory mechanism that restricts learning over a
finite period, which explains the observed stabilization of the identification results beyond
a certain time frame. The presence of overshooting and undershooting phenomena can
be attributed to the algorithm’s re-initialization process.
Instead of tracking there seem to be no noticeable improvements, probably because the
impact of the noise is bigger than the one of b̂.

Figure 4.4: Identification results. b̂ is shown in blue line, and ˜̃b in red dashed line. Figure
(a) depicts results for the Parallel algorithm, (b) for the Robust, and (c) for the Selective
Algorithm.

Figure 4.5: Tracking results. y is shown in blue line, and yref in red dashed line. Figure
(a) depicts results for the Parallel algorithm, (b) for the Robust, and (c) for the Selective
Algorithm.

To substantiate the efficacy of the Selective Algorithm and ascertain potential improve-
ments in terms of tracking performance, we have incorporated three distinct box plots for
the identification and the tracking error into the analysis. These box plots aim to offer
valuable insights into the distribution of relative percentage errors in absolute values.
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Figure 4.6: Each boxplot represents the relative percentage error in absolute value for
each algorithm. (a) Represents the identification error, and (b) represents the tracking
error.

By incorporating this statistical visualization, we can delve more deeply into the per-
formance of the algorithms. The results presented in (a) of Figure 4.6 provide strong
evidence supporting our assertion that the final algorithm we present is optimal in terms
of identification capabilities. This assertion is reinforced by the significant reduction in
error observed when transitioning from the Parallel Algorithm to the Selective Algorithm.
To elaborate, the initial algorithm reveals that 75% of the data points exhibit a relative
percentage error below 15%. However, with the Selective Algorithm, an equivalent pro-
portion of data points exhibit errors below 5%. This distinct shift in the distribution of
errors serves to underscore the markedly superior performance of the Selective Algorithm
from the identification standpoint.
On the contrary, in graph (b) of Figure 4.6, a significant shift occurred. The Selective
Algorithm, which previously occupied the first position, has now been superseded by the
Robust Algorithm. In fact, looking at the error values in the graph (b) of figure 4.6, one
can see that the Robust error values are smaller than the other algorithms. It is worth
noting that performance disparities among algorithms are not as strong as in the case of
Figure (a). This suggests that the algorithms show relatively similar levels of tracking
performance, with less pronounced differences between them. The similarity in tracking
errors among the results can be attributed to the findings presented in the tuning section.
This analysis revealed that the influence of noise surpasses the impact of b̂ in the con-
troller. To gain deeper insights into the role of identification within the output, further
simulations are warranted. In this work, we have selected a set of five experiments to gain
consistency with the forthcoming experimental setup section.

Ultimately, considering the outcomes, one can note that the Selective Algorithm achieves
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superior results in the identification phase compared to the other algorithms. However,
in the context of tracking, the algorithm for achieving the most favorable outcomes re-
mains uncertain. Given these observations, we are inclined to conclude that the Selective
algorithm stands as the most favorable choice among the three.

4.1.3. Case with HP disturbance

In this section, the algorithms are tasked with evaluating two distinct parameters, which
have been elucidated in chapter 3.3 - bu and bd. Consequently, the experimental setup in
this scenario differs slightly from the other case. Specifically, we have extended the sim-
ulation duration to provide ample time for disturbance setup. Notably, while the profile
of the variation in bu remains consistent, the approach for bd is different, as it remains
constant at 0.30. To implement this, we designated the disturbance to manifest as an
abrupt step change at 2000 seconds, persisting until 4000 seconds.
The visual representation in Figure 4.8 may suggest a continuous presence of the distur-
bance. This is due to the algorithm’s characteristic behavior, which retains its previous
computation even after the disturbance ceases. This perspective is pivotal in understand-
ing the identification of bd. The algorithm preserves its last computed value, leading to
the red dashed line’s persistence at the end of the disturbance interval.

Figure 4.7: The three algorithms’ identification results: b̂u is shown in blue line, and bu in
red dashed line. Figure (a) depicts results for the Parallel Algorithm, (b) for the Robust,
and (c) for the Selective Algorithm.
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Figure 4.8: The three algorithms’ identification results are displayed: b̂d is shown in blue
line, and bd in red dashed line. Figure (a) depicts results for the Parallel Algorithm, (b)
for the Robust, and (c) for the Selective Algorithm.

In Figure 4.7, the obtained result closely aligns with the preceding one. As depicted
from left to right, a discernible reduction in oscillation becomes evident, and the Selec-
tive Algorithm maintains its prominent position. Furthermore, this scenario illuminates
the influence of the disturbance on the calculation of bu. Both the Parallel and Robust
Algorithms fail to completely segregate the two calculations. Consequently, upon the
disturbance’s introduction, a perturbation emerges in the computation of b̂u even in the
absence of alterations to this parameter. This issue subsequently ripples into the deter-
mination of b̂d as well. Specifically, in Figures (a) and (b) of 4.8, one can readily observe
the underestimation of the actual parameter. This phenomenon appears to arise from the
overestimation of bu coinciding with the arrival of the disturbance. The updating depends
on the disparity between the measured and estimated output, as depicted by:

ϵ(k + 1) = y(k + 1)− ξy(k)− b̂u(k)u(k)− b̂d(k)d(k) (4.1)

Then, an overestimation of b̂u precipitates an inherent underestimation of b̂d. Further-
more, this overestimation could be attributed to the influence of b̂u within the controller’s
framework. The rationale lies in the fact that elevating b̂u leads to a corresponding reduc-
tion in the control action—an essential adjustment considering the file server’s evolving
responsibility of handling both HP and BE tasks. Conversely, the parameter b̂d wields no
influence over the control process.
In the context of Figure (c) within 4.7, the timing of disturbance introduction becomes
less apparent. This outcome stems from the distinct learning rate characteristic of the se-
lective algorithm. Unlike the preceding algorithms that always refine their estimates, this
algorithm exclusively learns upon activation, as stipulated by the triggering condition we
have imposed. Given this condition, b̂u remains static unless alterations occur within the
BE campaign. As a result, the b̂u remains unaffected by the arrival of HP jobs, effectively
avoiding their influence.
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In Figure 4.9, the tracking result is presented, superimposed with the impact of the HP
jobs over time, indicated by the dashed black line. As the case of a single parameter,
the distinction between the effects of different algorithms in the tracking is less evident.
Furthermore, an observation of significance arises when examining the moment of distur-
bance introduction into the system; specifically, a heightened impact is noticeable upon
the disturbance’s arrival, in contrast to the case of its disappearance.

Figure 4.9: The three tracking results are displayed: y is shown in blue line, and yref in
red dashed line, and the impact of HP jobs is depicted in black dashed line. Figure (a)
depicts results for the Parallel Algorithm, (b) for the Robust, and (c) for the Selective
Algorithm.

4.2. Evaluation with experiments on the real plat-

form

Only the Robust Algorithm will be implemented on the actual platform. The decision to
exclude the Parallel Algorithm from implementation is rooted in the insights provided in
Chapter 3. As demonstrated, the Robust algorithm represents an evolution of the Paral-
lel Algorithm, sharing a common underlying structure. However, the Robust Algorithm
specifically addresses the limitation of noise impact.
Regarding the Selective Algorithm, its omission is not a matter of preference but rather
a consequence of observed behavior misalignment with initial expectations. The system
encounters a delay during initiation, a factor not accounted for in the original model. This
delay poses a significant challenge for the Selective Algorithm due to its narrow learning
window. As a result, the algorithm prematurely halts its learning process, yielding sub-
optimal estimations. Efforts to mitigate this issue through alterations in initial conditions
were unsuccessful in resolving the problem.
Another deviation from the simulation phase arises due to time constraints, preventing
the implementation and real-platform testing of estimations for the two distinct param-
eters. Consequently, the forthcoming sections will exclusively present the estimation of
only one parameter. Nevertheless, the disturbance will be introduced following the same
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methodology outlined in the previous section. It will be subsequently demonstrated that
b̂ serves the dual purpose of estimating the disturbance as well.

4.2.1. Experimental setup

In this master thesis, we focus on utilizing one of the clusters available at Nancy, specifi-
cally Grisou. Grisou comprises 46 nodes, each equipped with 2 CPU Intel Xeon E5-2630
v3. Each CPU contains 8 cores, resulting in a total of 16 cores per node [58]. For our
experiments, we reserved 4 nodes, with each node serving a specific role: one for the
controller CIGRI, one for the scheduler OAR, one for simulating the cluster itself, and
the last one for simulating the file system. The experiments are conducted using the
programming language Ruby on a Linux platform.
Due to the limitation on booking the entire cluster, we needed to find an alternative ap-
proach to conduct large-scale experiments. The inspiration for our solution comes from
the article [59], which proposes the use of a sleep mode. With this approach, the clus-
ter does not actively compute the jobs; instead, the jobs wait for a specific amount of
time within the cluster. By doing so, the computing power of a single CPU can be ef-
ficiently utilized to host several jobs in sleep mode. This allows us to treat the single
physical resource as multiple virtual resources. In our context, physical resources refer
to the physical nodes, while virtual resources denote the number of resources from the
perspective of OAR. The sleep mode duration is set to match the period of CIGRI for
simplicity.

In this section, we intend to highlight the significant challenges associated with the actual
platform. These challenges serve to provide rationale for conducting only five experiments
for each simulation iteration. It is important to note that the execution time of a single
experiment spans several hours. Consequently, limitations stemming from the user pol-
icy prevent us from conducting simulations in quantities of our choosing. Furthermore,
each experiment is subject to pronounced heterogeneity due to variations in the utilized
nodes and the scheduler employed. Specifically, the scheduler utilized in the experiments
represents an updated version of the one currently deployed in the cluster. Regrettably,
this scheduler component is prone to overload occurrences with insufficiently clear justifi-
cations, largely attributed to its beta version status which renders it susceptible to bugs.
Having established the simulation of the cluster, we now turn our attention to the simula-
tion of the file server. In light of the main objective of this thesis - the overloading of the
file server, in the experiments we use a real file server with some approximations. Indeed
considering that the real bottleneck of this system is the writing task, in the experiment
the fill of the file system will represent only this process. This is justified by the lighter



4| Validation of Algorithms 59

impact of the other two operations of the file system, namely reading and storing.

4.2.2. Initial parameter condition

Initial Condition for b̂

Now that we have the opportunity to assess the algorithms within the actual experimental
framework, we can also explore alternative optimal initial conditions. Our first objective
is to determine the optimal b̂0 value. In order to structure the experiments, a singular
campaign was devised, resulting in a fixed data volume of f = 200 MBytes. During the
testing phase, three distinct initial conditions were employed: 0.5, 0.15, and 0.03. The
selection of the initial condition of 0.5 facilitates a less aggressive control action, as both
Kp and KI are contingent on the inverse of the estimation. In the case of b̂(0) = 0.15,
we opted to assign a value equivalent to ˜̃b. Lastly, for the third initial condition, we
utilized the value previously employed in the simulation setup. This approach aims to
investigate the impact of different initial conditions on the algorithm’s performance within
a real-world context.

Figure 4.10: Results with different initial conditions. In row (a), we examine the scenario
where b̂(0) = 0.5, while in row (b), we observe the case where b̂(0) = 0.15.

One can see from Figure 4.10 that the simulation comprises only two cases, deviating
from the initially anticipated three simulations. This unexpected outcome arises due to
the simulation halting when b̂(0) = 0.03. This particular circumstance was not predicted
in advance, as the existing model of the file server fails to account for the initial delay for
the system to turn on.
As illustrated in Figure 4.11, the value of b̂ initially decreases, mirroring the behavior
observed in the other two experiments. However, due to the initial small value of b̂, the
control action rapidly escalates to an extremely high value, notably 100. This corresponds
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to an instance where, within a single time step, the CIGRI system dispatches an excessive
100 BE jobs. Consequently, the file server load surpasses the value of 8 (where the
overloading experience starts with the value of 7), when the reference value stands at
three. At this juncture, a cascade of issues emerges. With the file server experiencing
overload conditions, it initiates a self-preservation mechanism, resulting in system-wide
deceleration. Consequently, the number of jobs in the waiting queue surges, further
compounding the system’s slowdown due to the scheduler’s responsiveness being inversely
proportional to the queue’s length. Evidently, the value of b̂(0) = 0.03 proves to be
unviable within the real-world setup, as it triggers a series of unfavorable events leading
to system performance degradation. This underscores the complexity and unpredictability
of system behavior under certain initial conditions.

Figure 4.11: Results for the scenario where b̂(0) = 0.03. The blue line represents the
average across five distinct experiments. Within the estimation visualization, the red
dashed line corresponds to ˜̃b, while in the file server load illustration, the red dashed line
signifies the reference load.

Now, focusing our attention back on Figure 4.10, we can discern a consistent pattern
in both cases: an initial decrease in the estimated value. This insight has been gleaned
from the experimentation process. It has come to light that the system requires a certain
amount of time to initiate, manifesting as an initial delay. This delay subsides after the
first 3-4 time steps. However, owing to this initial delay, the estimation is notably under-
estimated during this phase. This underscores the reason why opting for an excessively
small initial condition for b̂(0) is inadvisable. The consequences of this underestimation
are twofold. Firstly, it results in an overshoot in the control action. Notably, the overshoot
is more pronounced in Figure (b), primarily due to the estimated value reaching lower
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levels compared to the scenario depicted in Figure (a). This discrepancy in the overshoot
can be attributed to the different initial conditions. Secondly, this underestimation also
affects the tracking process, leading to overshoot in the early stages due to the reduction
in the estimation.
Given these observations, a deliberate decision was made - select an initial value of 0.5.
This choice facilitates a soft starting of the control action, effectively preventing over-
shoots that could otherwise lead to system overloads. It’s worth noting that while 0.5
was the chosen solution in this context, it’s not the exclusive solution. It is believed that
any initial condition greater than 0.5 would yield satisfactory results, thereby offering
flexibility in the choice of an appropriate starting point for b̂(0).

Initial Covariance condition

Having selected the optimal initial value for the estimated value, our focus now shifts to
determining the suitable initial condition for the covariance parameter.

Figure 4.12: Outcomes based on variations in initial Covariance values. Figure (a) cor-
responds to an initial condition of 100, while Figure (b) employs an initial value of 104,
and Figure (c) utilizes 106 as its starting point.

As evident from Figure 4.12, the impact of altering the second parameter, namely the ini-
tial covariance, is relatively modest. The observed discrepancy primarily surfaces in the
final overshoot within the tracking outcome. It is worth noting that the system exhibits
a substantial degree of inherent noise, and our analysis is based on averaging results from
just five experiments. Therefore, it is plausible that the observed improvements are not



62 4| Validation of Algorithms

solely attributed to the covariance modification.
Nevertheless, considering the outcomes of this study, we have opted to select an initial
value of V (0) = 104. This choice is underpinned by Figure 4.12, where this particu-
lar initial covariance value displays the least pronounced overshoot. It is important to
acknowledge that the decision to increase this value is based on the consideration that
higher initial covariance values may render the initial condition on b̂ less dependable.

4.2.3. Experiment Result with Varying File Size

Once the algorithm has been fine-tuned (α = 2, b̂0 = 0.5, V (0) = 104), the next phase
involves an examination of the conclusive outcome through an experiment encompassing
with two distinct campaigns. The initial campaign has a file size of 100 Mbyte with 2000
jobs, while the other has f equal to 200 Mbyte with 1000 tasks. In the context of the
experimental setup, the beginning of the second campaign is not deterministic. Indeed
the second campaign will start only when all the jobs of the previous campaign are sent,
then in different experiments, the second campaign starts at a different time.

As one can see from the initial row, we refrained from displaying solely the average of
the five experiments, as such an approach would oversimplify the analysis because of
the motivation above. Relying solely on the average could potentially yield misleading
outcomes due to the divergence in experiment completion times for the first campaign.
One can note this variability in Fig. 4.13, where certain experiments initiate the new
campaign around 3000 seconds, while others commence closer to 4000 seconds.
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Figure 4.13: Results of the system using the adaptive PI. In Figure (a), the average of five b̂
estimations is denoted by the blue line, while individual experiment outcomes are depicted
using thinner lines. The red dashed lines correspond to ˜̃b values for the distinct f settings.
In Figure (b), the blue line represents the average output from the five experiments, and
the specific outcomes for each experiment are indicated by the thinner lines. Both figures
incorporate a black dashed line designating the settling time.

Furthermore, it is essential to evaluate whether the system, when coupled with the al-
gorithm, adheres to the overshoot requirement and time constraint. Analyzing Figure
(b), we observe the tracking behavior, revealing an absence of overshooting. However,
the ultimate system performance seems to be notably affected by the algorithm’s pres-
ence. This observation is supported by the black dashed line in both plots, representing
the anticipated time for the system to reach the reference value. In practice, the system
attains this reference value after more than double the initially projected time. This de-
celeration appears to stem from the controller dispatching numerous jobs to achieve the
reference value within the designated timeframe. Nevertheless, it is crucial to note that
the identification algorithm must still converge to a specific value for b̂, causing a delay.
As depicted in Figure (a), b̂ exhibits an increasing trend, resulting in a reduction of the
control action and subsequently influencing the output in a similar manner.
The last key elements to address within Figure 4.13 pertain to the red dashed lines featured
in (a). These lines correspond to the values of ˜̃b for the two distinct f values. Specifically,
for f = 100MByte, the approximation value is ˜̃b = 0.082, while for f = 200MByte, it
equates to ˜̃b = 0.15. Importantly, in Figure (b), these values are lower than the parameter



64 4| Validation of Algorithms

identified by the algorithm. It is important to note that the self-tuning technique does
not guarantee the precise replication of the actual system parameter; rather, it aims to
determine the parameter yielding optimal control. On the other hand, this outcome aligns
with the findings in Chapter 2.2.1, where a comparison between ˜̃b and b̃ highlighted un-
derestimation when f exceeds 25MByte. Additionally, the observed trend, wherein larger
file sizes lead to greater underestimation, remains consistent.

4.3. PI vs. Adaptive PI

In this section, we present an analysis that involves the comparison of outcomes obtained
from two distinct systems. The first system, illustrated by the orange line, employs the
classic PI control, while the second system, represented by the blue line, incorporates
the Adaptive PI. Within the disturbance plot, we observe an additional dashed green
line, indicating the disturbance applied to the system, namely the HP jobs. Notably, the
appearance of this disturbance at the 2000s time mark is attributed to the scheduling
of HP jobs on the platform. In this scenario, a substantial quantity of HP jobs arrives,
significantly occupying more than half of the file server’s reference. This phenomenon is
particularly evident in all instances of picture (b), where different file sizes of BE tasks
are considered. Across these cases, a conspicuous spike emerges due to the application of
the disturbance, accompanied by an undershoot as the disturbance subsides.

Figure 4.14: Experiment results with a f=50MByte for BE tasks: (a) Identification
algorithm results (blue line) vs. ˜̃b (red dashed line). (b) Tracking comparison: Adaptive PI
(blue), simple PI (orange), reference (red dashed), disturbance (green dashed), theoretical
settling time (black dashed).
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Figure 4.15: Experiment results with a f=100MByte for BE tasks: (a) Identification
algorithm results (blue line) vs. ˜̃b (red dashed line). (b) Tracking comparison: Adaptive PI
(blue), simple PI (orange), reference (red dashed), disturbance (green dashed), theoretical
settling time (black dashed).

Figure 4.16: Experiment results with a f=200MByte for BE tasks: (a) Identification
algorithm results (blue line) vs. ˜̃b (red dashed line). (b) Tracking comparison: Adaptive PI
(blue), simple PI (orange), reference (red dashed), disturbance (green dashed), theoretical
settling time (black dashed).
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Figure 4.17: Experiment results with a f=400MByte for BE tasks: (a) Identification
algorithm results (blue line) vs. ˜̃b (red dashed line). (b) Tracking comparison: Adaptive PI
(blue), simple PI (orange), reference (red dashed), disturbance (green dashed), theoretical
settling time (black dashed).

Starting an in-depth analysis of the tracking results across varying file sizes. Our objective
is to comprehensively dissect the outcomes, shedding light on disparities in terms of speed
and initial overshoot. The culmination of our investigation will be summarized in Table
4.1. This table encapsulates and delineates the key findings of our analysis, providing a
comprehensive overview of the convergence times and system behaviors across different
file sizes.

Building upon the insights from the preceding section, we observed that the system, as
identified by the combined identification algorithm and PI controller, exhibits an inertia
exceeding our performance expectations. In the PI controller’s design phase, we aimed for
a settling time of 12 time steps, equivalent to 360 seconds. However, our empirical findings
reveal that the new system’s settling time is more than double this projected value.
Moreover, a visual examination of the preceding diagram highlights a notable challenge
even in the case of the system without the algorithm. Fulfilling the time requirement
across all file sizes, denoted as f , proves to be intricate, except for the nominal case and
the case of f=200MBytes.
Nonetheless, a discernible trend emerges – as the file size (f) diverges from its nominal
value, the disparity between the convergence times of the two systems appears to narrow.
However, the new control seems to take always more time to finish the transient.

Another crucial aspect of comparison between the two systems revolves around their ini-
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tial overshoot characteristics. In the design phase, we carefully choose the parameter
Mp to prevent overshooting and to steer clear of challenging overloading scenarios. This
intention aligns with our observations discussed in Chapter 2.2.3. As previously demon-
strated, the original system successfully met this no-overshoot criterion for f equal to or
less than the nominal value of 100MByte. However, this requirement remained unmet for
cases involving larger file sizes, as illustrated in Figures 4.16 and 4.17. Additionally, upon
examining the latter graph, one can see that the overshoot exceeds the critical thresh-
old of 8. This implies a grave concern – the system could potentially experience severe
overloading, resulting in deceleration or, in extreme scenarios, a complete halt to the ex-
perimental process.
In light of this, the newfound perspective reveals that the new control mechanism delivers
more favorable outcomes. Indeed, even when it experiences overshoot in the same situ-
ations as the previous controller, it appears that the magnitude of overshoots does not
increase significantly, thereby mitigating potential issues.

Further insights emerge when investigating the transient behavior, including a distinctive
observation within Figure 4.17. Curiously, the system employing the simple PI control
exhibits intricate transient characteristics, possibly attributed to the presence of complex
poles. This peculiar transient phenomenon is visually depicted in the image. In contrast,
the new control system demonstrates a lack of such transients.
Before transitioning to the discussion on the identification behavior, a final noteworthy
point should be highlighted. This refers to the system’s response when subjected to
disturbances. Notably, in the majority of cases, the adaptive system exhibits a slower
recovery in returning to the reference value compared to its counterpart utilizing the
simple PI control. Thus, the Adaptive PI addresses the initial overshoot problem and
provides an improved transient response, although it takes a bit more time.
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f [MByte] Settling Time Initial overshoot

50
The Adaptive PI’s delay is
50% of the PI’s settling
time. Whereas the final PI
has a delay of 67% of the
theoretical settling time.

Both the PI and the Adap-
tive PI have no overshoot.

100 (nomi-
nal case)

Adaptive’s delay is 177%
of the standard PI’s set-
tling time. The con-
ventional PI converge 17%
faster than the theoretical
settling time.

Both the PI and the Adap-
tive PI have no overshoot.

200
Adaptive’s delay is 260%
of the standard PI’s set-
tling time. The con-
ventional PI converge 30%
faster than the theoretical
settling time.

Both the control have an
overshoot of 40% of the ref-
erence.

400
The Adaptive PI has a
5% delay compared to the
conventional PI. The tradi-
tional PI converges with a
time delay of 178% of the
predicted settling time.

The PI has an overshoot of
180% of the reference value,
while the Adaptive PI has
an overshoot of 53% of the
reference.

Table 4.1: A comparison of the two separate systems’ outcomes for a different file size.

An examination of the identification process reveals that the earlier segment, preceding
the disturbance, closely resembles the observations detailed in the preceding section, as
one can see in Figure 4.18.
As the disturbance is introduced around the 2000s mark, the identification algorithm
promptly gauges the disturbance’s effect on the file system. Notably, the estimated impact
of the disturbance appears to converge at approximately 2 units. This outcome arises
due to the omission of disturbance consideration within the model. Consequently, the
algorithms interpret the disturbance’s arrival as a modification in the weight of BE tasks
within the file server. This interpretation, in turn, contributes to the extended delay
exhibited by the new system compared to the previous one.
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Figure 4.18: Zoomed-in estimation results prior to the disturbance’s arrival. In picture
(a), we observe the scenario with a data size of f=50 MByte. In picture (b), the scenario
with f=100 MByte is depicted, in (c), the scenario with f=200 MByte is presented, and
in (d) the case with f=400 MByte .
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This master thesis focuses on the saturation problem of the file system within a clus-
ter. The idea was to develop an identification algorithm that could change the main
parameters of the controller for each working condition. Additionally, our goal was to
achieve more consistent outcomes across a range of operational scenarios. Notably, the
proportional-integral (PI) controller exhibited divergent performance outcomes depending
on the file size, with particularly problematic behavior observed when dealing with larger
values of f .
As previously discussed, when f reached 400 Mbytes, the PI controller displayed a sub-
stantial overshoot, potentially leading to system lock-ups. In contrast, the introduction
of the Adaptive PI controller effectively mitigated this issue. In fact, it was observed that
the overshoot remained relatively constant for values of f exceeding 100 Mbytes.
Nevertheless, it is important to acknowledge that this solution is not without its draw-
backs. In practice, while the Adaptive PI controller effectively addresses the overshoot
problem, it tends to slow down the system. Consequently, results obtained using this algo-
rithm consistently indicate a slower system performance compared to the non-algorithmic
approach. This implies that during system initialization or transitions in working condi-
tions, such as the arrival of high-priority jobs or changes in the value of f , the system
supported by the algorithm experiences a longer period of idle resources compared to the
traditional PI controller.

In addition to the findings presented in this thesis, there are several potential solutions that
were not implemented in the actual system but hold promise for future improvements.
First, let’s discuss the Selective algorithm. Initially, we had high expectations for this
algorithm because it closely aligned with the system’s specifications. It was designed
to learn only when necessary. However, this algorithm had limited time to adapt, and
this limitation stemmed from our lack of knowledge about the real platform’s startup
delay. In light of this, we propose a possible solution: initiating the algorithm a few
steps after the overall system startup. To achieve this, we can set an initial condition for
b̂ to remain constant for the first three steps, after which the algorithm can commence
its learning process. This adjustment, we believe, can effectively address the problem
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of underestimation, and the available learning time for the Selective Algorithm will be
sufficient.

Another technique that we developed for simulations that we did not test on the real
platform is the use of a two-parameter model. We think that the two-parameter formula
is better suited for the system than the single-parameter model. By considering two pa-
rameters, we incorporate information from the GANTT chart into the model, making
more effective use of available data. Additionally, when relying solely on a single parame-
ter, the theoretical interpretation of that parameter becomes muddled, as it combines the
weight of only one BE task on the file server (bu) with the weight of all HP jobs within
the file server (bd × d). Therefore, we believe it would be advantageous to include other
parameters in the model to ensure greater consistency with the actual processes occurring
within the system.

Furthermore, we would like to reflect on a broader aspect that emerged from our expe-
rience during this research. In engineering we often focus on equations, expressions, and
numerical results, sometimes overlooking the people behind the work. In the course of
this study, collaboration between individuals from control theory and computer science
was essential. It became evident that bridging the gap between these two fields required
more than just merging different knowledge domains; it necessitated an understanding of
the distinct thought processes and approaches to problem-solving that each field brings.
This underlying difference in thinking patterns is not always obvious but can present
significant challenges.

In conclusion, we believe that the algorithm contributes to achieving more consistent
and homogeneous results. By estimating b̂ in each iteration, it effectively addresses the
challenge of pre-tuning the model for different clusters and helps prevent overloading of
the file server when dealing with high values of f . However, it is important to acknowledge
that this improvement comes at the cost of a system slowdown.
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Figure A.1: Close loop with a PI controller.

The idea behind the choice of kp and ki is build a sort of pole placement with a PI. To
do this the book [45] considered the close-loop transfer function

C(z) =
G(z)R(z)

1 +G(z)R(z)
(A.1)

Where G(z) is the system and R(z) the controller that define the control action u, in this
case

R(z) = Kp +
Kiz

z − 1
=

(Kp +Ki)z −Kp

z − 1
(A.2)

Afterward, the close loop transfer function can be defined as

C(z) =
[(Kp +Ki)z −Kp]G(z)

z − 1 + [(Kp +Ki)z −Kp]G(z)
(A.3)

The next step will be the computation of Kp and Ki in order to plug in the desired poles
for the closed loop system. Then now there will be the estimation of the desired poles,
by the assumption these poles are complex conjugates in the form of r expjθ. Then it
considers the 2% criterion for the settling time Ks in discrete time
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Ks ≈
−4

ln r
(A.4)

Then, in this specific case where the poles are complex conjugate the maximum overshoot
Mp can be computed as

Mp ≈ rπ/|θ| (A.5)

After the definition of these two fundamental parameters, it is possible to inverse the above
relationship to compute the value of the poles by establishing the desire characteristic for
the close loop

r ≈ exp−4/Ks

θ ≈ π lnr
lnMp

(A.6)

Then, one can determine the characteristic polynomial of the system

(z − r expjθ)(z − r exp−jθ) = z2 − 2rcos(θ)z + r2 (A.7)

Then, by matching the denominator of A.3 and the right part of expression A.7, Kp and
KI are found

Kp =
a−r2

b

KI =
1−2r cos θ+r2

b

(A.8)
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