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Abstract
Surrogate explanations approximate a complex model
by training a simpler model over an interpretable space.
Among these simpler models, we identify three kinds of sur-
rogate methods: (a) feature-attribution, (b) example-based,
and (c) rule-based explanations. Each surrogate approxi-
mates the complex model differently, and we hypothesise
that this can impact how users interpret the explanation.
Despite the numerous calls for introducing explanations for
all, no prior work has compared the impact of these sur-
rogates on specific user roles (e.g., domain expert, devel-
oper). In this article, we outline a study design to assess
the impact of these three surrogate techniques across dif-
ferent user roles.

Author Keywords
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CCS Concepts
•Human-centered computing → Human computer inter-
action (HCI); User studies;

Introduction
Machine Learning (ML) models are increasingly used,
spanning from recommendation systems for entertain-
ment applications to decision support for critical tasks such
as law [4, 26] and medicine [11, 17]. These algorithms’



efficiency has increased at the cost of opaqueness and
bias [1, 21, 29]. An increasing focus is placed on trans-
parency and explanations to uncover and mitigate the bi-
ases and errors introduced by ML algorithms. Among these
explanation methods, surrogate-based-model-explanations
(for now on surrogate explanations) are the most frequently
used [16]. The surrogate methods train a proxy to imitate
the classifier’s outcomes. This proxy is selected for its sim-
ple design, highly transparent, and ease of understanding.
In their survey, Bodria et al. [6] grouped the surrogate ex-
planations into three categories: (a) feature-attribution, (b)
rules, and (c) example-based explanations. Each of these
has a different aim, presented first in this paper, ultimately
impacting how the explanation is generated and presented
to the user.

While many researchers have pointed out the need for user
studies to evaluate novel XAI methods [3, 10], relatively few
studies have been conducted. Adadi et al. [2] highlighted
that in 2019, from a total of 381 XAI papers, only 5% em-
phasised users in evaluating XAI methods. Furthermore,
although various user roles are involved in the application
of ML models (e.g., developers, end-users), evaluations are
primarily focused on developers as explanation methods
are currently mostly used by developers [5].

Instance x
fo = 0, a = 18,
mc = 1, bm = ‘Low′,
hc = ‘No′, (o = 30)

Explanations
Feature (fo = 0) → −6,
attribution (bm ≥ ‘Low′) → −5

Rule
If a ≤ 20 ∧mc = 1
⇒ non-obese

Example
bm = ‘Sometimes′,
hc = ‘Y es′, (o = 70)

Table 1: Explanations for a
classifier C computing the risk of
obesity o ∈ [0, 100] with the
outcome of ‘non-obese’ if o ≤ 50.
The attributes consist of the
patient’s family’s obesity
antecedents (fo), age (a),
monitoring calorie consumption
(mc), consumption of food between
meals (bm), and high-caloric food
(hc).

Researchers have proposed to create explanations adapted
to users’ roles, suggesting a total of three different roles: (a)
developers, (b) domain experts, and (c) lay users [14, 25].
However, users are more complex entities, and additional
criteria may impact their experience with AI systems (e.g.
level of trust in AI). We thus propose to conserve the orig-
inal three roles as one of the multiple dimensions of user
roles and present additional criteria. Finally, we introduce a
methodology to conduct user studies comparing the impact
of the surrogates depending on the context, task, and user

role. These studies aim to help select the explanation meth-
ods adapted to user roles.

Surrogate Explanations
Each of the three surrogate explanations methods differs in
the way they approximate a black-box classifier [6]. There-
fore, before elaborating on adapting the surrogate to the
user, we first clarify how these methods work and differ.
We represent mathematical and graphical explanations for
these three surrogates in Table 1 and Figure 1. Each of
these explanations shows the main reason for the predic-
tion made by a random forest classifier.

Feature attribution methods associate a weight to the in-
put features to indicate a positive or negative impact on
the final prediction. Therefore, Figure 1a shows the expla-
nations in a similar way to what is shown in LIME [23] and
SHAP [18], the methods the most commonly used to gen-
erate an explanation [16]. Red and blue horizontal bars
indicate respectively positive and negative impact. The final
score and the vertical bar correspond to the final prediction.
Explanations from Figure 1a and Table 1 indicate that the
user is less prone to develop obesity due to the absence of
obesity antecedents in their family and low consumption of
food between meals.

Rule-based surrogates provide the minimum requirements
for a given outcome [12, 24]. These requirements take the
form of ‘if-then’ rules that represent the conditions for a
classifier to make a given prediction. These methods are
commonly represented as in Table 1, however, Figure 1b
depicts similarly to [20], the increasing classifier’s confi-
dence in predicting non-obese as the conditions of the rule
(i.e., age and monitoring calorie consumption) are met.

Example-based explanations present instances similar to
the target with a comparable (prototype [13]) or different



(a) Feature-attribution explanation. (b) Rule-based explanation. (c) Counterfactual explanation.

Figure 1: Graphical representation of three different explanation proxies for a given instance predicted as non-obese by a classifier.

(counterfactual [9]) classifier’s reaction. To the best of our
knowledge, no graphic illustration exists for counterfactu-
als, leading us to develop our own interpretation as shown
in Figure 1c. Thus, Figure 1c shows the change in the AI’s
outcome when modifying a feature value. The counterfac-
tual from Table 1 and Figure 1c shows that increasing both
the consumption of high-caloric food and intake of food be-
tween meals would have changed the prediction.

Due to a lack of surrogate explanations comparison, XAI
users are presently unable to indicate why they might use
one type of proxy rather than another. However, the choice
of the surrogate and its representation may impact the
users (e.g., trust, understanding) [27, 28]. We hence ar-
gue that preferring one type of proxy over another should
be driven by criteria and situations rather than for functional
reasons. We next present different user roles to guide re-
searchers and actors in investigating the impact of selecting
a surrogate and representation depending on user roles.

HOW TO MEASURE THE IMPACT OF

EXPLANATIONS ON USERS?

Intentional measurements

Trust. Cahour and Forzy’s
scale [7].

Satisfaction. Hoffman et al.’s
questionnaire [15].

Understanding. Madsen and
Gregor’s questionnaire [19].

Behavioural measurements

Trust. The users have the option
to modify their prediction after see-
ing the AI’s prediction.

Satisfaction. The time manda-
tory to solve the simple task or
predict.

Understanding. The users have
to indicate which factors impact the
most toward the prediction

Table 2: Metrics to measure user
intent and behaviour.

User Roles
Most existing research has focused on three types of roles [14,
25]: (a) developers that create or assess AI systems; (b)

domain experts, persons with knowledge or authority in a
particular area; and (c) lay users, individuals to whom the
AI decision is applied (e.g., bank client). Yet, we argue that
users and usage scenarios are more complex than those
three well-defined categories. Instead, users of AI systems
are multi-dimensional (e.g., roles, goals, trust in AI), and
various scenarios affect the suitability of different explana-
tion methods (e.g., data types, explanation representation).
We thus propose four additional aspects to consider when
selecting explanations adapted to users:

• The motivation to compute the explanation (e.g., increas-
ing performance or trust in the system) is a key criterion
for determining the appropriate model.

• The trust in AI systems may differ among the users as not
all programmers have blind faith in the systems they code
while lay people may place excessive trust in it.

• The challenges of representing data types such as sound
or time series is one of the reasons why few explanation
methods exist for these data types [6]. As such, the data
type influences the choice of the surrogate.



• Selecting one explanation representation over another
(e.g., Figure 1 rather than Table 1) is crucial since it has
been widely accepted that representations impact how
users perceived AI systems [8, 22].

Evaluating how each dimension of the user roles and us-
age scenarios impacts the perception of surrogate expla-
nation would allow associating surrogate methods adapted
to users. We thus elaborate on our evaluation proposal to
compare the impact of the three explanations surrogates on
various users’ roles.

Methodology
Based on various recommendations [15, 28], we outline
in this section (i) diverse metrics to measure both user be-
havioural and perceived impact of an explanation surrogate,
and (ii) a roadmap for conducting generic and replicable
user studies for a given surrogate and representation.

Figure 2: Plan for user study
evaluating the impact of a given
explanation on users. The tasks
are repeated n times, where n is
the number of instances predicted
by the user. Elements in green are
behavioural measurements while in
blue are self-reported.

Perception and Behavioural. Van der Waa et al. high-
lighted the importance of employing mixed metrics to con-
duct XAI user studies [28]. We also emphasise differenti-
ating between perceived and behavioural measurements,
as the user’s perception may differ from their actual be-
haviour or decision-making. Therefore, we propose combin-
ing questionnaires measuring self-reported perception and
simple tasks to gauge performance. Table 2 summarises
possible metrics and questionnaires to measure both the
perceived and behavioural users’ (a) understanding, (b)
trust, and (c) satisfaction. From these multi-axes measure-
ments, users can envision using one explanation method
more than another.

Roadmap. Figure 2 illustrates an experimental protocol
to conduct user studies evaluating the impact of a chosen
explanation method and representation for one user role.

In the initial steps, we advise introducing the domain and
the objective of the experiments. Then, to reduce the pos-
sibility of biases led by a short or long training round [28],
an example round defines the user’s task and the details
of the explanation. Following, participants complete the
actual study tasks. This can be repeated multiple times to
obtain more reliable results. Participants are asked to pre-
dict using the same information as the system. Afterwards,
participants have access to the AI prediction and its asso-
ciated explanation. This approach allows for assessing the
behavioural understanding, trust, and satisfaction as de-
fined in Table 2. Finally, in the final round, we measure the
perceived impact of the explanation through several ques-
tionnaires as described in Table 2.

By running this experiment for distinct (a) user profiles,
(b) explanation surrogates, and (c) representations, re-
searchers and actors may gain insight into which explana-
tion and representation are the more suitable for a specific
user based on various criteria.

Future Work
In this paper, we proposed considering users as more com-
plex than the three original roles but as a multi-axes com-
plexity scale. Comparing the impact of the three surrogate
categories over the different aspects of users would benefit
the ML sub-community of XAI by allowing them to manage
and carefully select the appropriate proxy. Conversely, the
HCI sub-community would profit from the roadmap we intro-
duced due to the possibility of conducting generic and repli-
cable user studies. Currently, we launched our experiments
on tabular data, with 250 crowdworkers, three surrogates
and two representations. Finally, we seek to conduct our in-
vestigation with computer scientists from different research
laboratories, specialists either in HCI or ML, and domain ex-
perts in a relevant domain (e.g., healthcare).
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