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Abstract—In this paper, we consider the (N,K,L) multi-access
caching network where K users and K caches are connected to
a server with N files, each of size F bits, through a shared
error-free broadcast channel. Each user has access to L nearby
caches, each of size MF bits, in a cyclic wrap-around manner.
Even after several previous attempts, the exact characterization
of the optimal rate memory tradeoff is still an open problem
except in the case where L = K − 1 and L = 1 with large
cache M ∈ [N

L
.K−1

K
, N
L
]. This paper determines the optimal rate

memory tradeoff for the cache network with L = K − 2 and
M ∈ [ N

K−2
.K−1

K
, N
K−2

]. This is done by proposing a new caching
scheme that operates at the memory rate pair ( N

K−2
.K−1

K
, 1
K
) and

deriving a set of lower bounds to demonstrate the optimality of
the scheme.

Index Terms—Coded caching, multi-access cache network,
exact rate memory tradeoff.

I. INTRODUCTION

In their seminal work [1], Maddah-Ali and Niesen intro-
duced the concept of coded caching for the content distribution
networks. They studied the (N,K, 1) canonical cache network,
in which a server with N files, each of size F bits, is connected
to the K users where each user has access to a dedicated cache
of size MF bits, where M ∈ [0, N ]. This network operates in
two phases. In the first phase, called the placement phase, the
server populates each cache with functions of files stored in
it without any prior knowledge about users’ future demands.
When users reveal their demands, the server broadcasts a
set of messages to help each user to obtain their requested
file by using the cache contents it has access to. This phase
is called the delivery phase. The main goal of the caching
problem is to properly construct the placement phase so that
the load experienced by the network during the delivery phase
is minimal. The (N,K) canonical cache network formulated
in [1] was extended to study several variants in [2]–[13].

In [10], Hachem et al. considered the (N,K,L) multi-
access cache network, in which each user has access to L
nearby caches, as illustrated in Fig.1. This network has a
server with N files, {W1,W2, . . . ,WN}, each of size F bits,
and is connected to K users, {U1, U2, . . . , UK}, through an
error-free broadcast channel. The network also has K caches,
{Z1, Z2, . . . , ZK}, each of size MF bits where M ∈ [0, N ].
Each user has access to L neighboring caches in a cyclic
wrap around fashion. Each cache is also accessed by L users.
Let d = [Wd1 ,Wd2 , . . . ,WdK

] represent the users’ demand,
with Wdl

representing the file requested by user Ul (here dl

W1 W2
. . . WN−1 WN

Z1 Z2 ZL ZK

U1 U2 UL UK

MF bits

User 1 User 2 User L User K

Users

Caches

Server

N Files

. . . . . .

F bits

Fig. 1. The (N,K,L) multi-access cache network

represent the file index). The server broadcasts a set of packets
Xd of size Rd(M)F bits in response to the demand d to assist
the user in computing their request using the cache contents
it has access to. The amount Rd(M)F stands for the network
load corresponding to the demand d, and the quantity Rd(M)
stands for the rate corresponding to the demand d. If there is a
caching scheme that allows each user to recover their requested
file from the received packets of size at most R(M)F bits for
a given cache size M , then the memory rate pair (M,R) is
said to be achievable. The optimal rate memory tradeoff is
defined as the minimum R that allows (M,R) to be achieved
and it is denoted by:

R∗(M) = min{R | (M,R) is achievable} (1)

The (N,K,L) cache network was extensively studied in
[11]–[21]. In [11] proposed a caching scheme and derived a set
of lower bounds on the achievable rate to demonstrate that the
proposed scheme is optimal among uncoded caching schemes
when L > K

2 . The lower bounds derived in [11] were further
improved in [12]. For large cache, where M ∈ [NL .K−1

K , N
L ],

among all caching schemes, the schemes presented in [1] and
[13] exactly characterizes the optimal rate memory tradeoff
when L = 1 and L = K−1, respectively. For the other values
of L the exact nature of the optimal rate memory tradeoff
is still an open problem. In this paper we address this issue
partially by considering the cache network where each user
has access to K − 2 nearby caches, i.e., L = K − 2. For this
network we propose a new caching scheme which operates



TABLE I
CACHE CONTENTS PLACED IN STAGE 1 AND STAGE 2

Cache Stage 1 Stage 2

Z1

A(1,2), A(1,3), A(1,4), B(1,2), B(1,3), B(1,4), A(3,1) +A(4,1) +A(5,1), B(3,1) +B(4,1) +B(5,1),

C(1,2), C(1,3), C(1,4), D(1,2), D(1,3), D(1,4), C(3,1) + C(4,1) + C(5,1), D(3,1) +D(4,1) +D(5,1),

E(1,2), E(1,3), E(1,4) E(3,1) + E(4,1) + E(5,1)

Z2

A(2,3), A(2,4), A(2,5), B(2,3), B(2,4), B(2,5) A(4,2) +A(5,2) +A(1,2), B(4,2) +B(5,2) +B(1,2),

C(2,3), C(2,4), C(2,5), D(2,3), D(2,4), D(2,5), C(4,2) + C(5,2) + C(1,2), D(4,2) +D(5,2) +D(1,2),

E(2,3), E(2,4), E(2,5) E(4,2) + E(5,2) + E(1,2)

Z3

A(3,4), A(3,5), A(3,1), B(3,4), B(3,5), B(3,1), A(5,3) +A(1,3) +A(2,3), B(5,3) +B(1,3) +B(2,3),

C(3,4), C(3,5), C(3,1), D(3,4), D(3,5), D(3,1), C(5,3) + C(1,3) + C(2,3), D(5,3) +D(1,3) +D(2,3),

E(3,4), E(3,5), E(3,1) E(5,3) + E(1,3) + E(2,3)

Z4

A(4,5), A(4,1), A(4,2), B(4,5), B(4,1), B(4,2), A(1,4) +A(2,4) +A(3,4), B(1,4) +B(2,4) +B(3,4),

C(4,5), C(4,1), C(4,2), D(4,5), D(4,1), D(4,2) C(1,4) + C(2,4) + C(3,4), D(1,4) +D(2,4) +D(3,4),

E(4,5), E(4,1), E(4,2) E(1,4) + E(2,4) + E(3,4)

Z5

A(5,1), A(5,2), A(5,3), B(5,1), B(5,2), B(5, 3), A(2,5) +A(3,5) +A(4,5), B(2,5) +B(3,5) +B(4,5),

C(5,1), C(5,2), C(5,3), D(5,1), D(5,2), D(5,3) C(2,5) + C(3,5) + C(4,5), D(2,5) +D(3,5) +D(4,5),

E(5,1), E(5,2), E(5,3) E(2,5) + E(3,5) + E(4,5)

at the memory rate pair ( N
K−2 .

K−1
K , 1

K ). We also demonstrate
the optimality of the scheme by deriving a set of lower bounds.

The rest of this paper is structured as follows. In Section
II, we present some key identities and notations that will be
used throughout this paper. We consider the (5, 5, 3) multi-
access cache network in Section III and present the caching
scheme. In Section IV, we generalize this scheme for the
(N,K,K − 2) multi-access cache network to obtain an exact
characterization of the optimal rate memory tradeoff when
M ∈ [ N

K−2 .
K−1
K−2 ,

N
K−2 ]. We conclude the paper in section

V.
II. PRELIMINARY RESULTS

In this section we present some preliminary results and
notations which are used repeatedly in the paper. We use
[L] to represent the set {1, 2, . . . , L}, Z[L] to represent
the set {Z1, Z2, . . . , ZL}, and W[L] to represent the set
{W1,W2, . . . ,WL}. For integers J and I ,

< J >I=

{
J mod I if J mod I ̸= 0

I if J mod I = 0

Let P be a set, then < P >I is defined as

< P >I= {< l >I : l ∈ P}

For integers K, l,m, consider the set SK
(l,m) is defined as

SK
(l,m) = [K]\ < {l, l − 1, . . . , l −m+ 1} >K

This set has the following property

SK
(l,m+p) =SK

(l,m)\ < {l −m, . . . , l −m− p+ 1} >K

Let Zi denote the set of cache accessed by user Ui

Zi = {Zi, Z<i+1>K
, . . . , Z<i+L−1>K

} (2)

For the (N,K,L) cache network with cache size M , the
memory rate pair (M,R) is said to be achievable if there is a
scheme with R(M) ≤ R. For a such a scheme, we have

H(Zl) ≤M (3)
H(Xd) ≤R (4)

H(Zl, Xd) =H(Wdl
,Zl, Xd) (5)

H(W1, . . . ,WN ,Zl, Xd) =H(W1, . . . ,WN ), (6)

where (3) follows from the fact that size of each cache is M ,
(4) follows from the fact that for any demand d, the size of
Xd is at most R(M) ≤ R, (5) follows from the fact that the
file Wdl

can be computed from Xd and Zl, and (6) follows
from the fact that Zl and Xd are functions of files W[N ].

III. THE (5, 5, 3) MULTI-ACCESS CACHE NETWORK

Consider the (5, 5, 3) multi-access cache network, which
consists of a server with five files, A, B, C, D, and E, each
of size F bits, and five users, U1, U2, U3, U4 and U5. The
network has five caches, each of 4

3F bits in size: Z1, Z2, Z3,
Z4, and Z5. Three nearby caches are accessible to each user.
User 1 has access to caches Z1, Z2, and Z3, user 2 has access
to caches Z2, Z3, and Z4, user 3 has access to caches Z3, Z4,
and Z5, user 4 has access to caches Z4, Z5, and Z1, and user
5 has access to caches Z5, Z1, and Z2. Each cache is accessed
by three users. During the placement phase the server splits
each file into 15 non-overlapping subfiles, each of size 1

15F
bits. The subfiles are:

File Subfiles

A
A(1,2), A(1,3), A(1,4), A(2,3), A(2,4), A(2,5), A(3,4),

A(3,5), A(3,1), A(4,5), A(4,1), A(4,2), A(5,1), A(5,2), A(5,3)

B B(1,2), B(1,3), B(1,4), B(2,3), B(2,4), B(2,5), B(3,4),

B(3,5), B(3,1), B(4,5), B(4,1), B(4,2), B(5,1), B(5,2), B(5,3)

C C(1,2), C(1,3), C(1,4), C(2,3), C(2,4), C(2,5), C(3,4),

C(3,5), C(3,1), C(4,5), C(4,1), C(4,2), C(5,1), C(5,2), C(5,3)

D D(1,2), D(1,3), D(1,4), D(2,3), D(2,4), D(2,5), D(3,4),

D(3,5), D(3,1), D(4,5), D(4,1), D(4,2), D(5,1), D(5,2), D(5,3)

E E(1,2), E(1,3), E(1,4), E(2,3), E(2,4), E(2,5), E(3,4),

E(3,5), E(3,1), E(4,5), E(4,1), E(4,2), E(5,1), E(5,2), E(5,3)



TABLE II
FILE RECOVERY

Cache Contents Received Packets Computed
Subfile

Uncoded Coded

P(2,5), P(3,5)

T(1,4), T(2,4), T(3,4)

Q(3,1) +Q(4,1) +Q(5,1) P(2,5) + P(3,5) + P(4,5) +Q(3,1) +Q(4,1) +Q(5,1)
P(4,5)R(4,2) +R(5,2) +R(1,2) +R(4,2) +R(5,2) +R(1,2) + S(5,3) + S(1,3) + S(2,3)

S(5,3) + S(1,3) + S(2,3) +T(1,4) + T(2,4) + T(3,4)

P(3,1), Q(1,2), R(2,3)

S(1,4), S(2,4), T(2,5), T(3,5)

Q(4,2) +Q(5,2) +Q(1,2) P(3,1) + P(4,1) +Q(4,2) +Q(5,2) +R(5,3) +R(1,3) P(4,1)
R(5,3) +R(1,3) +R(2,3) +S(1,4) + S(2,4) + T(2,5) + T(3,5)

Q(1,3), Q(2,3), R(1,4), S(2,5), T(3,1) Q(5,3) +Q(1,3) +Q(2,3) P(4,2) +Q(5,3) +R(1,4) + S(2,5) + T(3,1) P(4,2)

We have chosen the notation W(i,j) to represent the subfiles
to simplify further explanations. There are two stages to the
placement phase. The server copies 15 uncoded subfiles during
the first stage of the placement phase. During the second
stage of the placement phase, the server copies 5 functions of
subfiles. TABLE I shows the cache contents for each user after
the placement phase. It can be noted that during the placement
phase the server copies 20 packets, each of size 1

15F bits, into
each cache. These packets collectively occupies the space of
4
3F bits.

Consider a demand d = [P,Q,R, S, T ], where
P,Q,R, S, T ∈ {A,B,C,D,E}. In this demand, P
represents the file requested by user 1, Q represents the file
requested by user 2, R represents the file requested by user
3, S represents the file requested by user 4, and T represents
the file requested by user 5. In response to the demand d the
server broadcasts a set of packets:

Xd =



P(2,5) + P(3,5) + P(4,5) +Q(3,1) +Q(4,1) +Q(5,1)

+R(4,2) +R(5,2) +R(1,2) + S(5,3) + S(1,3) + S(2,3)

+T(1,4) + T(2,4) + T(3,4)

P(3,1) + P(4,1) +Q(4,2) +Q(5,2) +R(5,3) +R(1,3)

+S(1,4) + S(2,4) + T(2,5) + T(3,5)

P(4,2) +Q(5,3) +R(1,4) + S(2,5) + T(3,1)


It can be noted that the broadcast message consists of three
packets each of size 1

15F bits. Thus, the load corresponding
to the demand d is

3× 1

15
F =

1

5
F bits

and the corresponding rate is R = 1
5 .

Consider user 1 in order to better understand how each
user recovers the requested file from the received packets
Xd using the cache contents it has access to. User 1 has
access to the caches Z1, Z2, and Z3. Thus, the subfiles P(1,2),
P(1,3), P(1,4), P(2,3), P(2,4), P(2,5), P(3,4), P(3,5), and P(3,1)

are accessible to user 1, but in order to compute the file
P , it needs the subfiles P(4,5), P(4,1), P(4,2), P(5,1), P(5,2), and
P(5,3). With the use of the cached packets, the user computes
the subfiles P(4,5), P(4,1), and P(4,2) from the received packets,
as shown in TABLE II. Once the user obtains the subfile
P(4,1), combining this subfile with the cached packets P(3,1)

and P(3,1) + P(4,1) + P(5,1), the user computes the subfile

P(5,1). Similarly, by combining the subfile P(4,2) with the
cache contents P(1,2) and P(4,2) + P(5,2) + P(1,2), the user
computes the subfile P(5,2). The user computes the remaining
subfile, P(5,3), by combining the caches subfiles P(1,3) and
P(2,3) with the cached packet P(5,3) + P(1,3) + P(2,3). In a
similar fashion, other users compute their requested files. We
summarise as:

Lemma 1. The memory rate pair ( 43 ,
1
5 ) is achievable for the

(5, 5, 3) multi-access cache network.

For large cache size, where M ∈ [ 43 ,
5
3 ], all memory rate

pairs (M, 1
5 −

3
5 (M− 4

3 )) can be achieved by memory sharing
the proposed scheme and the scheme proposed in [13] that
achieves the memory rate pair ( 53 , 0), where all files are
available in the caches. We have a matching lower bound using
cut-set arguments:

Lemma 2. For the (5, 5, 3) multi-access cache network, the
achievable memory rate pair (M,R) must satisfy the con-
straint

3M + 5R ≥ 5

Proof. Here, we provide proof of the lemma for the purpose
of completeness. Let Xp

1 represent a set of packets broadcast
in response to a demand, where user 1 request for file p ∈
{A,B,C,D,E}. We have

3M + 5R ≥H(Z1) +H(Z2) +H(Z3) +H(XA
1 )

+H(XB
1 ) +H(XC

1 ) +H(XD
1 ) +H(XE

1 )

(a)

≥H(Z1, Z2, Z3, X
A
1 , XB

1 , XC
1 , XD

1 , XE
1 )

(b)

≥H(Z1, X
A
1 , XB

1 , XC
1 , XD

1 , XE
1 )

(c)
=H(A,B,C,D,E,Z1, X

A
1 , XB

1 , XC
1 , XD

1 , XE
1 )

(d)
=H(A,B,C,D,E) = 5

where (a) follows from sub-modularity property of entropy,
(b) follows from (2), (c) follows from (5), and (d) follows
from (6).

We summarise as:



TABLE III
FILE RECOVERY

Constraints Cache Contents Compute Packet
Uncoded Coded

1 ≤ j ≤ K − p − 2
p = 0 − ∑

q∈SK
(i+j+p,2)

Wdi+j ,(q,<i+j+p−1>K ) ∑
q∈SK

(i+j+p,p+2)

Wdi+j ,(q,<i+j+p−1>K )
p ̸= 0

Wdi+j ,(q,<i+j+p−1>K ), where
q ∈< {i + j − 1, . . . , i + j + p − 2} >K

K − p − 1 ≤ j ≤ K − 1
Wdi+j ,(q,<i+j+p−1>K ), where

q ∈ SK
(i+j+p,p+2)

Theorem 1. For the (5, 5, 3) multi-access cache network, the
optimal rate memory tradeoff, when M ∈

[
4
3 ,

5
3

]
, is given by

R = 1− 3

5
M.

The above theorem is a special case of Theorem 3.

IV. NEW CACHING SCHEME

In this section we extent the caching scheme to the
(N,K,K−2) cache network to achieve the memory rate pair
( N
K−2 .

K−1
K , 1

K ). Then we derive a matching lower bound to
demonstrate the proposed scheme is optimal.

A. Placement phase
During the placement phase, the server split each file into

K(K − 2) subfiles, each of size 1
K(K−2)F bits. The subfiles

of file Wn are:

Wn,(i,j) where i ∈ [K] and j ∈ SK
(i,2)

The placement phase takes place in two stages. In the first
stage, the server copies the uncoded subfiles Wn,(i,j), for all
n ∈ [N ] and j ∈ SK

(i,2), into cache Zi. In the second stage, the
server copies several functions of the subfiles into each cache
resulting in the cache Zi having the contents:

Stage Cached packet Constraint Number

Stage 1 Wn,(i,j)

n ∈ [N ] and
j ∈ SK

(i,2)

N(K − 2)

stage 2
∑

l∈SK
(i+1,2)

Wn,(l,i) n ∈ [N ] N

It can be noted that the subfiles Wn,(i,j), for all n ∈ [N ] and
j ∈ SK

(i,2), are available at cache Zi in uncoded form and the
subfiles Wn,(l,i), for all n ∈ [N ] and l ∈ SK

(i+1,2), are available
at cache Zi in coded form. The total number of packets, each
of size 1

K(K−2)F bits, copied in each cache is

N(K − 2) +N = N(K − 1)

and these subfiles occupies the space of N
(K−2) .

K−1
K F bits.

B. Delivery phase
Let the server receive a demand d, where each user reveals

their demand. During the delivery phase the server broadcasts
a set of packets:

Xd =

K−3⋃
p=0

∑
m∈[K]

 ∑
q∈SK

(m+p,p+2)

Wdm,(q,<m+p−1>K)



In response to demand d, the server broadcasts K−2 packets,
each of size 1

K(K−2)F bits. Thus, the rate corresponding to
the demand d is:

R = (K − 2)× 1

K(K − 2)
=

1

K

C. File recovery

To understand how each user computes its requested file
from the received packet Xd with the help of the cache
contents it has access to, consider user Uk who requests the
file Wdk

. The user has access to the set of caches

Zk = {Zu : u ∈ SK
(k−1,2)}

As a result, the user has access to the subfiles Wdk,(i,j), where
i ∈ SK

(k−1,2) and j ∈ SK
(i,2). The user also has access to the

subfiles Wn,(i,j), where n ∈ [N ], i ∈ SK
(k−1,2) and j ∈ SK

(i,2).
The user needs the subfiles Wdk,(r,s), where r ∈< {k−2, k−
1} >K and s ∈ SK

(r,2), to compute file Wdk
, and the user

recovers these subfiles in two stages. In the first stage, the
user computes the subfile Wdk,(k−2,s), where s ∈ SK

(k−2,2).
For 0 ≤ p ≤ K − 3 and 1 ≤ j ≤ K − 1, the user computes
the packet ∑

q∈SK
(k+j+p,p+2)

Wdk+j ,(q,<k+j+p−1>K), (7)

by combining the cached packets available to it, as shown in
TABLE III. Consider the received packet

∑
m∈[K]

 ∑
q∈SK

(m+p,p+2)

Wdm,(q,<m+p−1>K)

 (8)

where 0 ≤ p ≤ K − 3. Let m =< k + j >K where 0 ≤
j ≤ K − 1. By combining (7) and (8), the user computes the
packet ∑

q∈SK
(k+p,p+2)

Wdi,(q,<k+p−1>K). (9)

From (9), the user computes the subfile
Wdk,(<k−2>K ,<k+p−1>K) with the aid of the caches
subfiles Wdk,(q,<k+p−1>K), where q ∈ SK

(k+p,p+3). Now the
user has the subfiles

Wdk,(q,r) (10)



where q ∈ [K]\{k−1} and r ∈ SK
(q,2). Now the user needs the

subfiles Wdk,(k−1,l), where l ∈ SK
(k−1,2), which are available

to the user in coded form∑
t∈SK

(l+1,2)

Wdk,(t,l) (11)

for l ∈ SK
(k−1,2). The user computes the subfiles Wdk,(k−1,l)

by combining (10) and (11). Using all the recovered subfiles
the user can reconstruct the requested file Wdk

.
These observations can be summarized as:

Theorem 2. The memory rate pair ( N
K−2 .

K−1
K , 1

K ) is achiev-
able for the (N,K,K − 2) multi-access cache network.

D. Matching lower bound

We derive a matching lower bound in the following theorem:

Theorem 3. For the (N,K,K − 2) multi-access cache net-
work, the achievable memory rate pair (M,R) must satisfy
the constraint

(K − 2)M +NR ≥ N

Proof. Let Xp
1 represent a set of packets broadcast in response

a demand where user 1 request for file Wp ∈ W[N ]. Let
X

[N ]
1 = {X1

1 , X
2
1 , . . . , X

N
1 }. Now we have

(K − 2)M +NR ≥ H(Z[K−2]) +H(X
[N ]
1 )

(a)

≥H(Z[K−2], X
[N ]
1 )

(b)
=H(Z1, X

[N ]
1 )

(c)
=H(W[N ],Z1, X

[N ]
1 )

(d)
=H(W[N ]) = N

where (a) follows from sub-modularity property of entropy,
(b) follows from (2), (c) follows from (5), and (d) follows
from (6).

We summarise as:

Theorem 4. For the (N,K,K − 2) multi-access cache
network, the optimal rate memory tradeoff, when M ∈[

N
K−2 .

K−1
K , N

K−2

]
, is given by

R = 1− (K − 2)

N
M.

For large cache size, where M ∈ [ N
K−2 .

K−1
K , N

K−2 ], all
memory rate pairs (M, 1

K − K−2
N (M − N

K−2
K−1
K )) can be

achieved by memory sharing the proposed scheme and the
scheme proposed in [13] that achieves the memory rate pair
( N
K−2 , 0).

V. CONCLUSIONS

In this paper, we considered the (5, 5, 3) multi-access cache
network where each user has access to 3 nearby caches. For
this network, we proposed a new caching scheme that operates
at the memory rate pair ( 43 ,

1
5 ), and also derived a lower bound,

demonstrating the proposed scheme’s optimality. We extended

this scheme and the lower bound derivation for the (N,K,K−
2) multi-access cache network. This proved the optimality of
the proposed scheme and lead to a characterization of the exact
rate memory tradeoff for the multi-access cache network for
large cache size.
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