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Abstract. The agricultural production of the country is severely affected when 

herbs and crops are attacked by disease. The usual methods adopted by farmers 

or even agriculture experts are to make several observation to the herbs with 

naked eye in order to identifying and detecting the disease, and make an ap-

proximate decision for herbs treatment. This method happens to be always a 

time consuming and inaccurate that leads to be expensive. Now we have ad-

vanced technology such as automatic detection using deep learning, which pro-

duce results accurate and fast. This paper aims to present an approach to devel-

op a model to detect herbs disease progress, depending on the leaf images clas-

sification, using deep convolutional network. With the advent of computer vi-

sion, it has been noticed that the precision herbal protection were improvised 

and therefore the computer vision applications have gained more popularity 

even in precision agriculture field. Here, Novel training techniques are pro-

posed which actually enables faster and less complex implementations in order 

to herb dieses detection. All the necessary key steps required in order to imple-

ment disease detection model has been described in this paper. These key steps 

ranges from collection of images to building database, evaluated by experts in 

the field of agriculture with the assistance of deep CNN training are described.  

The described technique is nothing but intelligent system development in order 

to classifying herb infections by means of deep convolutional neural networks. 

This model were trained and tweaked in order to suit the database of herb’s 

leaves images, that were congregated self-sufficient for diverse plant diseases. 

The growth and novelty of this developed model dwell in its simplicity. Healthy 

leaves and background images match other classes, allowing the model to use 

CNN to distinguish between diseased leaves and healthy leaves.  

Keywords: Herb leaf disease detection, Convolutional Neural Network, Deep 

Learning, Computer Vision, ResNet.  

1 Introduction 

Viruses, bacteria, oomycetes, fungus, nematodes, and parasitic plants are among 

the pathogens that cause herb diseases. Plant diseases can be an issue for any plant 
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system, but those affecting agricultural systems can have a particularly detrimental 

impact on human livelihoods and health. For example, the late blight of potatoes, a 

disease caused by Phytophthora infestans -- a fungus-like oomycete pathogen, was 

first discovered in the early 1840s in Ireland. After the epidemic outbreak, approxi-

mately one million people lost their life from starvation, and approximately two 2 

million immigrated to other countries to escape starvation. This example points to the 

tremendous human impacts that major agricultural disease outbreaks can cause. More 

common are less massive outbreaks that result in loss of yield, detrimental effects on 

economies, and particularly devastating effects on small farm holders or subsistence 

farmers.   

Most traditional strategies in herb disease monitoring and tracking depend on visu-

al inspection. In some cases, disease detection is aided by microscopic observation at 

the molecular level. These approaches tend to be accurate but are limited in the spatial 

extent to which they can be applied and can be biased by the previous experiences of 

the person making the visual inspections. These methods are likewise costly and not 

practical for the broad agricultural community. What is required is an accurate and 

affordable plant disease diagnosis system that will help farmers, especially smallhold-

er farmers, to detect herb diseases at early stages, across extensive fields, and with the 

ability to be deployed many times throughout a growing season. 

A major consideration for agriculture in the coming decades is the need to provide 

an early warning and forecast for effective prevention and control of herb disease. A 

primary factor in this effort could be herb disease detection, which would prevent 

significant economic losses and enhance smallholder agriculture's resilience. The 

development of accurate and affordable herb disease diagnosis systems is, therefore, 

an urgent priority. 

Since the victory of the ImageNet Large Scale Visual Recognition, continuous ad-

vancements in deep learning have been accomplished, fueled by current break-

throughs in computer vision and machine learning systems. For some herb disease 

recognition challenges, it has been shown that the deep learning methodology can 

generate more accurate results than the classical approach. These initial studies merit 

further research and extension to different diseases, cropping systems, and geographic 

contexts. As well, much less progress has been made in the more complicated prob-

lem of diagnosing disease severity level and in differentiating the type of disease that 

is occurring – critical for adequately managing or mitigating a disease outbreak situa-

tion. 

Machine learning algorithms are used in research to detect plant disease. Tradition-

al machine learning techniques were utilised by some, while deep learning models 

were used by others. Support Vector Machine approach was proposed to detect and 

classify plant diseases in [3], the dataset used was small and thus the accuracy 

achieved was average. The authors in [1] proposed a CNN based Learning Vector 

Quantization algorithm, in which they classified the tomato related diseases. A dataset 

of 500 images that were divided into training and testing images of 400 and 100 im-

ages respectively. Totally 5 classes including one healthy class were available in clas-

sification result.  
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Three matrices of R, G, and B channels were used as inputs to the CNN model, and 

the output was fed to a neural network known as Learning Vector Quantization 

(LVQ). Due to its great efficacy in image processing, deep learning models, particu-

larly CNN, have been frequently deployed. In [2] the authors compared different clas-

sifiers such as logistic regression, KNN, SVM, and CNN to identify and classify plant 

leaf diseases. The dataset comprised of about 20,000 images and total of 19 classes. 

They applied different classifiers separately and recorded the accuracy obtained in 

each case. The CNN classifier performed the best and the other classifiers gave below 

average performance. Thus verifying the power of CNN in image classification. In [4] 

the authors used deep learning approach to classify banana leaf disease. They classi-

fied the disease in two classes: banana sigatoka and banana speckle. The Computer 

Vision technology is not just limited to leaf disease detection, it can also diagnose 

fruits as described in [5] where the authors used grab cut segmentation to segment the 

image of pomegranate and identify the diseased part of the fruit. There are many pre-

trained models are available in which better performance achieved even with less 

data. In literature many methods have been used as a pre-trained model. One such 

methodology is cited in [7] in which a comparison between SqueezeNet and AlexNet 

has been done. SqueezeNet was found to have an accuracy of 94.3%, whereas 

AlexNet had 95.6%. 

Deep convolutional neural network have headed to numerous discoveries in the 

field of image categorization. The network depth is important and nearly all promi-

nent picture classification methods use models that are extremely deep. The perfor-

mance of the Residual Network (ResNet50) for identifying and classifying plant dis-

eases is addressed in this research. The use of Residual Network is because of a great 

deal of success in computer vision field. Working with ResNet is primarily motivated 

by the need to provide alternatives to traditional connections while also generating 

residual connections. The use of ResNet is to solve the problem at hand has been well 

known, as studied in previous research. Although this study reported superhuman 

findings, one of the primary issues addressed in this study is that the model can be 

fooled by the resemblance between different leaf diseases, causing it to make inaccu-

rate predictions. 

ResNet50 [18], which has 50 layers, is used to see if Residual Networks produce 

superior plant disease classification results. ResNet50 was successfully applied on a 

dataset including 20,000 photos for the trials. 

The following are the research contributions of this paper: 

• To detect diseases in herb leaf photos.

• To classify the detected disease into different classes.

• To demonstrate that residual networks (ResNet) may be used to classify plant

diseases. 

• Understanding the role of ResNets in increasing disease detection and classifica-

tion scores. 
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The remaining part of the paper is sub-divided in the following sections: Section 2 

covers the basic method of disease identification and classification. In Section 3, 

CNN is discussed. The ResNet, which is the suggested model, is described in length 

in Section 4. The outcomes of the experiments are presented in Section 5. Section 6 is 

devoted to the paper's conclusion. Section 7 discusses potential future projects. 

2 CLASSIFICATION AND DETECTION OF PLANT 

DISEASES 

It comprises of the following steps: 

2.1 Acquisition of Image 

2.2 Image Pre-processing 

2.3 Feature Extraction 

2.4 Classification 

2.1 Acquisition of Image  

The dataset consists of 20000 photos separated into 15 different classes and covers 

three crops. This information comes from the Plant Village dataset. 

Fig. 1: Leaf image samples for PlantVillage dataset 

102



Fig. 2: Category path for the PlantVillage dataset 

2.2 Image Pre-processing 

It is carried out in order to convert the data into a format that will allow the fea-

ture extraction method and future steps to function properly. This process involves 

data augmentation and normalisation. 

1. Data Augmentation: It is a common regularization system, which de-
livers a concrete solution to the problem of overfitting. In this system im-
age is rotated to 90 degree and the probability of the image getting rotated 
is 0.75. This used to improve the learning speed of the model. 

2. Data Normalization: Normalization is performed so that all pixel val-
ues have the same mean and standard deviation. This speeds up the learn-
ing of the model. 

2.3 Feature Extraction 

Relevant features are extracted first to solve the classification problem at hand. 
Color, texture and shape of images are known as features. Structures that discover 
diseases with the help of leaf images emphasis better on the texture feature. Exam-
ples of methods that can be used include gray-level co-occurrence matrices, auto-
correlation, Gabor transforms, and 2D Gabor functions. Grey level co-occurrence 
matrix (GLCM) is a statistical technique that describes the image texture by calcu-
lating how often pairs of pixels with certain values and in a definite spatial rela-
tionship appear in an image. 

Autocorrelation represents the degree of correlation over a continuous period be-
tween a particular time series and previous versions. The Gabor transform is a type 
of short-time Fourier transform used to calculate the phase component of the local 
part of the signal over time and the appearance of the sine wave. The Gabor func-
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tion can model simple neurons in the visual cortex of the mammalian brain. The 
2D Gabor function is used to simulate the space-based total properties of simple 
cells (receptive fields) in the visual cortex. In addition to high accuracy, automatic 
feature extraction has proven to be one of the greatest advantages of using deep 
learning models. Since the deep learning model ResNet50 is used with classifica-
tion, it also handles automatic feature extraction. Therefore, the proposed approach 
does not require the use of separate feature extraction methods. 

2.4 Classification 

There are more than one picks to be had for classification. Some of the classifiers 
that may be used on this step are: 

Logistic regression, radial basis functions, linear vector quantization, ANN, classi-
fication tree, support vector machine, CNN, KNN, etc. ResNet50-the proposed 
method uses the CNN architecture for classification purposes. 

3 CONVOLUTIONAL NEURAL NETWORK 

The way human brain works inspired the development of a classification algo-
rithms that belong under the deep learning umbrella. It entails teaching ANN how 
to make predictions. ANN stands for "a network of neurons structured in a multi-
layer form." The output of previous layer develops the input for the following lay-
er. Because deep learning models extract features automatically during training, 
there is no need for a separate approach for the extraction feature step of the fun-
damental process outlined previously. The first layer of ANN acquire low level 
features (such as edges), and as they get deeper, they learn higher-level character-
istics (such as whole objects).  

CNN is a form of ANN, which is specifically designed for image processing. 
CNN has been proved in studies to be capable of providing excellent accuracy in 
image processing jobs. Because single neuron in a layer of an ANN receives input 
from previous layer’s neurons, learning a large number of parameters for image-
based tasks becomes a difficulty. In compared to ANN, CNN is preferred for im-
age- related jobs since it involves less parameters. This reduction can be attributed 
to parameter sharing. To extract all the activations in the output volume from an 
input volume of activations, similar parameters (called filters in CNN nomencla-
ture) are utilised. Parameter sharing is the term for this. A Convolutional Net-
work's purpose is to reduce the size of an image without losing important elements 
that aid in issue solving. Fig 3 shows the general architecture of CNN. There are 
four sorts of layers in a CNN architecture: 
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Fig. 3: CNN Architecture 

3.1 Convolutional Layer 

Convolutional layer was given the term CNN. The image size is lowered by using a 

number of convolutional processes. A filter is set in the upper left corner of the image 

and then moved along the width of the image by a stride value towards the right. After 

covering the entire width, the filter bounces down by the same stride value and starts 

over from the left to complete the coverage. This technique is repeated until the entire 

image has been explored. In a single step, the sum of product of comparable values in 

the coinciding region of the image and filter is evaluated. From the input matrix, a 

new matrix (or volume) is created (or volume). Figure 4 demonstrates convolution 

applied to a 5 X 5 image in a convolutional layer with a 3 X 3 filter. 

Fig. 4: Convolutional operator applied to 5 X 5 input and 3 X 3 filter 

3.2 Pooling Layer 

Functions this layer include shrinking image and extracting most important el-
ements.  A filter is positioned as it was done in convolutional layer and moved to 
the end. A function is applied in this layer as single step. This function can be ei-
ther a max-function that determines the maximum of all the values in the overlap-
ping section of the input image and the filter (called Max-pooling) or an average 
function that determines the average of all the values in the overlapped section of 
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the input picture and the filter (called avg-pooling). The most common filter size 
and stride is 2. Avg-pooling is preferable to max-pooling. Fig 5 shows max-
pooling. 

3.3 Fully Connected Layer(FC) 

A matrix is the outcome of a series of convolutional + pooling layers. This is 
flattened, and then an ANN-like series of completely connected layers is used. In a 
layer, a single neuron receives information from all neurons in the previous layer. 
FC Layers are only utilised after a series of convolutional plus pooling layers has 
decreased the size of the image to the point where the fully connected layers don't 
have a huge number of parameters to learn. 

3.4 Activation Layer 

Each element of the input matrix is given an activation function. As a result, 
the input and output dimensions for this layer are the same. Linear hypothesis func-
tions can only be approached with the help of linear activation functions. The us-
age of non-linear activation functions is frequent. For complicated situations, there 
is usually a non-linear relationship between input and output. The ReLU function 
is commonly utilized because it allows for faster learning. 

4 PROPOSED MODEL : RESNET NETWORKS 

Previous research has revealed the critical role of network depth. The accuracy of a 

neural network should theoretically improve as more layers are added. In truth, it 

proves to be a misunderstanding. When the network's depth is increased, the accuracy 

tends to become saturated and subsequently decline quickly. This is referred to as the 

degrading issue. Surprisingly, overfitting is not the root of the problem. 

This well-known degradation problem is caused by the phenomenon of vanish-

ing/exploding gradients in deep neural networks. Due to repeated multiplication dur-

ing the backpropagation stage, the gradients in the vanishing gradient problem be-

come endlessly small, resulting in negligible parameter updates. Exploding gradients 
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is a problem when gradients build up and cause unusually high parameter updates 

during training, preventing the model from learning from the data. This was handled 

before the discovery of residual networks by the use of normalised initialization and 

intermediary normalisation layers. 

Residual network (ResNet) is a CNN design with a residual block as its main building 

block. A residual block is shown in Figure 6. 

Fig. 6: Residual block 

By utilizing skip connections, a residual block tackles the degradation issue. Shortcut 

connections are those that leap one or more levels (also known as skip connections). 

If the ordered connection's coefficient converges to zero during the training period, 

the residual shortcut ensures network integrity. It has been proposed that the layers 

learn the residual function F(x) instead of the hypothesis function H(x) = F(x) + x. 

This is owing to the ease with which the residual function can be optimised. To 

demonstrate that a deeper network does not have a higher training error than its shal-

low version, the researchers created a deep network by concatenating a residual block 

at the end of a shallow network and then demonstrated that the residual block func-

tions as an identity mapping. 

5 EXPERIMENTS AND ANALYSIS 

5.1 Training 

The dataset used in this thesis was divided into training and validation datasets by 

80% and 20%, respectively, as it has shown the best performance in Table 1. The 

validation data is used for evaluating the performance after each epoch and did not 

involve in the training process. Before the training, each pixel of images was firstly 

normalized dividing by 224, and For all models, the input size was fixed at 224x224 

by default, and the batch size was set to 32, which is the highest accuracy perfor-

mance based on the experimental result as shown in Table 2. In order to expedite the 

training process, the CNN models ResNet50 and VGG16 were utilised in conjunction 

with the transfer learning strategy, and these pre-trained models were previously 

trained on the ImageNet dataset. 
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To shorten the training time and lower the computation cost, all layers in the pre-

trained model were frozen during transfer learning. The last fully connected layer of 

all pre- trained models was taken for the fined-tuning purpose, and a dense layer with 

1024 neurons was appended before transmitting to the 15 neurons in the output layer. 

In the last layer, Softmax was employed as the activation function, and the categorical 

cross entropy was used for computing the loss function, which showed no significant 

difference to sparse categorical cross-entropy demonstrated in Table 3. SGD was 

utilised as the optimization method throughout the training, with the learning rate and 

momentum set at 0.001 and 0.9, respectively. 

5.2 Evaluation Metrics 

Choosing appropriate evaluation metrics is as important as choosing the learning 
algorithm, especially when the dataset is unbalanced. In this section, we will ex-
plain some differences in the statistics that we collected and shed some light on 
why they can be important to the study. The statistics that were collected after each 
epoch of training include time per epoch, cross-entropy loss, accuracy, precision, 
recall, and Area under the Curve (AUC). 

1) Accuracy: Accuracy is the most widely used and the simplest indicator for

evaluating the number of correct predictions that had been made over the data, but 

we must ask ourselves several questions: Does accuracy always perform well in 

evaluating the performance of a model? and when might accuracy not be an ap-

propriate metric to use? In short speaking, accuracy might not be a good indicator 

for an unbalanced dataset. For example, if we have an unbalanced dataset that con-

tains 999 negative samples and 1 positive sample in the dataset, as a result, the ac-

curacy for this model will be 99.9%. 

However, the result is not fairly evaluated for the positive categories whereas the 
dataset only contains one positive sample, and the result can be misleading and 
can be costly. The percentage of correct predictions is the definition of accuracy as 
defined below: 

Accuracy = 

As in the previous example, accuracy cannot explain well for an unbalanced da-
taset, and other evaluation metrics should take into consideration, such as preci-
sion, recall or F1 score. 

2) Precision: Precision is defined as the fraction of true positives examples

among the total retrieved positive instances(a true positive(TP)+ false posi-

tive(FP)). The range of precision is between 0 and 1, and can be calculated as be-

low equation: 

Precision =  = 
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As the formula suggested, the precision metric evaluates the number of true posi-
tive prediction within total predicted positive samples and only need to take into 
consideration if false positive (or Type I error rate) is significant to the study[28]. 

3) Recall: The recall is defined as the proposition of TP examples amount the

total true positive(TP + false negative(FN)) and is also known as sensitivity or 

True Positive Rate(TPR). The range of recall is also between 0 and 1, and can be 

calculated as following equation: 

Recall = 

As the formula suggested, the recall should be taken into consideration if the FN is 

significant to the study. 

4) F1 Score: A weighted harmonic mean of recall and precision is used to get

the F1 score and had been widely used for many machine learning algorithms. The 

equation is defined below: 

F1 = 2 ∗ 

5) AUC: The area under the curve(AUC) is a popular metric for evaluating

how good our model performed in distinguishing between classes, and some-

times it is also known as (Area Under the Receiver Operating Characteris-

tics)AUROC. Each recall and precision will have a corresponding instance of 

AUC, The AUC has values ranged between 0 and 1. The higher the AUC, the 

better the separation capacity of the model in distinguishing between classes. 

Ideally, if AUC is 1, the model can perfectly distinguish between positive and 

negative samples; on the other hand, if the AUC is 0, the model has no separa-

bility. Overall, accuracy is commonly used for the balanced dataset. For an 

unbalanced dataset, if the false positive is more significant than the false nega-

tive, we should use recall as an indicator, otherwise, precision should be used. 

In the case that both false positives and false negatives are important to us, we 

should consider the F1 score for the evaluation purpose, and the AUC curve is 

a valuable tool to visualize the model’s separability on a skewed dataset[27]. 

6) Intersection over union: IoU is an accuracy evaluation metric that is

commonly used in image object detection tasks. Unlike the traditional classifi-

cation or object recognition tasks, the accuracy was measured based on the 

number of predicted results matched to the ground-truth labels. It is hard to 

expect two bounding boxes will align exactly in the same coordination x-y ax-

is. The IoU calculated the accuracy by dividing the anticipated bounding box 

by the ground-truth bounding box. Specifically, it measures the proportion of 

intersected area between two bounding boxes over the area of their union. The 

more overlapping between two bounding boxes indicates a better predicted re-

= 
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sult. This can be expressed as the equation below: 

IoU  = 

where Bgt is the ground truth bounding box and Bp is the predicted bounding box 

for detection. 

5.3 TRAIN / TEST Dataset 

In deep learning development, we could not initially come up with the optimal 
configuration parameters. Therefore, applying deep learning is a very repetitive 
process where we must follow the development circle from generating the idea, 
training the model, evaluating the performance, and over and over again. There-
fore, one thing that can expedite the speed of the development process is to im-
prove the efficiency in going through that cycle and setting up the appropriate par-
tition ratio of the dataset in terms of training, validation, and testing. The devel-
opment dataset is also known as a held-out validation set or development set, but 
for brevity, we commonly just call it the “dev set” or “valid set”. A valid set is 
what we use to compare different models' performance and see which one per-
forms the best during the development stage. Once we have the final model that 
we want to evaluate, the test set will be used to produce an unbiased estimation of 
the unseen data. In many applications of the machine learning algorithm, we often 
start with the 60/20/20 train-dev-test split, or 70/30 train-test split (if you do not 
need an explicit dev set). 

However, in the modern deep learning application, or the big data era, we might 
have a million examples in total, and taking up 20% of the dataset for testing can 
be excessive. Since the goal of the dev set is for comparing the performance of a 
different algorithm, sometimes even just 1% of the dev set and 1% of the test set 
can suffice that purpose. 

5.4 Division of Training and Validation Sets 

The size of training data is an important factor in deciding the quality of gener-
alization ability of a model. In this paper, I conducted 12 sets of experiments on 2 
DNN architectures (ResNet50 and VGG16) and 6 various ratios of the train vali-
dation split to show the accuracy after 3 epochs of training. The result in Table 1 
show that there exists a clear trend that, as the size of the training dataset in-
creased, the training accuracy for the model tends to increase. However, we also 
noticed that the performance of ResNet50 does get degraded as the train to valid 
set ratio exceeds 80/20. 

Therefore, it was concluded that the 80/20 train-valid set split ratio is a good bal-
ance point to have a reliable model performance.  
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Table 1: Accuracy score across various experiment configurations after 3 epochs 
of training 

Train-Validation split\NN model ResNet50 VGG16 

Train 20%, Valid 80% 0.8856 0.7456 

Train 40%, Valid 60% 0.8974 0.7745 

Train 50%, Valid 50% 0.9147 0.7954 

Train 60%, Valid 40% 0.9248 0.8147 

Train 80%, Valid 20% 0.9326 0.8756 

Train 90%, Valid 10% 0.9321 0.8614 

5.5 Batch Size 

The traditional SGD takes one example at a time and was trained sequen-
tially. As the dataset grows and the availability of GPUs resource, the mini-
batch SGD become more and more popular in training large scale dataset in a 
parallel and distributed fashion, where a subset of data is used to perform for-
ward, and backward-propagation independently amount processors and syn-
chronize the update through the global all reduce operation(a type of MPI 
communication). However, there is trade-off between the batch size, training 
speed, and the convergence rate.   

On the one extreme case, if the mini-batch size is too small (e.g., use single 
sample for weight update), we can have faster convergence to an approximate 
solution, but we might face the problem of I/O communication overhead and 
the model is not guaranteed to converge to the global optima; on the other 
hand, if the mini-batch size is too large (e.g., use the entire dataset to perform 
weight update), the model can guarantee to converge to the global optima of 
the objective function. However, the convergence rate can be reduced dramat-
ically and can take much longer for a single weight update. To determine the 
best batch size to use for this thesis, I conducted seven set of experiments for 
discovering the best mini-batch size to use. All the experiments were trained 
on ResNet50 neural network with 80/20 train-validation split ratio, and the re-
sult is listed in Table 2: 
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Table 2: Training accuracy on various batch size after first epoch 

From the result, it was observed that the training accuracy increased as we 
reduce the mini-batch size, but there is no significant impact on the training 
time per epoch. As suggested in a paper, the mini-batch size b should not be 
larger than the T/b iteration, where T represents the total number of steps for 
one epoch. Therefore, 32 can be an appropriate balance-point for this study, 
and all the following experiments were performed with a batch size of  32. 

5.6 Loss Function 

As there are 15 classes in the dataset, two common categorical loss functions were 
selected for determining the top loss function in this study: Categorical Cross- En-
tropy(CCE) and Sparse Categorical Cross- Entropy(SCCE). CCE is a loss function 
that most used in multi-class classification, and the formula has defined below: 

generalized cross-entropy = 

where      and  are the one-hot encoded label and DNN scores for each 
𝑐𝑙𝑎𝑠𝑠 in 𝐶(as the activation function is always applied to the score function before 
computing the loss, the notation 𝑓() is used to refer to that activation function). 
The CCE applied the one-hot encoding to compute the target score. For example, 
considering applying neuron network to train a model with 5 categories. The label 
can be represented as [0, 0, 1, 0, 0], and the predicted score can be 

[.2, .3, .5, .1, .1]. 

Batch 
size 

Valid 
Accuracy 

Train 
Accuracy 

Time/ 
Epoch 

32 0.8521 0.9144 587 

64 0.8112 0.9127 612 

128 0.7645 0.8196 619 

256 0.7154 0.7988 634 

512 0.6455 0.7122 654 

1024 0.4789 0.6523 694 

2048 0.3312 0.4345 688 
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SCCE is similar to CCE except the integer encoding is used to replace the one hot 
encoding. For comparing two loss functions, 6 sets of experiments were conduct-
ed, and the result in In our situation, Table 3 indicates that there are no significant 
differences between two-loss functions. CCE was chosen for the rest of the studies 
because it retains all of the information (it can measure both top-1 and top-5 error) 
and because it was suggested in a paper that it is more robust in overcoming noisy 
labels.  

Table 3: Loss function comparison between CCE and SCCE 

Loss Function \ Evalua-

tion metrics 

Time/Epoch 

(sec) 

Accuracy af-

ter 1st epoch 

Accuracy after 25 

epochs 

Categorical Cross 
Entropy(CCE) 

670 0.4908 0.9654 

Sparse Categorical 

Cross Entropy 
(SCCE) 

630 0.4881 0.9613 

5.7 CNN Model Performance Evaluation 

The major goal of our research is to diagnose herb leaves, and as part of that, 

I'm comparing the performance  of two existing state-of-the-art CNN models and 

evaluating the success of the best deep learning architecture in the context of plant 

leaf disease diagnosis. As previously stated, the transfer learning strategy was em-

ployed to train all of the deep learning models employed in this work. As seen in 

Table 4, after 30 epochs of training, the ResNet50 model achieved the best per-

formance with 96.26% and 96.30% on the training and validation dataset, respec-

tively, and this result outperformed VGG16 by a large amount. Therefore, Res-

Net50 is a good candidate to be considered for heavily loaded backend application. 

As seen in Table 5, we provide other information about the two models (e.g., Input 

size, total parameter, trainable parameter, throughput, and training accuracy after 

30 epochs), and it reveals the relationship between the model complexity, training 

speed, and accuracy. We observed that the ResNet50 model has higher classifica-

tion accuracy (96.30%) than VGG1, which suggest that the ResNet50 model could 

produce high performance in the mobile device application as well. 

As seen in Figure 7 and Figure 8, there is no obvious sign of overfitting in the 

model that we choose. The ResNet50 model shows the best performance in terms 

of the training and validation accuracy. In Figure 7, we see that the ResNet50 can 

achieve above 94% accuracy by less than 10 epochs of training, in contrast to 

VGG16 models that were struggling to reach the 90% accuracy even after 10 
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epochs of training, and the progression line for both accuracy and loss tends to 

fluctuate more violently. Thus, we believe that the ResNet50 model offers the 

fastest learning efficiency in our study and, therefore, is the most suitable model to 

be used in plant leave disease recognition. 

 Fig. 7: ResNet50 accuracy and validation accuracy 

Fig. 8: ResNet50 loss and validation loss 
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Table 4:  DNN models’ performance comparison after 30 epochs of training 

Model Train 

accuracy 
% 

Validation 

accuracy % 

Training 

loss 

Validation loss 

ResNet50 96.26 96.30 0.1370 0.17030 

VGG16 93.11 93.67 0.1869 0.22714 

Table 5: DNN models’ capacity comparison 

DNN Model Input size Total Pa-

rameters 

Trainable 

parameter 

Throughput 

(s/epoch) 

Train accu-

racy after 30 

epochs(%) 

ResNet50 224×224×3 74,976,143 52,443,1

51 

580 96.26 

VGG16 224×224×3 40,938,319 33,303,0

55 

3000 93.11 

6 CONCLUSION 

The proposed approach was created with the wellbeing of farmers and the 

agricultural sector in mind. Farmers will be able to identify disease in their 

crops and apply the appropriate sort and amount of pesticides in their fields 

with the help of such systems. This will not only reduce the excess use of 

pesticides in the filed but will also help in increasing the yield of the farms. 
Deep learning algorithms are undergoing extensive research. To diagnose the 

herbs in this thesis, I used CNN and its network designs ResNet50 and VGG16. 

The created technology can detect illness in herbs with a 96 percent accuracy rate. 

Only if we have a thorough understanding of the disease can we apply the right 

cure to improve the plant's health. Python is used in the suggested system. The ac-

curacy and speed of processing can be improved by using Google's GPU. 

In our study, ResNet50 deep learning architecture was tested to be the most suita-

ble CNN model in applying to the image-based plant leaf disease recognition on 

our dataset. Throughout the study, I have conducted a comprehensive literature re-

view on the past related research on the field of deep-learning-based herb disease 

detection and provided a series of empirical experiments in applying the tech-

niques, including tuning the performance by varying train-valid set split ratio, pre-

trained CNN models, loss functions, and batch size. All the experiments conducted 

in the study were trained on the googles Colab platform with the help of their 

GPUs. The result of this study showed that the ResNet50 neural network architec-

ture outperformed the VGG16 architecture. Specifically, we demonstrated in the 
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experimental section that the ResNet50 can achieve accuracy of 96.30% in training 

and 96.26% in validation over 5-hour training and VGG16 can achieve a accuracy 

of around 93% by over 12 hours of training, which suggest that the ResNet50 

model is suitable for both lightweight mobile applications and backend work-

station purpose development within the context of plant leaf disease recognition. 

7 FUTURE WORK 

Plant disease poses the main threat to the agricultural development of the 

world, and especially critical to the smallholder farmers in many developing 

countries. Therefore, affordable and accurate automatic plant disease detection 

can be valuable tools to provide early warning and forecast that mitigating the 

efforts to control disease propagation. The application of the deep learning ap-

proach has been growing quickly in the field of plant disease diagnosis. The 

result of deep learning approaches reported  in many works of literature so far 

had shown a promising future. However, the deep learning approach is not 

omnipotent. There are some shortcomings and challenges that I have not men-

tioned in the thesis, such as its lack of adaptively to the ever changing envi-

ronment, poor interpretability of the model, and the demand for a large volume 

of the dataset. Therefore, one important goal that  our future work will be 

aligned on is the development of robust image detection that only requires a 

small set of image samples. 

There can be other enhancements to the proposed model, one enhancement 

which can be very useful to the farmers is an alerting mechanism. The system 

as soon as detects a disease will alert the farmers using buzzer and LEDs so 

that the spread of the disease can be stopped. The alerting mechanism should 

only be triggered when a plant has a disease, if it is healthy then no alert is 

needed. After alerting the farmers, the system should tell the farmers the type 

and amount of pesticides needed to control the spread of the disease. This will 

not only reduce the excess use of pesticides in the field but will also help in in-

creasing the yield of the farms.  
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