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Abstract. Characters are essential elements of games and are critical to their 

success. At the same time, designing good characters can be time and labor in-

tensive, especially when developing games with thousands of characters. In 

such cases, procedural generation may be used to expedite the process. Howev-

er, characters generated by traditional procedural generation techniques often 

rely on a limited pool of premade assets and may lack novelty. This work ex-

plores deep learning for the conditional generation of creative character designs 

with artist input. It proposes a framework which receives artists’ inputs in the 

form of blurred character silhouettes and converts these into high resolution 

character designs using Generative Adversarial Networks. In addition, the paper 

presents a demo Graphical User Interface and user study evaluating the tool’s 

effectiveness. 

Keywords: Generative Adversarial Networks, Game Development, Creativity, 

Character Design. 

1 Introduction 

1.1 Character Design in Games and Multimedia 

Characters are essential elements of productions like games, films, and books. The 

visual appearances of characters can affect players’ perception of the gameplay narra-

tive [1] and their ability to project themselves onto virtual avatars, and are thus im-

portant to the success of a game. However, designing good characters can be time and 

labor-intensive. 

This is particularly true for role -playing games (RPGs), where the player assumes 

roles of characters in a fictional setting. In many RPGs, character designs are not only 

needed for the player’s own avatar but also the various interactable non -playable 

characters which the player encounters in their gaming adventure. Another example is 

the trading card game, a type of collectible card game which lets players assemble 

decks strategically from an often large pool of character cards. Many character de-

signers have to be involved to develop games of such genres – this is evident in t itles 

like Magic: The Gathering, which contained more than 22,000 character cards as of 

March 2020 [2]. Developing a good character design involves many stages, including 
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researching on the character’s background, sketching the characters, rendering the 

best sketches, and deciding on a final design [3 ]. This can amount to a lot of work for 

character concept artists. 

Currently, artists may search for references online or look at examples of their past 

work to gather inspiration for new character designs. The first approach is time-

consuming, and furthermore, artists have to be careful not to refer too closely to de-

signs which do not belong to themselves for fear of copyright infringement. The sec-

ond approach is lim ited when it comes to d iscovering new sources of inspiration. 

Moreover, neither approach attempts to generate novel character designs — they can 

only assist the artist in gathering inspiration, and the designs ult ima tely originate from 

the artist’s own imagination. 

The limitations of these approaches, together with the large number of character 

designs some games require, point to procedural generation as a solution to speed up 

designers’ workflows. 

1.2 Generating Creative Character Designs 

Procedural generation refers to creating assets algorithmically as opposed to manual-

ly. This can be assisted, where content is generated with human guidance, or non -

assisted, where the algorithm produces resu lts with litt le to no  human intervention. In 

game development, procedural generation is often used to generate terrain such as 

roads, rivers, cities and vegetation [4]. There also exist 3D character creator software 

such as Autodesk’s Character Generator, Reallusion’s Character Crea tor 3 and the 

open-sourced MakeHuman [5]. These applications allow users to combine selections 

of premade body parts, clothing and textures to produce a new character. However, 

designs created by such applications are limited by the number of combinations al-

lowed by ex isting assets, and characters may be spotted using the same premade hair-

style or accessory. As such, it  is hard to describe these forms of procedural generation 

as being creative or capable of novelty, and their usage is limited to less important 

characters who do not need to have distinctive design flairs. 

 In the domain of 2D concept art, computer applications like Adobe Photoshop have 

traditionally only been tools for realizing human creativity. They enable artists to 

visualize their designs more rapidly and at potentially lower cost than painting on a 

physical canvas, but it is u ltimately the artist’s own creativity which decides what is 

being rendered to screen. 

 Unlike the above-mentioned tools and character generation techniques, advances in 

deep learning have made it possible for artificial intelligence to come much closer to 

being true agents of creativity. State-of-the-art neural networks can generate high-

quality, previously unseen images matching or surpassing those produced by human 

creators. With deep learning, it is possib le to rapidly generate new character designs 

which may inspire artists or serve as a base for their final concept art. This method of 

procedural generation hopes to assist artists by making their design workflow less 

cumbersome and more efficient, allowing them to refer directly to generated designs 

and reducing the need to gather inspiration from various online sources. 
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1.3 A Deep Generative Tool for 2D Character Designs 

In this work, we propose and study the use of deep generative frameworks like 

pix2pixHD and StyleGAN2 for assist ing artists in  producing character designs. The 

availability of a reference image which closely matches the final design can help to 

reduce much of the time spent on ideating, and generated images which  are of ade-

quate quality may only require m inimal post-processing to be used in production. 

Furthermore, basing a final design off a computer-generated image avoids any poten-

tial copyright issues associated with reference to designs drawn by hum an artists. 

 Our work focuses on methods which allow artists to control the model’s output in 

order to finetune results to match their desired aesthetic, instead of generating com-

pletely random designs. The main contributions of this work  are as follows:  (1) We 

propose a method to convert character artists’ nebulous ideas in  the form of blurred 

silhouettes to coherent character designs in high reso lution. (2) We conduct experi-

ments on two different datasets to compare the effectiveness of different generative 

frameworks for realizing the proposed method. (3) We develop a demo GUI applica-

tion which  enables artists to paint nebulous, blurred forms of their intended design on 

a drawing canvas and generate a high-resolut ion output image conditioned on the 

blurred input. 

2 Related Works 

2.1 Image Generation using Deep Learning 

A Generative Adversarial Network (GAN) [6] is a class of deep learning network 

architectures comprising a generator and a discriminator which  contest against each 

other in a zero-sum game. For instance, in an image generation task, the generator 

attempts to synthesize a realistic image while the discriminator attempts to detect 

flaws which point to the synthesized image being fake. 

GANs have proven to be highly competent at image synthesis tasks. Unconditional 

GANs are capable of producing random novel images belonging to classes within the 

dataset. On the other hand, a conditional GAN (cGAN) is a subtype of GAN which 

receives input from the user and conditions the synthesized output image on the user 

input. While cGANs may appear more suited to the task of generating character de-

signs in a manner that is controlled by the artist, it is also possib le to do the same by 

manipulating the latent space of an unconditional GAN. 

Existing works on conditional image synthesis can be broadly classified into two 

categories: firstly, involving direct image-to-image translation using a cGAN; and 

secondly, involving a prior step of training an unconditional GAN model before in-

troducing other means of finetuning the output to the user’s desired look. 
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2.2 cGAN Image-to-Image Translation 

Image-to-image translation involves changing an image’s domain. For instance, given 

a sketch of an object and a photograph of the same object, the goal of image-to-image 

translation is to translate the sketch to the photograph or vice versa. To attain this 

goal, the neural network learns a mapping from the image’s input domain to its output 

domain. 

pix2pix is an image-to-image translation framework [7] which performs domain 

translation using a cGAN trained on image pairs of both domains. The original 

pix2pix produced images with obvious artefacts when the resolution was raised to 

512x512 and above. This was corrected by pix2pixHD [8], which improves resu lts on 

resolutions as high as 2048x1024. Other notable image-to-image translation works 

include BicycleGAN [9] and SPADE [10]. 

2.3 Controlling Outputs of Unconditional GANs 

The second common method for conditional image generation relies on first training 

an unconditional model, and then guiding the synthesis of output images by discover-

ing latent space controls or other means. 

StyleGAN [11] is known for being able to synthesize high resolut ion images of 

subject matter like faces, animals, and cars. The architecture of StyleGAN encourages 

the automatic, unsupervised separation of high-level attributes, enabling intuitive 

control of the synthesized results by modifying latent space vectors. Additionally, 

“style mixing”, which refers to applying different styles to the content of an image, 

can be performed by manipulating the W latent space. A later work, StyleGAN2 [12], 

proposed changes in model architecture and training methods to address the common 

artefacts found in images generated by StyleGAN, and in doing so redefined the state-

of-the-art in unconditional image synthesis. 

 As StyleGAN2 is an unconditional GAN, the model is unable to directly  condition 

the output to the user’s needs. However, this can be done with the help of Pix-

el2Style2Pixel (psp) [13]. Build ing upon StyleGAN and StyleGAN2, the authors of 

psp introduce an encoder network which can be trained to embed real images into an 

extended W+ latent space. By feeding the artist’s input image into the psp encoder 

and leveraging an existing StyleGAN generator for image synthesis, image-to-image 

translation can be accomplished. This approach also facilitates multi-modal synthesis 

via style-mixing and is capable of yielding high quality outputs without local pixel -to-

pixel correspondence. 

Finally, the problem of identifying latent space controls has been explored by 

works like SeFa  [14] and GANspace [15]. The former proposes a closed-form ap-

proach for unsupervised latent semantic factorization in GANs. The latter proposes 

applying Principal Component Analysis in the latent space or feature space to identify 

important latent directions. Both works contribute to discovering interpretable GAN 

controls and includes results from experiments conducted on notable frameworks like 

BigGAN [16], StyleGAN and StyleGAN2. These controls enable the targeted manip-

ulation of attributes such as viewpoint, aging, lighting and time of day in the GAN’s 

synthesized outputs. 
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2.4 Applications in Art and Design 

GANs have been popularized by sites like thispersondoesnotexist.com, which dis-

plays photorealistic portraits of people generated by StyleGAN2. Many variations of 

this site have sprung up and employ unconditional GANs for generating images of 

subject matter such as cats and bedrooms. While these can be interesting and useful 

for niche purposes like populating a site with mock data, they are unlikely  to be help-

ful to designers as the images synthesized are completely random. 

The rest of this section will focus on applications which are able to respond to in-

puts from designers and attempt to integrate deep learning into an art or design  work-

flow. In particular, both ArtBreeder [17] and Google Chimera Painter [18] p rovide an 

interface for users to submit input to the model, which conditions its synthesized out-

put on the given inputs. 

ArtBreeder is a deep learning based collaborative web application which allows 

users to upload, generate and modify images from various categories. Its character 

design  category was the main source of inspiration for this work. Currently, users can 

modify (“breed”) character design images by adjusting a list of sliders loosely corre-

sponding to character a ttributes such as “Female”, “Clothing”, and “Armor”. Other 

features include morphing two images while varying the contribution of content and 

style influence from each image, and generating random images resembling the input 

image. ArtBreeder can be a powerful tool for character designers. However, the plat-

form still contains limitations – such as the input slider controls not feeling intuitive 

to designers – which this work hopes to address. This is explored in the user study in 

section 5.3 and is one of the considerations when designing the GUI demo. 

Another related work is Google Chimera Painter, a  web application which converts 

segmentation maps of fantastical creatures into fully  fleshed out renderings. The 

model was trained on input pairs comprising images of 3D creature models and their 

corresponding artist-labelled segmentation maps indicating the various creature body 

parts. In the interactive demonstration, users are able to paint on a canvas and control 

the generated output by adding strokes of colors corresponding to different creature 

body parts. A major limitation of this method is that training requires a large and high 

quality dataset of images paired with accurate segmentation maps, which is costly to 

produce. Furthermore, artists do not have control over the final output colors because 

segmentations may not correspond to the RGB color of the corresponding regions in 

the generated output. This work aims to address these limitations by proposing a 

method which greatly simplifies creation of the training dataset, and also enables 

control over the generated colors. 
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3 Data Collection 

3.1 Overview 

To the best of our knowledge, there is no exist ing public dataset for full-body charac-

ter designs apart from an anime style dataset [19], which is limited to  a specific art 

style. Hence, we decided to build a new character designs dataset to compare the 

models’ performance on different styles of character designs and to evaluate the trans-

ferability of the approach to different styles. Compared to the anime style dataset, the 

new dataset is more challenging as the poses, lighting conditions and general contents 

of the designs are more diverse. 

To build the character designs dataset, images were first downloaded in bulk from 

web browser DuckDuckGo [20] image search results. The results were fetched using 

20 different keywords related to common fictional genres for character designs, such 

as “warrior character design”, “archer character design”, and “elf character design”. 

Images were filtered for portrait dimensions to increase the probability of them de-

picting single full body characters. 

3.2 Data Cleaning 

A list of requirements was curated to increase consistency across images in the da-

taset. Characters should be humanoid and be shown in full body. In addition, each 

image should only contain one character in a straightforward pose. The art style 

should also avoid being too “cartoonish”, i.e. rendered with flat colors and lacking 

detailed shading. Th is is done to distingu ish the new dataset from the anime style 

public dataset and to ensure consistency in the art style. After downloading, images 

were manually inspected to ensure that they conform to the requirements, and the 

non-conforming images were discarded. Duplicates were also removed by computing 

the MD5 hash of each image and discarding the ones with hash collisions. After filter-

ing, the dataset contains 5119 images of full-body character designs. 

To further improve the dataset quality, we init ially used a pre-t rained segmentation 

model [21] to identify background regions and color them white. This was ineffective 

as many images lacked a clear distinction between foreground and background. 

Hence, all images were re-processed using another method which applies a strong 

Gaussian blur to backgrounds instead of coloring them white. Thereafter, images were 

resized to a standard 512x512 dimension while preserv ing aspect ratio, and the empty 

areas padded with blurred, repeated sections of the image. This method produced 

more coherent-looking resu lts even if large sections were segmented wrongly. For 

instance, body parts which were mistakenly identified as background are now blurred 

instead of being completely blanked out. Samples of the dataset are shown in Figure 

1.
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Fig. 1. Examples from our new dataset. Original (unprocessed) images from Pinterest, Artsta-

tion, DeviantArt. 

4 Experiments 

4.1 Overview and Training Details 

In our experiments, we compared the results from using pix2pixHD to perform do-

main translation directly and using the psp framework together with a StyleGAN2 

generator for image-to-image translation. This was done on both a public dataset of 

anime style character designs [19] and on our own collected data. Training was con-

ducted on two Titan Xp GPUs at a standard size of 512x512 pixels. 

4.2 Input Domain Selection 

When approaching the problem of generating character designs as an image to im-

age translation task, an important question is what input domain would be most suita-

ble. In order to maximize the usefulness of the tool for character designers, we try to 

fulfil the following criteria in our select ion of the input domain: (1) The input domain 

allows for a balance between artist control and the neural network’s ability to generate 

creative and realistic outputs. (2) When using the tool, it is easy for artists to modify 

the input domain. (3) There ex ists an easy, automated way to produce training data in 

the form of input output image pa irs. 

For instance, if the input domain very closely matches the output, (1) may not be 

satisfied because the network may be trained to simply reproduce the input rather than 
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generating a novel interpretation. (2) is also unsatisfied because significant eff ort is 

required to edit a  fully rendered character design. 

Using the above criteria, we decide to apply a simple Gaussian blur transformation 

to the output images in our training dataset to obtain the corresponding input pairs. 

After training, a blurred input image can be passed to the psp encoder and StyleGAN2 

generator to obtain a high-reso lution resu lt. Art ist control exists to a rather high de-

gree as the image encoded by the network will be similar in both pose and color to the 

input. Users can also tweak the input easily by painting b lurred  blobs of color without 

having to worry  about details. Moreover, it  is convenient to produce training image 

pairs – the blur t ransformation can be easily applied to any new dataset in a complete-

ly automated process. This is not true for some input domains like sketches or seg-

mentation maps, which usually require extensive manual labelling to produce. 

4.3 Results 

pix2pixHD models were trained to convert blurred  images of character designs into 

their high-resolution versions. This was done with batch size 8 for 165 epochs, pro-

ducing results such as in Figure 2, selected randomly from the test set. 

Next, we trained StyleGAN2 models to generate unconditional samples of charac-

ter designs. This was done using batch size 4 over 400,000 iterations. Sample outputs 

are shown in Figure 3. 

Fig. 2. Examples randomly selected from the test set of pix2pixHD model trained on image 

pairs from anime-style dataset (top rows) and new dataset (bottom row). 
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Fig. 3. Example character designs produced by StyleGAN2 models trained on anime-style 

dataset (top row) and new dataset (bottom row). 

Finally, we trained a psp encoder which accepts blurred images and encodes them 

into the W+ latent space. This was done using batch size 2 for 500,000 iterations. 

Together with the StyleGAN2 generator, this framework performs domain translation 

from a blurred image into a high resolution image (Figure 4). Style mix ing can be 

used to generate varied outputs from a single input image, as shown in Figure 5. 

Fig. 4. Examples  randomly selected from the test set of psp model trained on image pairs from 

anime-style dataset (top rows) and the new dataset (bottom row). For each pair, the left image is 

the input and the right image is the generated output. 
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Fig. 5. Examples of style-mixing on outputs of psp model from Fig. 4. The leftmost column 

shows the input image, and the remaining columns show random style-mixed examples. 

Comparing the results from both frameworks, we observed that pix2pixHD pro-

duces outputs with more  local p ixelwise correspondence to the input but tends to pro-

duce undesirable artefacts on details such as the eyes. While psp outputs do not match 

the input as closely, they often possess more convincing details. Furthermore, psp  has 

the advantage of being able to easily synthesize varied outputs using a single input by 

performing style mixing on the StyleGAN2 generator. Hence, we eventually chose to 

use psp for our final application. 

5 GUI Application 

5.1 Methods Evaluation 

In section 2, we described two approaches for conditional image synthesis: the first 

involving direct image-to-image translation using a conditional GAN, and the second 

involving t raining an unconditional GAN followed by making adjustments in the 

latent space to produce outputs of desired styles. Section 3  elaborated on the model 

training conducted to evaluate different frameworks for both approaches, and it was 

decided that psp would be more suitable for the final application. 

Section 2.4 reviewed existing applications which integrate deep learning into an art 

or design workflow, namely ArtBreeder and Google Chimera Painter, and mentioned 

some of their current limitations. The GUI application proposed in the following sec-
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tion shall attempt to address these limitations. In particular, it d istingu ishes itself from 

ArtBreeder by introducing a more intuitive form of control for the artist, allowing 

them to directly draw on a canvas as opposed to solely  adjusting sliders to finetune 

the generated image. Compared to Google Chimera Painter, the proposed application 

offers the artist more control over generated colors. It also allows users to freely color 

the input image rather than having to block in regions of color to form segmentation 

maps. The effectiveness of the application is evaluated in a user study (section 5.3) 

involving artists and character designers. 

5.2 Application Concept and Features 

A demo version of the proposed GUI application has been implemented in Python 

using the Tkinter library. As the goal of the application is to help artists transform 

their initially nebulous ideas into coherent character designs, it is named ‘Lucid’. 

Fig. 6. Screenshot of our demo GUI. A video demo is included here. 

In summary, Lucid contains the following features (refer to Figure 6): 

1. Canvas widget – Displays the blurred input image which represents the artist’s

initial nebulous conception of their design. Users can freely edit the canvas using the 

app’s painting tools. This image will be sent to the model when users click  the Gener-

ate button. 

2. Output label – Disp lays the resultant image generated by the model. The output 

can be refreshed anytime by clicking the Generate button. 

3. Artist  painting tools –  Buttons on the left side panel serve as basic painting tools

for artists to modify the canvas. They include an airbrush, eyedropper (color picker), 

and color chooser (RGB color selection), as well as a slider to control the brush size. 

There are also buttons for clearing and resetting the canvas to the originally imported 

image. 

4. File utilities – Users can choose to either start drawing on a blank canvas or to

import an image into the program using the Import Canvas function in the file menu. 

New users can also use the Randomize button to load a random image from a directo-
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ry of example images. After importing, the app automatically b lurs the image to fit 

the model’s input domain. The menu options also support saving the canvas and gen-

erated output for future reference. 

5. Checkpoint switcher – Lucid allows d ifferent StyleGAN2 checkpoints to be 

loaded via a menu option. There are currently two pretrained generators available: an 

anime style model trained on the public dataset and a semi-realist ic model trained on 

the newly assembled character designs dataset. 

6. Style randomizer – This injects random vectors into the latent space of the gen-

erated image to produce variants with different styles. 

7. Style-mix gallery – A collection of thumbnails disp lays the variants generated

by the style randomizer. Users can hover over a thumbnail to preview the image on 

the output label, or click on the thumbnail to set it as the current output. 

The sample workflow for a character designer is as follows: The designer opens 

the app and either starts drawing on the b lank canvas or imports an existing design 

they are inspired by. The canvas now contains their init ial nebulous conception of the 

design. The user can then click on the Generate button and evaluate the image synthe-

sized by StyleGAN2 on the output label (example shown in Figure 6). If they are not 

satisfied, they can continue making adjustments to the canvas using the airbru sh tool 

and click Generate to refresh the output. The style-mixer can also be used to produce 

variants of the current design. Once the user is satisfied with the design, they can save 

it for future reference using the file utilities. 

5.3 User Study 

To assess the usefulness of the GUI application, we conducted a user study involving 

a survey sent to messaging groups interested in art and design. Participation in the 

survey was voluntary. As the app can currently only be run locally, the questions are 

based on videos, images, and descriptions of the interface. The survey had a total of 

27 respondents, 15 of whom indicated they draw or design characters “often” or “all 

the time”. 

The main objectives of the user study are to determine how helpful the application 

is to artists and character designers, compare it with exist ing platforms like ArtBreed-

er and Google Chimera Painter, as well as gather feedback for improvements. 

In general, the responses were very positive, with 77.8% stating they would use the 

proposed application for generating ideas or references for character design. A few 

options were provided for justification, and the main options selected were “It can 

potentially speed up my workflow”, “The ability  to control the output generated by 

drawing on the canvas is useful for ensuring the design doesn’t stray too far from my 

intention”, and “It is easier to select and modify AI generated ideas than to generate 

them myself”. Of the 22.2% who would not use the application, the main reasons 

given involve the generated outputs being of insufficient quality or too generic for 

specific design intentions. 

The next section of the survey asked respondents to compare existing platforms to 

the proposed application. Links to the platforms were provided and respondents were 

given the option to try  them if they had not done so before. Of  the 9 respondents who 
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have used ArtBreeder, 100% felt that the proposed application’s method of drawing 

on a canvas directly was more intuitive than the slider modifiers provided by Art-

Breeder. The reasons given include it being “simpler to draw a vague idea” as op-

posed to choosing from Artbreeder options, which can be “a little confusing”. Re-

spondents also felt that the canvas interface made the deep learning assisted workflow 

more closely resemble the natural process of drawing. 

Subsequently, respondents were asked to compare the application with Google 

Chimera Painter based on visual and text descriptions of the web app, as well as a link 

to the demo page. 59.3% of respondents felt that drawing the blurred form of a char-

acter, as proposed by this project, was more intuitive than drawing segmentation maps 

in Google Chimera Painter. Those who preferred  this project’s method stated that it 

had a “simple user experience”, required “less knowled ge on how elements interact 

with each other”, and “allows more control over the colors”. On the other hand, those 

who preferred Google Chimera Painter answered that segmentation maps provided 

better control over details of the design. 

In summary, the surveyed target users expressed sign ificant interest in using the 

application to enhance their existing design workflows. 100% of respondents indicat-

ed that they would like to try out an interactive web demo if it was made available. 

Compared with exist ing platforms like ArtBreeder and Google Chimera Painter, the 

majority of respondents felt that this proposed method was more intuitive. One of the 

main reasons provided for not choosing to use the application relate to the quality and 

distinctiveness of the model output, which we believe can be further improved with a 

larger training dataset. 

6 Conclusion and Future Work 

6.1 Summary 

Conditional synthesis of full body character designs in varied poses and clothing is a 

challenging task, but one with promising applications in game development and other 

media industries. This work has proposed a method for helping artists transform the 

nebulous ideas they may have at the start of a design process into coherently rendered 

designs. It has also showcased an interactive demo providing artist friendly features 

for engaging in the p roposed workflow, which  uses StyleGAN2 and the psp frame-

work to convert blurred images into high resolution character designs of varying 

styles. The user study indicates that most of the respondents surveyed would like to 

use this application and find the proposed user experience more intuit ive than existing 

platforms. Additionally, we have assembled a rare new dataset of full body character 

designs and will make it available for future research on related topics. 

6.2 Limitations 

While a majority of respondents in the user study felt that the proposed user experi-

ence (drawing the b lurred form of a character on a canvas) was more intuitive than 

adjusting slider controls or drawing segmentation maps, there was still a  significant 
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minority who felt the opposite and pointed out problems about the input method. In 

particular, a  few respondents felt that drawing the blurred form of a character was 

difficult and preferred blocking in silhouettes such as in Google Chimera Painter. To 

address this issue, future works can explore alternative input domains and may take 

into consideration the criteria suggested in section 4.2. 

Some respondents also felt that the input method did not allow the artist  to specify 

sufficient details and gave the model too much freedom for interpretation. This may 

sound ironic as the purpose of the application is to help transform vague ideas into 

more coherent designs, and having the artist draw more details in the input seems to 

defeat the point of using the application. However, it is possible that the respondents 

were seek ing ways to guide the model towards more specific design intentions with-

out having to specify details d irectly on the canvas, or to inform the model to preserve 

certain details which they already have in mind while exercising creativity on other 

aspects of the design. The former can be addressed by introducing features such as 

slider controls in the style of platforms like ArtBreeder, which would allow artists to 

fine-tune specific attributes of the generated output. The latter is more challenging as 

it requires a way of segregating important details from other more flexible attributes. 

For instance, if the artist requires a red bow decal to be present in  the final design, the 

framework will have to somehow relay this information to the neural network. It may 

be possible to do so by selectively varying the strength of the blur filter on different 

parts of the input image, such that important details are sharper and thus emphasized. 

6.3 Recommendations for Future Work 

Apart from addressing the lim itations raised above, future work may focus on making 

the proposed interface more accessible to users by developing it as a web application. 

Thereafter, a  larger scale user study can be conducted to gather more representative 

opinions on the effectiveness of this tool. 

In addition, extensions to this work can examine ways to expand the character de-

signs dataset and improve data quality. This can enhance StyleGAN2’s generation as 

well as prevent overfitting. 
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