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Abstract. Preeclampsia is a type of hypertension condition that can be induced 
by a variety of circumstances during pregnancy. Typically, a diagnosis is made 
after 20 weeks of gestation. Several investigations employing machine learning 
techniques have been undertaken to diagnose preeclampsia. SVM, KNN, random 
forest, gradient boosting methods, and deep learning approaches are examples of 
these. These techniques can be implemented to detect preeclampsia earlier in an 
efficient way for preventing the complications caused. This paper demonstrates 
how hyperparameter tuning of Support vector classification of the various factors 
involved in the classification of preeclampsia helps in efficiently separating the 
patients who are prone to have preeclampsia. The selection of the hyperparameter 
is done through the Grid Search CV algorithm by iterative trialing of the different 
hyperparameters. 

Keywords: Preeclampsia, SVM, Grid Search, Hyperparameter. 

1 Introduction 

One of the hypertensive outcomes of pregnancy is preeclampsia. Preeclampsia influ-
ences 3-5 percent of pregnant ladies around the world, remembering 5.4 percent for 
India. This can likewise be lethal for both the mother and the embryo [1]. Preeclampsia 
is related with vasospasm, pathologic vascular sores in various organ frameworks, ex-
panded platelet initiation, and ensuing enactment of the coagulation framework in the 
miniature vasculature. After the twentieth seven day stretch of pregnancy, preeclampsia 
is progressively logical. Several studies have shown the ratio of the PlGF to sFLT-1 
and Placental protein 13, soluble Endoglin, Triglycerides and Cystatin C as major bi-
omarkers for the detection of the preeclampsia [1-4]. Also, many physiological and 
clinical parameters are also used in detection of the preeclampsia [5]. The proposed 
system is an application based on the hyperparameter tuning of which takes the above-
mentioned data as input. This will help us in predicting and protecting the patient who 
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are prone to preeclampsia earlier. Initially the patients are recruited in the first trimester 
of the pregnancy. The physiological data, blood count values, Thyroid level, medical 
history of the particular patient and family along with regular activity data will be col-
lected. With these data collected a statistical analysis will be conducted using and a 
comprehensive review on the factors for the preeclampsia will be discussed. The angi-
ogenic factor that facilitates the growth of the placenta during the gestation is placental 
growth factor (PlGF) and its receptor Soluble fms-like tyrosine kinase 1 (s-FLT1) [6]. 
Other than these two biomarkers there are other biomarkers that will be taken as pa-
rameters, which are the Soluble endoglin(sENG) [7], placental protein 13 [2], Triglyc-
erides and Cystatin C [8]. These markers are also expressed during the first trimester of 
the gestation, and the fluctuation in their values are caused in preeclampsia. The PlGF/ 
sFLT-1 and sENG/PlGF are more accurate and sensitive. One of the most used algo-
rithms is Support vector classifier with hyperparameter tuning will lead to have opti-
mum selection of the parameter using Grid Search cross validation. This helps is to 
know how various kernels and their hyperparameter involves in the setting of bounda-
ries with coverage of the data point. The Gamma, C, degree are the various hyperpa-
rameters. This hypermeter varies to different kernel that is considered for the SVC. This 
approach leads to define what kernel along with their hyperparameter that needs to tune 
to have good accuracy. 

2 Related literature work 

The studies that are intended to detect preeclampsia are mostly done after 20 weeks of 
the gestation and studies that use biomarkers like cystatin C and Placental protein are 
earlier in detection of preeclampsia patients had significantly greater levels of sFlt-
1/PlGF than control women. Data suggest that the sFlt-1/PlGF ratio has a higher accu-
racy for distinguishing PE patients from non-PEs than it does for distinguishing severe 
or early onset forms of the disease [1]. Women with preeclampsia who experienced 
complications had a considerably greater PlGF/sFLT1 ratio than women with 
preeclampsia who did not develop issues [6]. Various serum markers were used to de-
tect the preeclampsia, amongst them sFLT-1 /PlGF ratio was most promising in detect-
ing the preeclampsia [4]. Associations between many first-trimester maternal factors 
and placental Doppler investigations that are connected to placental performance and 
serum PlGF levels to uncover significant relationships that should be considered in 
screening procedures When trophoblast cells were compared, they produced consider-
ably more sEng, sFlt-1, and PlGF. compared to those from normal TCs without 
preeclampsia, which is more important and addresses the problem's core cause [9]. Pla-
cental Protein 13 (PP13) is ensnared in the pathophysiology of hindered placentation 
and the resulting improvement of early PE but estimating this placental protein at 11-
13 weeks is unlikely to be viable in sickness screening. Maternal PP13 levels separating 
the principal trimester is a promising symptomatic procedure for foreseeing preeclamp-
sia with great awareness and importance in the primary trimester. [3]. The different 
variables of hypertension with Artificial neural network and other machine learning 
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algorithms like SVM, decision tree and application for the equivalent [10]. The expec-
tation of the preeclampsia by the random forest algorithm with 17 variables. It had the 
best AUROC in external validation. This minimal expense algorithm upgraded primer 
expectation to decide if pregnant ladies would be anticipated by models with high par-
ticularity and progressed indicators [11]. As a modelling procedure, the hidden Markov 
model was utilized. Knowledge is used to gain a better grasp of how an illness develops. 
The training method is hampered by prior knowledge of preeclampsia. Preeclampsia 
was classified, and the observations were categorized [12]. The usage of the elastic net 
algorithm, containing the informative model with most features for the prediction of 
preeclampsia [13]. The biomarkers are considered for the for producing the insights for 
preeclampsia and ANN used depicts varies features in preeclampsia [5]. 

3 Proposed Work 

Studies have revealed that demographics and clinical indicators such as the total blood 
count are stronger predictors of preeclampsia. Placental growth factor, soluble fms like 
tyrosine kinase, soluble Endoglin, and other biomarkers were included in our study. 
Placental protein 13 showcases the novelty of the study [1-4,7]. Once all the data are 
collected, the data will be pre-processed. After the pre-processing of the data, selection 
of the model is done in our case its Support vector classifier and this algorithm will be 
executed using scikit learn package. An incremental evaluation of all hyperparameters 
must then be performed to determine the ideal hyperparameter. That hyper parameter 
must be used to train the model. The trained model is then compared to the testing data 
to evaluate accuracy before the model is deployed. The support vector classifier is one 
of the most widely used machine learning techniques (SVC). This also applies to clas-
sification and regression problems. It also uses the kernel approach to adjust the data, 
and based on these modifications, the model finds the best fitting boundary or hyper-
plane for segregating preeclamptic patients from non-preeclamptic patients in our ex-
ample. 
The hyperplane can be circle, line, or sigmoidal plane, but it there with their margins to 
separate or to classify the different classes of data points. This transformation is called 
Kernel. This normally involves in every Support vector classification, but this produces 
generic results or classification. This model can be tuned by the introducing the hy-
perparameter to the model. 

4 Tuning of Kernel Hyperparameter 

The model first goes through a training phase where the system is trained with collected 
data which has undergone the pre-processing. This is where the system learns various 
patterns in the data that is fed into the system. In this supervised phase of the model, 
the output produced is compared with the actual or desired output for the pattern of the 
data that is given. The difference in the output value will be compared and iterative 
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tuning of the hyperparameter will be done for the model to choose the best hyperpa-
rameters. This includes the tuning of C and Gamma function and the kernel of the Sup-
port vector classifier until the output produces lowest error possible with higher accu-
racy, more of the true positive and true false values compared to false positive and false 
negative values. Since different factors are used in the detection of the preeclampsia 
and various machine learning algorithm has parameters that can be tuned, called hy-
perparameter. It is necessary that it is to be notified before training the model. This 
approach helps in creating a more robust and accurate model and also creates the bal-
ance between the bias and variance preventing the model from the underfitting or over-
fitting. 

The hyperparameters that are actually considered for the support vector classifier are C 
and Gamma. The SVC’s major operation is to create a decision boundary which segre-
gates different classes, binary in our study, need not be definitely a straight line. Since 
the real-world data is noisy and dirty, this might lead to the overfitting or underfitting 
of the model. The major concern to have great model are, 

• To have wider decision boundary for classes.
• To minimize the false positive and false negative prediction.

to achieve this an obvious trade-off must be taken care, as a matter of fact that deci-
sion boundaries are sensitive to minor changes. 

The trade-off could be controlled by C parameter, which implements the cost for each 
misclassified data point. Considering that C is small and the cost for the misclassified 
is low so that, the decision boundary has higher margin which is included. If the C is 
large, the tries to reduce the number of the misclassified values or the datapoints along 
with a narrowed margin. The cost involved is actually directly proportional to the dis-
tance between the decision boundaries.  

In many cases, the dataset will not be linearly separable; however, employing the kernel 
function will make it so. This is also true in our case. As a result, the kernel was chosen, 
and it is far better suited for the classification process. It should also be more accurate 
in data point segregation than other kernels such as poly, linear, rbf, and so on. [14] The 
kernel function converts the input data points into the required output data points. In 
this case, we're interested in the polynomial kernel for the SVC. 

The polynomial kernel doesn’t only take in account the similarity of the vector in a 
particular dimension but also the cross dimension. This enables us to have the interac-
tion between the features. The polynomial function is computed by the degree (d) of 
the polynomial kernel between two vectors in-turn describing the relationship between 
vectors [15,16]. 

Formally, the Polynomial kernel is defined by the equation: 

K (x, y) = (γ. x.y + C) d (1) 

The x and y are input vectors and d is degree of polynomial function. 
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Fig. 1. Visualisation of the accuracy produced by various iteration 

The accuracy produced by the different hyperparameters is shown visuall. With the 
polynomial kernel, C value at 0.5 and gamma value 1, it will produce the good classi-
fication the data points. 

This value is achieved by various iteration of the C, gamma, kernel and degree value, 
this is carried by the algorithm grid search cv. This works as follows:. 

• The selection of the machine learning that is to be tuned here, SVC.
• Deciding the parameters such as Kernel (poly, linear, rbf, sigmoid), gamma, C, (10-

3 to 103) and the degree(1,2,3,4,5..).
• From these parameters iterative application of the parameters is done.
• The scores produced from the iterations are compared to choose the best C and

gamma value along with accuracy score

After the training and test is done, the system is ready for the prediction, once the pa-
tients register and the describe demographical and clinical data are collected initially. 
With data model is created to predict what is the probability a particular patient is prone 
to have preeclampsia. The cut-off values will be set through the statistical analysis that 
will be done for the data collected. Once the prediction for the patient is above cut-off 
value then, the patient is marked as the preeclampsia prone patient. 

5 Discussion and Results 

Based on the above discussion, the prediction of the preeclampsia in the earlier stages 
can be done by incorporating various biomarkers which has their significance in the 
first trimester during the development of the placenta. This approach helps to address 
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the root cause and the pathology of the preeclampsia. Since, considering the facts that 
Placental growth factor and soluble fms like trysine kinase 1, and other early bi-
omarkers like the cystatin C and serum lipids has a significant weightage in the early 
prediction of the preeclampsia and the fluctuation of these biomarkers in first trimester 
helps determine the preeclampsia condition in the earlier stage. The hyperparameter 
tuning will provide us the insights in various data pattern and distinguishes minor dif-
ference between the preeclamptic people. Also, the C value is only one parameter that 
needs to be tuned for the linear model. However, considering the polynomial model, 
both the C and gamma values must be tuned to achieve good accuracy.  

Table 1. comparison of the accuracy for various kernel 

C value Degree Gamma Kernel 
0.5 1 1 Poly 
0.5 1 1 Rbf 
0.5 1 1 Sigmoid 

Table 1 shows the various values of the hyperparameters that produce good results. The 
polynomial kernel seems to produce the most accurate results compared to others. In 
future even if more data points are added for the further training purposes the polyno-
mial kernel will be able produce more result compared to the linear kernel. Since the 
linear kernel includes only the C value and not the gamma and might be easily influence 
the margin compared to the Polynomial kernel. Also, the polynomial kernel is more 
likely to handle data points of larger dimensionalities, and hence better suited for our 
study. 

Fig. 2. Comparison of low and high gamma values 

The lower gamma value has higher decision boundary taking many data points into 
account. Also, from the table1 parameter the degree is 1 and the gamma is 1 and change 
is seen only in the C value which makes both the linear and polynomial kernel to same. 
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Fig. 3. Cross validation results of various SVM kernel 

(See Fig. 4) depicts the 10-fold cross validation of the various kernels considered with 
stipulated amount of the data point at each fold and proves that the polynomial kernel 
is most suited for our dataset and produces a good classification of the datapoint this 
produces us the very lesser false positive and false negative datapoint. 

Table 2. correlation between the various SVM kernel 

Kernel Poly Sigmoid Rbf 

Poly 1.000 -0.269 -0.331 

Sigmoid -0.269 1.000 0.358 

Rbf -0.331 0.358 1.000 

The table 2, explains that the correlation between the both the kernel poly and linear 
are more lesser considering our dataset and dimensionalities.  
The tuning of the hyperparameters have given us a good accuracy compared to the SVC 
with without the hyperparameter tuning and previous study quoted in the related work. 

Table 3. Comparison of the accuracy with previous study 

Accuracy of SVC w/o 
hyperparameter tuning  

Accuracy of SVM in 
previous study 

Accuracy of SVC with 
hyperparameter tuning  

84.6 % 89.2% 96.07% 

From the above table is seen that the tuning of the hyperparameter helps in correctly 
predicting patients prone to preeclampsia. This model is also efficient even if the data 
points expand in the future. 
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6 Future Work 

Further, the product of this study has to be Once after the model is ready for the de-
ployment, application that is lightweight with minimalist interface is planned to develop 
so that the end user it more useful. 
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