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Abstract. India has a huge population and the major source of food supply is 

from agriculture.  Agricultural lands are getting destroyed mostly due to crop 

diseases, pests and plant diseases. Nowadays it increased fiercely. Plant patho-

gens are fungi, bacteria, virus or nematodes that damage plant parts such as leaf, 

panicle, node, stem and roots. So In agriculture, one of the latest researches is 

detection and classification of crop diseases using images of leaves from plants. 

The detection of plant diseases by using the image processing methods can help 

the farmers to protect the agricultural field from getting destroyed or affected. 

Paddy is a staple crop for much of the world's population. In this research we 

discuss classification and detection of paddy Leaf diseases using convolutional 

neural network. We captured paddy leaf images from the field for normal, sheath 

rot, rice blast, bacterial leaf blight, rice blast, brown spot, rymv and rice tungro 

for processing the image. In pre-processing, background exclusion is done based 

on the hue value to extract the non-diseased and diseased part. Feature Extraction 

is executed by applying Convolutional Neural Network. The proposed system 

achieved a high accuracy. 

Keywords: Crop diseases, Leaves, Pre-processing, Feature extraction, Deep 

learning model, Convolutional Neural Network. 

1 Introduction 

India is mainly an agriculture country. India is the world's second (2nd) largest producer 

of sugarcane, rice, cotton and wheat.  Agriculture is an important sector of the Indian 

economy and many people livelihood depend on agriculture. It's the   source of our food 

supply. Industries like small-scale and cottage industries directly depend on raw mate-

rial from agriculture. It is also associated with foreign trade. Many crops are cultivated 

in India due to pests and pathogens, most of them are destroyed. Farmers are the back-

bone of India. Due to yield loss they suffer a lot in terms of production and money. The 

main thing is the producer wants to identify the disease at an earlier stage for preventing 

59

mailto:mmaheswaraneie@gmail.com
mailto:sathesh808@gmail.com
mailto:rithikap.20ece@kongu.edu
mailto:mohammedshafiqi.20ece@kongu.edu
mailto:nanditas.20ece@kongu.edu


the widespread of disease to the whole plant. Only early diagnosis of disease will pre-

vent severe loss. Paddy is the primary source of energy for over half of the world's 

people. Due to this crop, India is one of the leading producers. It is a staple crop. It 

contains fibre, vitamins, manganese and protein. By-products of paddy are used in 

many ways. Paddy is affected by various causes. Major causes are fungi, pests, viruses 

and bacteria. Every year farmers lose nearly 40% of production due to crop disease. 

Farmers are unable to diagnosis and give preventive measures to control the disease. 

Like pesticides and insecticides there are various measures available to maintain the 

crop healthier. But prior recognition of disease and control of the spread of disease is 

essential. If the plant is affected with disease it shows some specific symptoms which 

are unique for that disease. These symptoms are known as features of that disease. Us-

ing these features, we can identify the disease. Identification of disease through the 

human eye will not produce more accuracy. It requires expert knowledge and it is ex-

pensive and time consuming.  So, we approach one of the deep learning methods CNN 

to detect paddy crop disease from plant images. We take six major paddy crop disease 

for research they are Pyricularia grisea (P.oryzae) and Xanthomonas oryzae caused 

blast disease and bacterial leaf blight to paddy crop respectively, Helminthosporium 

Oryzae and Sarocladium Oryzae caused brown spot and sheath rot respectively, Sobe-

movirus and Rice tungro bacilliform virus (RTBV) and Rice tungro spherical virus 

(RTSV) caused rice yellow mottle virus and rice tungro respectively. 

Nowadays deep learning has a major role play in recognition of image and speech. 

In deep learning, the algorithms are inspired from the neurons of the human which is in 

brain and act as neural networks. Convolutional Neural Network (CNN) is a class of 

deep neural networks. It is mainly used for processing and recognition of image. One 

of the advantages of CNN is it predicts the features of an input image automatically 

without involvement of humans. We develop the model using one of the deep learning 

methods CNN to detect the crop disease. For that the steps are prepare a dataset, pre-

processing, convolution, Relu, pooling and classification. 

2 Problem Statement 

In agriculture, loss in yield is due to many problems one of the main reasons is crop 

disease. This crop disease is caused by bacteria, fungi, viruses and pests. Farmers re-

quired lot of money for maintenance of yield. If we do not properly diagnosis the dis-

ease and causing agent, it leads to further loss in crop, money and time. Proper diagnosis 

is very important. Paddy is an important staple food crop for nearly 62% of India’s 

population. Undiagnosed paddy crop diseases will lead to severe damage to the culti-

vation and production of crops. To overcome this issue, in this research we used deep 

learning (CNN) method. Deep learning is a network capable of adapting itself to new 

data. Deep learning is developed from composed algorithms of machine learning that 

enable software to train models to perform specific tasks. They recognise image and 

speech using neural networks. To overcome the disadvantages of conventional methods 

we approach a deep learning method. Using deep learning we can easily detect plant 

diseases.  Identifying symptoms for crop disease and knowing the way to control plant 
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diseases is very important. So from this paper, we will give the idea of disease identi-

fication using images of leaf. We use image processing and deep learning to overcome 

this problem.  We designed and trained the model using features extracted from CNN. 

In this system feature extraction is executed by CNN. This paper mainly points out six 

most common paddy diseases such as blast, sheath rot, bacterial blight, rice tungro, 

brown spot and rymv.  For extracting a feature first we prepare a dataset. Then split that 

into two, one for testing and another one for training. The images are pre-processed to 

remove background and reduce the dimension. Feature extraction is carried out by the 

three layers of conventional neural network namely input, output and hidden layer. 

These images are fed into the CNN as input. CNN performs convolution and pooling 

operations and generates a feature map. Finally the output layer classifies the image 

and shows which disease affected the plant.  The proposed system is a model of recog-

nizing the leaf images by deep learning method.  

2.1 PADDY LEAF DISEASES 

BLAST 

. Caused by: Pyricularia grisea (P. oryzae) 

Symptoms:  At first stage, spots, dots or grey-brown lesions appear on the leaf. Next 

stage, these lesions become spindle or oval shaped. It has a grey with brown or grey 

centre. After the lesions become enlarged and affect the leaf. 

Effects:  This fungus affects all aboveground parts (node, neck, and leaf collar) of 

paddy. It can kill the plants at seedling stage. If it is severely infected it leads to yield 

losses. 

Fig. 1. BLAST DISEASE 

BACTERIAL LEAF BLIGHT 

Caused by:  Xanthomonas oryzae. 

Symptoms: Initially it appears as water-soaked or yellowish stripes in leaf edges. At 

severe stages in the leaves greyish white lesions appears and after sometimes it changes 

to yellowing. If it is severely affected, leaves tend to dry quickly. 

Effects: This disease causes yellowing of plants. It leads to yield loss from 20 to 

more than 70 percent. 
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Fig. 2. BACTERIAL BLIGHT DISEASE 

BROWN SPOT 

Caused by:  Helminthosporium Oryzae 

Symptoms: It occurs at all stages and affects different parts of the plant. Initially, it 

begins as small brown spots on leaves at the tillering stage. At a later stage it forms 

circular or oval brown spots and it kills the entire leaf. When the seed was affected, it 

leads to discoloration on the grains. 

Effects:  It affects the spikelet, panicle branches, leaf sheath, glumes, leaves, and 

coleoptile. Also it affects the rice grains. 

Fig. 3. BROWN SPOT 

SHEATH ROT 

Caused by: Sarocladium Oryzae. 

Symptoms: It starts with rotting on the upper sheath of the spikelet that encloses the 

panicles. It looks like irregular spots with grey midpoint and reddish brown border. 

These spots become enlarged and often coalesce and it covers most of the leaf sheath. 

At drastic stage it affects the parts of the grains to persist in the cloak.  

Effects: The outer surface of the infected leaflets had a whitish powdery layer. The 

affected grains became sterile, shrivelled and discoloured. 
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Fig. 4. SHEATH ROT 

RICE YELLOW MOTTLE VIRUS (RYMV) 

Caused by: Sobemovirus. 

Symptoms: Its characteristics are a general stunting of the plant, an overall yellowing 

in appearance. After infection, leaves formed are mottled and twisted. At a severe stage, 

the whole plant will appear yellowish green. 

Effects: The infected plants have stunted growth, sterile spikelet and eventually die.

Fig. 5. RYMV 

RICE TUNGRO 

Caused by: Rice tungro spherical virus (RTSV) and Rice tungro bacilliform vi-

rus (RTBV). 

Symptoms: This disease is spreaded from grasshoppers. It changes the leaf colour 

into orange yellow colour. It affects plants in all stages of growth. 

Effects: It causes leaf discoloration, stunted growth and reduction in tiller numbers. 

It causes half of the yield losses. 
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Fig. 6. RICE TUNGRO  

3 Literature Review 

In [1], they used histogram to detect paddy leaf. They used image processing methods 

like enhancement, pre-process, augmentation and then transformed into histogram. Us-

ing histogram they extract the difference between the intensity among the original 

paddy leaf and disease affected leaf. In [2], they used threshold values for identify the 

symptoms due to rice blast disease. They use the image processing techniques for their 

research. By using Multi level thresholding, blast disease is split into three stages for 

identification. In [3], rice diseases are detected from two classifier’s Bayes and SVM. 

The implemented steps are collected images from the plants, it is pre-processed, that 

result is segmented and feature extracted. Finally, classification is based on classifiers. 

In [4], detection of crop disease using image processing. In acquisition images are col-

lected and the dataset is prepared and using pre-processing the background is removed. 

Using segmentation method the Feature extraction is done and finally classification of 

leaf disease. 

In [5], using colour and shape features diseases are detected. After pre-processing, 

histogram is plotted then segmentation of image, extraction of feature and finally clas-

sification. In [6], for recognition of paddy leaf disease they used optimised deep neural 

networks. They followed image processing methods such as acquisition of image, pre-

processing of image, segmentation, extracting features and identification. In feature ex-

traction they used JOA and then classification. 

Even though many methods have achieved better results for recognition and classi-

fication of plant disease, they have some problems [7-13]. In segmentation, if the image 

has another leaf or plant it will not consider it. Like histogram, threshold values many 

methods rely on hand-crafted features they require expensive work and depend on ex-

pert knowledge. So we proposed CNN in this research. The better way for leaf disease 

detection is convolutional neural network [14-18]. This method doesn’t require seg-

mentation and hand-crafted features. Compared to many methods CNN provides better 

accuracy [19-21]. 
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4 Proposed Methodology 

Plants are destroyed by various causes. They are crop disease, temperature, climate, 

insufficient food, sunlight, pests and disease caused by bacteria and fungi. So we pro-

posed the CNN algorithm to diagnosis the disease in plants. From this system, we can 

achieve high accuracy.  The presented system is advanced with three stages they are 

acquisition of image, pre-processing and extracting features based on CNN. The dataset 

is prepared by images captured from paddy fields. Then the dataset is divided into two 

groups for testing and training. In pre-processing background is removed from the im-

ages in the dataset and dimensions are reduced. Then feature extraction is carried out 

by CNN which has a convolutional layer for convolution, Rectified linear unit for non-

linearity, pooling layer for decrease the dimensions and fully connected layer for clas-

sification. Using this we trained the model. Then it classifies the images of paddy 

leaves. 

Fig. 7. Basic Workflow
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Fig. 8. Workflow Block Diagram 
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4.1 ACQUISITON OF IMAGES 

It means retrieving an image from whatever source which is used for research pur-

poses.  We captured the image from the farm field of a paddy plant in real world cir-

cumstances. After images are captured, move it into the computer. Then it will carry 

out an implementation process for the recognition of diseases. The dataset is prepared 

by storing the images of the disease affected plant at various angles. 

Fig. 9. Training and testing dataset 

4.2 PREPROCESSING 

Pre-processing means steps taken to format images. It reduces the computation 

power. From pre-processing we get a high quality images which is helpful for imple-

menting. Images collected in the dataset are resized and reduced the dimensionality. 

Pre-processing aims to eliminate the background of the images in the dataset by using 

hue values. After pre-processing, we get a background removed image only with the 

leaf portion and disease affected part. Then this will be given to the input layer in CNN. 

4.3 FEATURE EXTRACTION 

   Feature extraction means creating new features from the dataset using feature 

maps from the existing ones .In this research we applied CNN for extracting features. 

It is used to summarise most of the features. CNN is a neural network that extracts 

features from the images which are given as input. Then it classifies the images based 

on their extracted features. 
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4.4 CONVOLUTIONAL NEURAL NETWORK 

ConvNet is a deep learning method shown in Fig. 10. Uses of CNN are recognition and pro-

cessing of image and to process pixel data. CNN is a location invariant. It has the ability to de-

velop an internal representation of a two dimensional image. Using CNN it is fast to implement. 

A CNN consists of three layers. First an input layer, where we give input data. Second hidden 

layer, which processes feature extraction and it has three layers. Third an output layer processes 

classification and produces output. 

Fig. 10. Layers of Convolutional Neural Network

Input Layer 

The images of the disease affected leaves and normal paddy leaves which want to be 

trained are given as an input to input layer of ConvNet. It takes the grey scaled images 

for implementation. It accepts the pixel data of the image as input in order of arrays. 

Hidden Layers 

CONVOLUTIONAL LAYER 

Convolutional layer carry out convolution operation on input images. Filters are feature 

detectors by using these filters (like corner, edge, diagonal etc.,) we generate a feature 

map. The input images are convoluted with filters. It is known as kernels. This is mainly 

used for extracting features from images which was given. 

RECTIFIED LINEAR UNIT 

Rectified linear unit is called the activation function. In CNN we use Relu to increase 

the non-linearity of the images. Usually images are nonlinear so we use this Relu. It 

speeds up and is faster to compute. There are different types of activation functions 
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available; here we used the Relu activation function. In this layer if the input has posi-

tive value it takes the same as output. Or else it replaces the negative value with zero. 

From this we get a sort out feature map for further implementation. 

POOLING LAYER 

Pooling layer is used to decrease the image dimensions. Two methods of pooling, 

they are average and max. In max pooling, it considers the maximum value of the pixel 

data. It reduces the size as much as possible. Max pooling along with convolution helps 

with position invariant detection. In another method average pooling it considers the 

average of the pixel data. Most max pooling is used. After pooling it generates a new 

feature map. Benefits of pooling layers are reduced dimensions and computation power. 

So the model is tolerant towards variations and distortions. 

FULLY CONNECTED LAYER 

It has a dense network of neurons and there is a connection between every two neurons. 

They are interconnected. This is used to categorize the image to a particular group after 

we extracted features using convolutional layer and max pooling layer. It associates 

features to a particular label.  The images obtained from convolution layer and pooling 

layer are flattened to form a one dimensional array, which is given as input for this 

layer. This is the layer where classification is processed.  

Output Layer 

The last layer of the above layer is called an output layer. The number of neurons in the 

final layer is equal to types of categories trained. In this layer softmax activation func-

tion is used for classification. It classifies the paddy leaf diseases. 

4.5 EXPERIMENTAL RESULT 

We have obtained results from the training model. For six paddy leaf disease we ob-

tained recall and precision in percentage whereas, average precision is obtained by sum 

of recall and precision divided by two. Mean average precision is the mean of average 

precision of six diseases. In this research the mean average precision is 95.06%. 

Table 1. Disease Detection Result 

DISEASES RECALL(%) PRECISION(%) AVERAGE 

PRECISION(%) 

BLAST 98.2 96.43 97.31 

BACTERIAL BLIGHT 99.5 95.6 97.55 

BROWNSPOT 85.3 93.2 89.25 

SHEATHROT 100 100 100 

RYMV 93.55 99.12 96.3 

RICETUNGRO 82.1 97.8 89.95 
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  Fig. 11. Training accuracy vs. no. of epoch

  Fig. 12. Testing accuracy vs. no. of epoch 

 For developing the model more efficient we trained it with three different no.of epoch 

50,100,150. Training and testing accuracy for no.of epoch is plotted above in Fig.11 

and Fig.12. Both training and testing accuracy are high in 100 epoch. In 100 epoch we 

get a maximum accuracy for all six paddy leaf diseases.
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5 Results and Discussions 

After we trained the model using CNN, we tested it with samples we took. If we give 

an input image, at the output layer it shows which disease affected the leaf (bacterial 

blight, sheath rot, rice tungro, brown spot, blast and rymv). From that we can easily 

diagnose the disease so we prevent the plant from getting affected. We took 2385 im-

ages for testing and 8910 images for developing the model. In training we got accuracy 

of 96.38%for blast, 93.51% for bacterial blight, 95.29% for brown spot, 92.5% for 

sheath rot, 93.6% for RYMV and 94.32% for rice tungro. In testing we got accuracy of 

94.88% for blast, 90.94% for bacterial blight, 94.03% for brown spot, 90.15% for 

sheath rot, 91.5% for RYMV and 91.89% for rice tungro. In training we got higher 

accuracy than testing. If we increase the samples for training and testing we will get 

more accuracy. Using this data we plot a graph for training and testing accuracy shown 

in Fig. 13. Accuracy of training and testing dataset is shown in Table 2. 

Fig.13. Training and testing accuracy

Table 2. Accuracy of training and testing dataset 

ACCURACY TRANINIG TESTING 

BLAST 96.38 94.88 

BACTERIAL BLIGHT 93.51 90.94 

BROWNSPOT 95.29 94.03 

SHEATHROT 92.5 90.15 
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RYMV 93.6 91.5 

RICETUNGRO 94.32 91.89 

6 Conclusion 

In agriculture, loss of crops mostly occurs due to plant diseases. After the disease gets 

into a severe stage, we identify the disease. So it leads to severe loss. Plant disease 

reduces the production and quality of food. It also causes loss in money. We proposed 

the CNN method because more accuracy can be achieved.  For this issue we developed 

a model using CNN which can recognize and classify the image. For training we took 

8910 images and testing 2385 images. In the output, it shows out of six which disease 

affected the plant. The results can be made more accurate by taking more convolutional 

layers and hidden neurons. From this we can predict the disease at an early stage. We 

can prevent crop losses due to plant disease. 

References 

1. Mukherjee, M., Pal, T., Samanta, D.: Damaged paddy leaf detection using image

processing. Journal of Global Research in Computer Science. 3(10), pp. 07-10

(2012).

2. Bakar, M.A., Abdullah, A., Rahim, N.A., Yazid, H., Misman, S., Masnan, M.:

Rice leaf blast disease detection using multi-level colour image thresholding.

Journal of Telecommunication, Electronic and Computer Engineering (JTEC).

10(1-15), pp. 1-6 (2018).

3. Phadikar, S., Sil, J., Das, A.K.: Classification of rice leaf diseases based on

morphological changes. International Journal of Information and Electronics

Engineering. 2(3), pp. 460-3 (2012).

4. Khirade, S.D., Patil, A.: Plant disease detection using image processing. 2015

International conference on computing communication control and automation;

2015: IEEE.

5. Suman, T., Dhruvakumar, T.: Classification of paddy leaf diseases using shape

and color features. IJEEE. 7(01), pp. 239-50 (2015).

6. Ramesh, S., Vydeki, D.: Recognition and classification of paddy leaf diseases

using Optimized Deep Neural network with Jaya algorithm. Information

processing in agriculture. 7(2), pp. 249-60 (2020).

7. Saradhambal, G., Dhivya, R., Latha, S., Rajesh, R.: Plant disease detection and its

solution using image classification. International Journal of Pure and Applied

Mathematics. 119(14), pp. 879-84 (2018).

72



8. Ahmed, K., Shahidi, T.R., Alam, S.M.I., Momen, S.: Rice leaf disease detection

using machine learning techniques. 2019 International Conference on Sustainable

Technologies for Industry 40 (STI); 2019: IEEE.

9. Devaraj, A., Rathan, K., Jaahnavi, S., Indira, K.: Identification of plant disease

using image processing technique. 2019 International Conference on

Communication and Signal Processing (ICCSP); 2019: IEEE.

10. Al Bashish, D., Braik, M., Bani-Ahmad, S.: Detection and classification of leaf

diseases using K-means-based segmentation and. Information technology journal.

10(2), pp. 267-75 (2011).

11. Maheswaran, S., Sathesh, S., Priyadharshini, P., Vivek, B.: Identification of

Artificially Ripened Fruits using Smart Phones. International Conference on

Intelligent Computing and Control 2017 (I2C2); 2017.

12. Amara, J., Bouaziz, B., Algergawy, A.: A deep learning-based approach for

banana leaf diseases classification. Datenbanksysteme für Business, Technologie

und Web (BTW 2017)-Workshopband.  (2017).

13. Hari, S.S., Sivakumar, M., Renuga, P., Suriya, S.: Detection of plant disease by

leaf image using convolutional neural network. 2019 International Conference on

Vision Towards Emerging Trends in Communication and Networking

(ViTECoN); 2019: IEEE.

14. Dhaygude, S.B., Kumbhar, N.P.: Agricultural plant leaf disease detection using

image processing. International Journal of Advanced Research in Electrical,

Electronics and Instrumentation Engineering. 2(1), pp. 599-602 (2013).

15. Al-Hiary, H., Bani-Ahmad, S., Reyalat, M., Braik, M., Alrahamneh, Z.: Fast and

accurate detection and classification of plant diseases. International Journal of

Computer Applications. 17(1), pp. 31-8 (2011).

16. Pratapagiri, S., Gangula, R., Ravi, G., Srinivasulu, B., Sowjanya, B., Thirupathi,

L.: Early Detection of Plant Leaf Disease Using Convolutional Neural Networks.

2021 3rd International Conference on Electronics Representation and Algorithm

(ICERA); 2021: IEEE.

17. Ferentinos, K.P.: Deep learning models for plant disease detection and diagnosis.

Computers and Electronics in Agriculture. 145, pp. 311-8 (2018).

18. Sathesh, S., Pradheep, V.A., Maheswaran, S., Premkumar, P., Gokul, N.S.,

Sriram, P.: Computer Vision based Real Time Tracking System to Identify

Overtaking Vehicles for Safety Precaution Using Single Board Computer. Journal

of Advanced Research in Dynamical and Control Systems. 12(07-Special Issue),

pp. 1551-61 (2020).

19. Arivazhagan, S., Shebiah, R.N., Ananthi, S., Varthini, S.V.: Detection of

unhealthy region of plant leaves and classification of plant leaf diseases using

texture features. Agricultural Engineering International: CIGR Journal. 15(1), pp.

211-7 (2013).

20. Maheswaran, S., Sathesh, S., Saran, G., Vivek, B.: Automated Coconut Tree

Climber. International Conference on Intelligent Computing and Control 2017

(I2C2); 2017.

21. Khamparia, A., Saini, G., Gupta, D., Khanna, A., Tiwari, S., de Albuquerque,

V.H.C.: Seasonal crops disease prediction and classification using deep

73



convolutional encoder network. Circuits, Systems, and Signal Processing. 39(2), 

pp. 818-36 (2020). 

74


	AI & ML
	77 - Shanmugam Maheswaran


