
HAL Id: hal-04387630
https://inria.hal.science/hal-04387630v1

Submitted on 11 Jan 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

TEMA: Event Driven Serverless Workflows Platform for
Natural Disaster Management

Christian Sicari, Alessio Catalfamo, Lorenzo Carnevale, Antonino Galletta,
Daniel Balouek, Manish Parashar, Massimo Villari

To cite this version:
Christian Sicari, Alessio Catalfamo, Lorenzo Carnevale, Antonino Galletta, Daniel Balouek, et al..
TEMA: Event Driven Serverless Workflows Platform for Natural Disaster Management. ISCC 2023
- IEEE Symposium on Computers and Communications, Jul 2023, Gammarth, Tunisia. pp.1-6,
�10.1109/iscc58397.2023.10217920�. �hal-04387630�

https://inria.hal.science/hal-04387630v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


TEMA: Event Driven Serverless Workflows
Platform for Natural Disaster Management

Christian Sicari∗†, Alessio Catalfamo∗, Lorenzo Carnevale∗, Antonino Galletta∗, Daniel Balouek-Thomert†‡,
Manish Parashar†, and Massimo Villari∗,

∗Department of Mathematics, Physics, Informatic and Eart Science, University of Messina,
Messina Via Stagno D’Alcontres 98166, Italy

†Scientific Computing and Imaging Institute, University of Utah, USA
‡IMT Atlantique, Nantes Université, École Centrale Nantes
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Abstract—TEMA project is a Horizon Europe funded project
that aims at addressing Natural Disaster Management by the use
of sophisticated Cloud-Edge Continuum infrastructures by means
of data analysis algorithms wrapped in Serverless functions
deployed on a distributed infrastructure according to a Federated
Learning scheduler that constantly monitors the infrastructure
in search of the best way to satisfy required QoS constraints. In
this paper, we discuss the advantages of Serverless workflow and
how they can be used and monitored to natively trigger complex
algorithm pipelines in the continuum, dynamically placing and
relocating them taking into account incoming IoT data, QoS
constraints, and the current status of the continuum infrastruc-
ture. Therefore we presented the Urgent Function Enabler (UFE)
platform, a fully distributed architecture able to define, spread,
and manage FaaS functions, using local IOT data managed using
the Fiware ecosystem and a computing infrastructure composed
of mobile and stable nodes.

Index Terms—faas, event-driven workflows, natural disaster
management, ambient intelligence, ndm

I. INTRODUCTION

In recent years we have assisted in the rise of the Internet
Of Things (IoT) as one of the fastest-growing sources of
data. The IoT has been applied in many different fields,
like smart cities industries (Industry 4.0) and especially in
environmental monitoring, with the purpose to keep under
control different parameters, such as noise, air quality or
in more sophisticated infrastructures, the rise of some kind
of environmental disasters like fires, earthquakes or floods
(Natural Disaster Management, NDM).

Independently by the application use case, IoT infrastruc-
tures are just data collectors, and they are not in charge of
permanently storing, analyzing and reacting to the data. When
those latter actions are critical or time-sensitive we fall in the
area of Urgent Computing, which refers to the use of high-
performance computing (HPC) resources to address critical
and time-sensitive problems that require rapid response. These
problems can include urgent scientific research, emergency
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response planning, or real-time decision making in high-
pressure situations.

The way followed to build HPC systems changed over
the years, moving from the adoption of high-performance
cloud infrastructures, towards the use of distributed cloud edge
cooperative infrastructures called Cloud-Edge Continuum or
just Continuum.

The characteristics of a continuum infrastructure perfectly
fit the needs of many time-critical scenarios, but, some
challenging issues are still open, especially when applied to
dynamic use cases like environment monitoring.

The TEMA project is a Horizon Europe (HE) project that
addresses NDM needs by developing automated means for
precise semantic area mapping and phenomenon evolution
predictions for NDM in (near-)real-time. Potential end-users
are mainly Civil Protection Agencies (CPAs), but also First
Responders (FRs). To address this problem, TEMA proposes
to design and develop an efficient continuum platform able
to: (i) Increase responsiveness/speed of extreme data analysis
algorithms; (ii) optimize the computation, dynamically migrat-
ing it accordingly with the just collected data, the historical
information and the Quality of Service (QoS) needed; (iii)
drive the computation considering the events that are measured
by the IoT infrastructure.

In this position paper, we want to present the preliminary
work carried on inside the TEMA project, proposing a con-
tinuum native, event-driven workflow architecture based on
the Function as a Service (FaaS) paradigm. The goals of this
architecture are the following:

• spreading functions at any continuum tier, letting the
system use the best available infrastructure to run a NDM
workflow;

• monitoring and controlling the FaaS infrastructures in
order to build an up-to-date dataset from which to learn
where to compute based on the expected QoS and the
forecast one;

• dynamically connecting functions on the continuum to
trigger complex distributed workflows able to analyze an
incoming event properly.

The rest of the paper is organized as follows: section II
presents the current state of the art in the field of urgent



computing, continuum computing, and event-driven process-
ing; III discusses the infrastructure designed inside the TEMA
project to achieve the described goals; IV summarizes work
and discusses the next direction in the project.

II. STATE OF THE ART

Since IoT has risen, many different use cases appear with
the aim of measuring and preventing some possible disasters
[1]. In some industries, IoT can be used for the extraction of
oil and gas, which is a well-known system prone to incidents.
[2]; while in critical areas, IoT is used to detect possible
flooding and earthquakes, eventually triggering local alarms
[3], [4]; or also to detect tsunamis [5] in oceanic coast areas.
The use of IoT is often associated with the implementation
of Machine Learning algorithms used to analyze those data,
extract knowledge, and then forecast something about the next
possible events [6]–[8].

Unfortunately, working on time-sensitive use cases using
machine learning algorithms can often be tricky due to algo-
rithm heaviness, or distance from the data location [9], [10].

Urgent computing was born with the idea of providing
the best resources possible as soon as they are needed to
absolve time-critical events like environmental disasters or
human health monitoring [11]. In literature, there exist many
directions adopted to realize urgent computing. Cloud Com-
puting, of course, thanks to its flexibility in providing any
kind of resource has been immediately adopted to realize HPC
system to accomplish a job sooner [12], [13], but as often
highlighted, even less powerful system, but closer to the data
can better accomplish a time critical job [14]. The advantages
of the use of Edge Computing in fact are mostly related to
the proximity to the data [15] and the possibility to work
even in the presence of partial network partitions [16], thanks
to these advantages some authors proposed Edge as a valid
infrastructure to run time-critical analysis [17], [18].

More recently, Cloud Computing and Edge Computing,
sometimes together with Fog computing, have no longer
considered independent infrastructures, but cooperative ones
[19], which any application can take advantage of to satisfy
different QoS levels; this cooperative infrastructure is now
called continuum [20].

Unfortunately, native cloud or edge applications cannot be
easily migrated to the continuous infrastructure, they need
to be redesigned from scratch [21]. From this assumption,
many authors proposed their own native continuum paradigm,
frameworks, and applications to take advantage of all the tiers
that make up the continuum.

Osmotic Computing [22], was one of the first paradigms
used to balance time-critical applications on cloud and edge,
it does that by transforming application constraints to envi-
ronment constraints using a bio-inspired approach. In [23],
the authors propose an edge framework, adapted for the
continuum, to spread the computation across the continuum
using user-defined dynamic rules that can be defined even
taking into account the urgency of the computation.

In [24] the authors collect a list of jobs to be scheduled,
taking into account the emergency of each of them, then apply
a federated learning algorithm to assign them to a specific
node in the continuum federation, using the previous data sets
(Qos Required, Qos reached, node, task) as a source of data
from which learn. Using machine learning to optimize the QoS
of a given task has been further used [25], but as even the
authors have highlighted, knowing the nature of the task and
then forecasting its behavior is not easy, and prediction risks
being wrong.

With the advent of containerization, researchers have seen
in orchestrators, especially Kubernetes a great tool to fed-
erate heterogeneous environments like the continuum, and
then customize it to deploy containerized applications on
a node that can satisfy a time-based QoS constraint [26];
taking in example [27], authors use Kubernetes to federate the
continuum, then they provide an internal opensource custom
scheduler to deploy pods on a node that can satisfy network
latency constraints, a factor that became crucial in real-time
processing.

All the previous works have the assumption that any
containerized application can be run anywhere and that it
is possible to profile it, to forecast its behavior, and both
considerations are not strictly true, until the introduction of
Serverless Computing and FaaS.

FaaS, often used as synonymous with Serverless Comput-
ing, let spread functions using containers on most modern
orchestrators, triggering them when explicitly invoked or in
reaction to some external events. Most of the open-source Faas
providers automatically support multiarchitecture distribution
[28], and this lets the function be spread in the cloud as
well in the edge [29], the authors in [30], built an Osmotic
Computing based Serverless Workflow Engine able to spread
and connect functions at any continuum tiers, Furthermore,
functions belong to well-defined domain functions, which
makes profiling functions possible and optimize their schedule
on the continuum, taking into account QoS [31] application
parameters and the behavior of the function on any contin-
uum’s tier [32].

III. ARCHITECTURE

In this section, we present the theoretical architecture we
aim at including inside the TEMA project to enable Urgent
Computing at the Continuum in the NDM context. This
platform shorted by the name Urgent Function Enabler (UFE)
is a distributed architecture composed of six main units:
1) the Infrastructure unit (IIA); 2) the IoT unit (IA); 3) the
computation unit (CU); 4) the monitoring unit (MU); 5) the
scheduler unit (SU); 6) the workflow unit (WU);

A. Infrastructure unit

The infrastructure unit is strictly related to the CU, and is
basically made up of all the nodes that are able to deal in
any way with the data. In turn, we distinguish two main roles
in the IIU which are the sensors and the workers nodes. The
sensors are at the lowest level, and they are basically able



just to measure environmental parameters and provide them
as system data.

The workers do not measure data, but they are able to
receive them and then apply some kind of computation like a
transformation, or data analysis, eventually the result of that
can be reintegrated into the system in order to be collected
and analyzed by more workers.

The workers can belong to two main classes: 1) static
workers; 2) mobile workers.

Static workers compose the most traditional computing
infrastructure that basically is composed of cloud nodes de-
ployed on remote data centers; edge nodes close to the data
sources, realized using Raspberrys, Intel Nuc devices, or other
micro computers and fog nodes, usually implemented with
workstations or small servers racks distributed along the path
from the edge to the cloud.

Mobile workers, it is a kind of novelty in this field. We
consider mobile any device that can change physically change
its position, we include in this group devices such as robots
and drones.

Drones and robots have already been used in the field of
NDM; some real examples are in [33] where drones were used
to monitor wildfires in California. The drones were able to fly
over the fires and collect data on their size and intensity. This
information was then used to help firefighters make decisions
about how to fight the fires; and in [34] drones were used to
track poachers in Africa. The drones were able to fly over the
camps of poachers and identify them. The information was
then used by law enforcement to arrest the poachers.

Mobile workers, as well as static ones, can be used by the
other units to run algorithms based on the data they can easily
reach; to do that, the computation unit has to be used.

B. IoT Unit

The IA is the lowest infrastructure in UFE, it consists
of all sensors used to monitor the environment, and it is
managed by a Fiware infrastructure that allows the device
to be authenticated and authorized, but also provides API to
send data and receive commands from and to the upper level
[35]. The main components of this architecture are the Orion
Context Broker, the IoT Agent (IOTA), the P2P-IDM [16], and
the PEP Proxy.

• The P2P IDM is a distributed eventually consistent unit
that stores all service accounts used by IOT devices; it
provides the API to obtain and verify Oauth2 tokens.
The advantage of using a P2P IDM with respect to a
centralized IDM is the possibility to keep the service up
in the presence of network partitions or disconnections,
and this is crucial when the infrastructure is composed of
edge and mobile nodes.

• The IOTA is a middleware that receives raw data from
the IoT, transforms it in NGSI format, and then sends
them to the Orion Context Broker.

• The PEP proxy is an authorization proxy, placed in
front of the IOTA, that verifies the device authorization

according to the Keyrock policies and then forwards or
denies the request to the IOTA.

• The Orion Context Broker is the core of the IOT Unit.
It receives the IoT data from the IOTA NGSI format,
and then offers them to third clients using an advanced
Pub/Sub model; the subscription will be used to trigger
faas workflows on the continuum;

C. The Computation Unit

The CU is responsible for executing the algorithms designed
to compute the data collected from the IoT unit. All algorithms
are encapsulated in functions since this unit is strictly based
on the FaaS paradigm. In brief, FaaS is able to encapsulate a
stateless function inside the container, letting external clients
invoke this function using typically HTTP or pub/sub-patterns.

In UFE, the CU is not a unique infrastructure, rather it is
the logical union of all the CU installed in all the nodes that
compose the continuum infrastructure.

Finally, the main component of the CU is OpenFaas. Open-
Faas is the most stared opensource engine on GitHub 1, it
is composed of a gateway that lets us invoke any function
using HTTP; a NATS server associated with a Queue-Worker,
which lets us invoke the function using pub/sub model, sending
back the result using webhooks, and a faas-cli, which is
used to interact with OpenFaas, building multiarchitecture
function natively, and of course, deploying them. OpenFaas is
a centralized Function Registry to store the functions available
in all the CU; this registry is even cached locally to avoid the
cold start problem, typical in any containerized infrastructure.

As anticipated previously, the CU works integrated with
the IIU; in particular, the FaaS stack is supposed to run
in the workers’ nodes, in fact, the massive use of low-
level containerization together with a light system such as
OpenFaaS, makes it possible to run functions in most of the
traditional mobile units as well as a static unit we want to
integrate. At the end then, we will be able to run algorithms
on a drone, a robot as well as in a cloud virtual machine.

D. The Monitoring Unit

The MU is fundamental for planning a time-critical com-
putation. The MU is installed along with the computation unit
and collects all the useful metrics of all the functions that are
executed in the CU. The Monitoring Unit is made up of a
high-performance proxy (HPC), a Prometheus instance, and
a centralized shared data lake. The HPC is posed in front
of the OpenFaas gateway, then it intercepts all the function
invocations, forwarding the result to the client, but before
doing that it retrieves from the OpenFaas response the request
id that is used asynchronously to fetch all the information from
Prometheus and OpenFaas’ logger. Prometheus is a popular
open-source monitoring and alerting system that is used to
collect and analyze metrics from various sources in real-
time, but at this moment the information that the MU fetches
are the following: 1) function executed; 2) continuum’s node

1https://github.com/openfaas/faas



where the function is run; 3) start time and duration of the
computation; 4) start and end time of the request; 5) CPU
cycles and memory used to run that function and conclude the
request. All these metrics are collected together and then sent
to the Data Lake component, which will permanently store
them, to be used later to apply scheduler choices.

E. The Scheduler Unit

A key component in the described architecture is related
to the scheduling of created workflows among the compo-
nents that belong to the Cloud-Continuum Infrastructure. In
particular, the SU exploits context data to estimate the more
efficient and convenient node in which the function should
be deployed. A key role is played by MU that collects the
monitored data that will actually be used to guide the sched-
uler in the offloading of workflow processes. The scheduling
is dynamic, and it exploits Machine Learning inference to
establish more appropriate nodes in which workflow can be
deployed. The inference of a Machine Learning model could
be considered a complex operation that can compromise a
time-constrained application. For this reason, the scheduler
will figure out an inference with a pre-trained model in an
asynchronous fashion when a new workflow is not yet created
or deployed. The model consists of a Deep Neural Network
in which the inputs are all metrics collected through MU
and the QoS score brought by the specific workflow. The
model output consists of a score that ranks each node in the
architecture on the basis of different parameters: time-response
respect to the scheduler, used memory, used CPU, and other
possible parameters collected by Prometheus instance present
in MU. In particular, it performs, exploiting a classical Soft
Max Activation Function, a classification of more appropriate
nodes according to computed scores. It classifies the most
efficient node candidates for deploying the next workflow
processes. The decision of the nodes for each process is
decided following the probabilities computed by the model.
Moreover, the model will be updated by exploiting historical
data collected through a continuous learning mechanism that
takes advantage of the Federated Learning approach [36].
Indeed, each node, periodically, trains a local model that will
be aggregated in the central cloud server and exploited by
the scheduler’s central component. The scheduler will become
more precise thanks to historical data collected by MU.

F. The Workflow Unit

One of the most highlighted downsides of FaaS is the
inability to deploy complex and distributed workflows that
connect functions to serve a bigger and composed compu-
tation. To overcome this, most of the FaaS-based architectures
propose to use a centralized microservice that invokes and
synchronizes the right function when needed. This small trick
might be not the best choice for any distributed time-critical
environments; therefore, we integrated the WU. The WU let us
define serverless workflows using a light version of OpenWolf
[28]. OpenWolf is a small distributed broker that can be
instantiated on Kubernetes or with just Docker for the lightest

environments in this use case, we have an OpenWolf agent for
each computing tier. OpenWolf 2 uses a customized version
of the Serverless Workflow DSL 3 to describe how the input
and output functions are connected, allowing one to define
asynchronous faas DAGs. Using the DSL, we can submit a
Manifest file to the OpenWolf agent, the manifest file will
be used to declare a workflow and then it will be used to
trigger the function defined inside it when a specific event
occurs. Through the Manifest is even possible to decide where
to deploy a function to use inside the workflow, but in this
case, we modified the function allocation, in order to migrate
a function location according with the QoS of an event and
the suggestion coming from the SU. Manifests are even more
shared with all the OpenWolf agents, in this way, any instance
can run the same workflow.

G. Units Integration

The integration of the UFE unit is quite straightforward. The
overall architecture is presented in figure 1, from the bottom
we distinguished three different zones provided with the IoT
sensors. Each device can use any of D-IDM to get an Oauth2
token, that is used to access to the IOT Agent in the IA. In
the same unit, the IoT Agent, sends the data to the Context
Broker, where the data live. In parallel, as soon as a Workflow
manifest is sent to OpenWolf, the functions included in that
file are deployed on the Computing Infrastructure according to
the scheduler’s choices. When all the functions are ready, the
workflow endpoint is subscribed to the Context Broker which
contains the data needed to trigger the workflow. When the
subscription arrives at the Context Broker, data will be sent to
the first function on the workflow, and in turn, the result will
be forwarded to the other functions until all the functions in
the workflow are not consumed. While the functions are run,
the monitor system installed alongside the serverless platform
records all the information related to the executions. This
information will travel to the Data Lake, which the scheduler
will continuously read to adapt the function position in the
infrastructure dynamically.

IV. CONCLUSION AND FUTURE WORKS

The work proposes a solution for Natural Disaster Man-
agement in the Horizon TEMA project exploiting Cloud-
Continuum workflows, and applying them considering QoS
parameters. TEMA is a Horizon Europe-funded project that
wants to manage Natural disaster Management exploiting a
Cloud-Edge Continuum infrastructure. For this reason, the
architecture depicted in this work must be able to manage
Urgent Computation applications.
The solution described here is a concrete workflow system
use case that can satisfy the QoS and realize a complex
algorithm pipeline exploiting IoT-collected data in a Cloud-
Continuum infrastructure. Moreover, the architecture described
is capable of performing dynamic scheduling of workflow
components, exploiting the monitored data by each node of

2https://github.com/christiansicari/OpenWolf
3https://serverlessworkflow.io/



Fig. 1. TEMA Platform Architecture

infrastructure, and a sophisticated machine learning model
capable of retrieving the optimal nodes. The fixed steps to
perform are the practical application of the solution in a
concrete use case provided by the TEMA project and the
practical performance evaluation of implemented architecture.
As naturally expected in future works, we need to validate the
architecture we proposed, in order to understand the limits and
strengths of the works.
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