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ABSTRACT

This work presents a novel method for augmented real-
ity in liver surgery. Leveraging advanced reconstruction and
segmentation techniques, our approach transfers diverse in-
traoperative data to Euclidean space, using vessel centerlines
as a common representation. Hence, overcoming limitations
in operation room equipment and clinician expertise. In ad-
dition, we capitalize on the graph-like structure of intraoper-
ative vascular trees to ensure a robust and automatic initial
registration. Our approach combines physics-based modeling
accuracy with neural network speed for real-time elastic reg-
istration. The proposed method is trained on data synthesized
from real human acquisitions and validated against a biome-
chanical model. Our approach achieves a mean target regis-
tration error less than 0.6 mm for different synthesized intra-
operative cases. Moreover, it demonstrates robustness over
different modalities and segmentation errors.

Index Terms— Augmented Reality, Deep Learning, Reg-
istration, Liver Surgery, Computer-Assisted Intervention

1. INTRODUCTION

Due to the highly deformable nature of the liver, hepatic
surgery presents unique challenges in retrieving the loca-
tion of relevant landmarks, securing tumor resection while
avoiding undesired damage to vascular structures. Recent de-
velopments in real-time registration methods [1] have made
it possible to bring Augmented Reality (AR) into the operat-
ing room. Numerous studies have showcased the advantages
of physics-based digital twins in this context [2], in par-
ticular biomechanical models for their capability at dealing
with sparse and/or noisy data [1, 3]. Different intraoperative
imaging modalities can be used. Considering laparoscopic
surgery, the most frequent modality is video streams, either
monocular or stereo [4]. Using stereo vision techniques or
SLAM approaches, it is possible to extract a point cloud from
the organ surface as an intraoperative input [5], which will
then serve as constraints for the biomechanical model. A
general limitation of these methods is the need for an initial
(rigid) registration with the pre-operative data, i.e, bringing
both inputs into the same reference frame.

Other possible intraoperative imaging modalities are Ul-
trasound, and Fluoroscopy, and in high-tech operative rooms,
Cone Beam Computed Tomography (CBCT), and Computed
Tomography (CT). A common point of these modalities is
their ability to acquire the state of the internal structures, such
as vessels. Image registration typically relies on image fea-
tures to estimate rigid or non-rigid transformations. Cheng et
al. [6] demonstrated that neural networks can learn the sim-
ilarity metric that outperforms normalized multi-information
(NMI) and local cross-correlation (LCC) metrics commonly
used in classical registration methods. Recent deep learning
approaches [7] have proved to be a successful alternative to
solve multimodel image registration problems, even when a
large non-linear mapping is required. To cite a few, Sedghi
et al. [8] performed the registration of 3D US/MR abdominal
scans by using a neural network to learn a similarity metric.
Haskins et al. [9] learned a similarity metric for multimodal
registration of MR and transrectal US (TRUS) volumes by
using a Convolution Neural Networks (CNN). El Hadramy,
Verde et al. [10] suggested an approach to learn elastic reg-
istration of intra-patient CT scans across various contrast
phases. Liao et al. [11] introduced a method to register ab-
dominal 3D CT and cone-beam (CBCT) images. In these
approaches, the networks are specifically designed to extract
features from a particular type of intraoperative modality,
thus limiting their flexibility.

To address these limitations, we present a novel method
that offers generalization across intraoperative imaging modal-
ities (assuming we can observe and segment internal struc-
tures) while benefiting from an accurate and robust initial
registration. Our method relies on advanced state-of-the-art
reconstruction [12] and segmentation [13] methods to transfer
any intraoperative data from image to Euclidian space. The
centerlines of the acquired intraoperative vessels are used as
a common representation of the intraoperative modalities.
The proposed approach leverages the accuracy and extrapo-
lation capabilities of biomechanical models as well as Neural
networks inference speed for a real-time non-rigid registra-
tion. Moreover, we exploit the graph-like structure of the
vessel tree visible in intraoperative data to obtain a robust and
accurate initial registration.



2. METHOD

The proposed method is patient-specific and works under the
assumption that regardless of the intraoperative modality, the
root portal vein (i.e., main trunk) and its branches are visi-
ble. This assumption is in line with the clinical workflow, as
clinicians use such branches as anatomic landmarks to guide
the intervention. The method is made of three essential steps
(Figure 1). First, an initial registration to bring preoperative
and intraoperative data onto the same reference. Then, we
create a digital twin of the organ from the preoperative data.
Finally, we train a neural network on the non-rigid registra-
tion task using data generated with the biomechanical model.

Fig. 1: A liver digital twin is used to train a network on
the non-rigid registration task. The initial registration is per-
formed thanks to the graph-like structure of the vascular trees.

2.1. Digital Twin

2.1.1. Parenchyma

Hyperelastic formulations are commonly utilized to model
the behavior of soft tissues experiencing significant deforma-
tions. For the parenchyma model, we formulate a boundary
value problem for computing the deformation of a hypere-
lastic material under both Dirichlet and Neumann boundary
conditions. As illustrated in Fig 2, the parenchyma occupies
a volume Ω with boundary Γ. We assume Dirichlet boundary
conditions on ΓD, a subset of Γ, are known a priori, while
Neumann boundary conditions on ΓN can vary at any time
step. In our case, ΓD corresponds to the intersection between
the parenchyma and the portal vein (Fig 2.) We discretize the
parenchyma domain Ω with first order hexahedral elements.
This is motivated by their good convergence property, lock-
free behavior [14] and regular structure that fits CNN inputs
well.

The material behavior is approximated with the Saint-
Venant-Kirchhoff constitutive model for its simplicity but
also its ability to handle nonlinear deformations. With the
Lagrangian formulation, the schema of the problem is written
as follows:  ∇ · (FS) = b on Ω

u(X) = 0 on ΓD

(FS) · n = t on ΓN

(1)

Fig. 2: Formulation of the problem. The parenchyma occu-
pies a domain Ω, We consider both Dirichlet and Neuman
boundaries ΓD and ΓN respectively. The domain Ω is dis-
cretized using hexahedron elements.

Where F represents the deformation gradient tensor and S
the second Piola-Kirchoff stress tensor. b is the external body
forces, n the unit normal to ΓN , u the displacement field and
X is the material coordinates. For given boundary values, we
consider the weak form of the problem 1 and solve it using the
finite element method (FEM). In our case, ΓD is fixed, and the
liver deformations are simulated by applying various traction
forces on the Neumann domain. This process is described in
the section 2.3.

2.1.2. Internal Structures

The parenchyma model allows to describe the physical be-
havior of the organ surface. However, in our application, the
internal structures are our main interest. The parenchyma
model acting as a master imposes its displacements to the
slaves, i.e, internal structures. We use a linear operator be-
tween the slave (xs) and the master (xm) discretization, where
J is the Jacobian matrix written as follows:

J =
∂xs

∂xm
(2)

2.2. Initial registration

We recall that the root portal vein is assumed to be visible in
the intraoperative data. Given two vascular trees, we iden-
tify and match the root branch of both. This allows to have a
first global registration by matching those branches. Then, the
affine registration is performed through an Iterative Closest
Point (ICP) [15] algorithm between both vessel trees surface
points. The global registration ensures a precise and fast con-
vergence of the ICP, which is known to be a local registration
method and rely on a rough alignment as initialization [15].
The identification of the root branch is done by considering a
graph structure originating from the portal vein. The graph is
constructed from the vessel tree centerlines, where nodes and
edges correspond respectively to bifurcations and branches in
the tree. From an arbitrary orientation of the graph, we iden-
tify branches with either no parent or no children in the ori-
ented graph. The root branch of the portal vein is determined
as the one with the highest radius. This strategy aligns with



the gross anatomy of the portal vein, and its branching pat-
tern. We demonstrate in the results section that this approach
is robust to partial and noisy intraoperative data.

2.3. Non-rigid registration

Given the interoperative vessel tree centerlines, in this sec-
tion, we aim to update the preoperative data in order to match
the intraoperative liver state. For the sake of clarity, in the fol-
lowing, let pp be the preoperative parenchyma, pi the intraop-
erative parenchyma and ci the intraoperative vessels center-
lines. We would like to find an operator f that minimizes the
following equation:

∥pp ◦ f(ci)− pi∥2 (3)

In the equation 3, given a set of points ci, f outputs a dis-
placement field that allows a non-rigid registration between
pp and pi discretized domains. We approximate f using the
U-Net architecture, similar to the one proposed by Brunet,
Mendizabal et al. [5]. The neural network takes as input a reg-
ular grid in which we encode the intraoperative centerlines.
This grid has a high resolution and encodes the position of
the closest points of the centerlines at each of its nodes. The
output of the neural network, which describes the displace-
ment field, has the same shape as the input.

The training set is generated with the physical model.
Each sample corresponds to a deformed state of the model,
which is obtained by choosing a set of points on the liver
preoperative surface. Then, for each point, we consider a
sphere of radius r. The intersection between these spheres
and the liver surface is a region where we apply a random
Gaussian distribution of forces. An example of this process
is illustrated in Fig 3.

Fig. 3: Example of a training set generation sample. Spheres
(in blue) centers are randomly chosen on the surface initial
state (in gray). Forces are applied at their intersection with
the surface. In red, the resulting deformation is shown.

The linear operator described in section 2.1.2 also updates
the vessel tree position, which constitute the intraoperative
state in the training process. We use the method proposed by
ntiga et al. [16] to extract their centerlines, then we apply
random noise to the centerlines in order to simulate segmen-
tation errors. The network is trained by minimizing the mean
squared error between the ground truth (from the biomechan-
ical model) and predicted displacement fields.

3. RESULTS

To evaluate our method, the liver parenchyma and its internal
structures are segmented from a real patient data [17]. We
build a physical model considering 4000 Pa for the Young
modulus and 0.4 for the Poisson’s ratio, we then generate
training and validation datasets. The external force ampli-
tudes vary up to a maximum value of 30N , to ensure we cover
both small and large deformations of the organ. The dataset
contains 3600 different deformations, 3200 are used for train-
ing and 400 for validation. We consider two cases according
to the available intraoperative modality. The first case corre-
sponds to modalities where we can observe the full vascular
tree, for instance, CT, CBCT or MR, while the second case
simulates modalities where usually only partial parts of the
vessel tree are seen after the volume reconstruction, this is
the case when dealing with modalities like US or intravascu-
lar US (IVUS). The following subsections describe the valida-
tion of our method in both cases. We use the physical model
as a baseline and validate our networks’ prediction using a
target registration errors (TRE) on the tumors’ localization.
The implementation of the physical model is done through
SOFA Framework [18]. The neural network is implemented
with PyTorch 1.

3.1. Full Intraoperative tree

Without loss of generality, in this case, we consider a sce-
nario where surgeons have access to an intraoperative modal-
ity where the full preoperative vessel tree can be observed
during the intervention. The full vascular tree and centerlines
are considered intraoperatively in both training and valida-
tion. Table 1 shows the results of our network over the 400
validation samples. We achieve a mean target registration er-
ror of 0.6 mm. The predictions are computed in 34 ms. Figure
4 shows the results of a validation sample, where the matching
between prediction and ground truth can be observed. More-
over, we have compared our results to the U-Mesh approach
proposed by Brunet, Mendizabal et al. [5], their intraopera-
tive modality is laparoscopic video, where a 3D point cloud
on the surface of the organ is reconstructed from the video
frames. We used the implementation proposed in their work
to synthesize the point clouds, train and validate the network,
the results are shown in the table 1.

emean(mm) emax(mm) erelativemean (%) erelativemax (%)
U-Mesh [5] 0.83 ± 0.42 3.01 0.22 ± 0.11 0.78
Ours (30%) 0.59 ± 0.37 2.36 0.16 ± 0.10 0.63
Ours (50%) 0.63 ± 0.24 1.28 0.17 ± 0.06 0.33
Ours (full) 0.60 ± 0.37 2.97 0.16 ± 0.09 0.81

Table 1: Results of our method in terms of TREs for the sce-
narios: Full, Partial (50%) and Partial (30%) vessel tree. The
ground truth is represented by the digital twin.

1https://pytorch.org/docs/stable/index.html



Fig. 4: Visualization of a validation sample with full intra-
operative vessel tree. Initial state (in gray), ground truth (in
green) and prediction (in orange).

3.2. Partial intra-operative tree

The generated dataset is modified to reproduce scenarios
where only partial data is available. In our experiments, we
have considered two sub-trees consisting of respectively 50%
and 30% of the initial vessel tree, branches in the area of the
tumors were chosen. We have trained the network on both
scenarios. Results on the validation datasets are reported in
the table 1. The experiments show that the method still per-
forms in the case of sparse intraoperative data, achieving a
mean TRE of 0.59 mm and 0.63 mm for 30% and 50% cases
respectively. The computation time is 34 ms.

3.3. Initial registration

Let vp and vi be two vessel trees surface points, located in the
same reference frame, with a non-rigid deformation between
them. A random rigid transformation is applied to vp to ob-
tain a third vessel tree surface points, denoted vTp . Following
our initial registration method, we register vTp to vi and com-
pare the obtained result to vp. We consider four classes of vi,
denoted respectively ”Full and clean”, ”full and noisy”, ”par-
tial and clean” and ”partial and noisy”. Figure 5 illustrates
the results of our initial registration approach in each of these
classes. Our experiments show that the initial registration is
robust to partial vascular trees and different level of noise that
may occur due to segmentation errors.

(a) full to full and clean (b) full to full and noisy

(c) full to partial and clean (d) full to partial and noisy

Fig. 5: Results of the initial registration.

0 0.5 1 1.5 2
0.5

1

1.5

2

Noise level (mm)

M
ea

n
T

R
E

(m
m

)

Partial: 30%
Partial: 50%

Full

Fig. 6: Segmentation sensibility results for full, 30% and 50%
partial intraoperative vascular trees

3.4. Segmentation sensibility

The centerlines are highly dependent on the intraoperative im-
ages’ segmentation. Despite current advances in medical im-
age segmentation, vascular segmentation remains very chal-
lenging and highly operator or software dependent. There-
fore, during the training of the network, the input centerlines
were subject to random noise with a maximum magnitude of
1 mm on x, y and z space directions, this allows to create a
variability on the segmentation. We have then tested the net-
work by applying noises of magnitude 1.5 mm and 2 mm on
the centerlines. These levels of noises have not been seen dur-
ing the training of the network. Figure 6 illustrates the results
of partial intraoperative trees. As the figure shows, the vari-
ability of centerlines in the training set made it robust to even
unseen level of noise, this demonstrates the robustness of our
approach over segmentation errors.

4. CONCLUSION

The proposed method is trained on synthetically generated
data from real human cases and validated against the FEM
solution of a biomechanical model of the liver. Our approach
demonstrated very good performance in preoperative to in-
traoperative non-rigid registration tasks. Moreover, by using
the vascular tree as the main registration feature, our method
presents several benefits. First, the robust and accurate initial
registration is facilitated by the graph-like structure of intra-
operative data. Second, it can handle different intraoperative
modalities and shows robustness to partial and noisy data. Fi-
nally, upon completion of training, the neural network makes
it possible to obtain real-time inference for the elastic regis-
tration. To further validate our approach, in future work, we
plan to acquire preoperative and intraoperative data from real
ex-vivo human liver. This allows to have better control of the
Diriclet boundary conditions, a crucial factor for an accurate
digital twin.
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