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Abstract

Federated learning (FL) is an effective solution to train ma-
chine learning models on the increasing amount of data
generated by IoT devices and smartphones while keep-
ing such data localized. Most previous work on federated
learning assumes that clients operate on static datasets col-
lected before training starts. This approach may be inef-
ficient because 1) it ignores new samples clients collect
during training, and 2) it may require a potentially long
preparatory phase for clients to collect enough data. More-
over, learning on static datasets may be simply impossible
in scenarios with small aggregate storage across devices.
It is, therefore, necessary to design federated algorithms
able to learn from data streams. In this work, we formu-
late and study the problem of federated learning for data
streams. We propose a general FL algorithm to learn from
data streams through an opportune weighted empirical risk
minimization. Our theoretical analysis provides insights to
configure such an algorithm, and we evaluate its perfor-
mance on a wide range of machine learning tasks.

1 Introduction

Federated learning (McMahan et al., 2017) usually involves
the minimization of an objective function, which is only
available through unbiased estimates of its gradients (Bot-
tou et al., 2018). The objective function is either the ex-
pected risk, when clients can sample new data points at ev-
ery iteration, or the empirical risk, when they rely on a fixed
dataset.

Most previous works on federated learning, e.g., (McMa-
han et al., 2017; Konečny et al., 2016), focus on the second
case, i.e., the minimization of the empirical risk. They as-
sume that every client collects and stores all the samples
before training starts. Learning on static datasets can be
sub-optimal (or even impossible) in many cases, because
(1) new samples collected during training are ignored, and
(2) clients may have limited memory capacities, and cannot
store a large number of data samples. For example, nodes
in a sensor network may continuously collect new measure-
ments, but may be able to store only a few of them in the

local memory (De Francisci Morales et al., 2016).

Our contributions. In this work, we formulate and study
the problem of learning from separate data streams. We
propose and theoretically analyze a general federated al-
gorithm targeting this goal. Our analysis shows a bias-
optimization trade-off: by controlling the relative impor-
tance of older samples in comparison to newer ones, one
can speed training up at the cost of a larger bias of the
learned model, or reduce the bias at the cost of a longer
training time. The analysis also provides insights to opti-
mally configure our federated algorithm. We demonstrate
the relevance of our theoretical results through simulations
spanning a wide range of machine learning tasks. In par-
ticular, experiments show that “reasonable” ways to extend
FedAvg McMahan et al. (2017) to data streams may lead
to poor learned models, while our configuration rule con-
sistently leads to almost-optimal performance.

Paper outline. The rest of the paper is organized as fol-
lows. Section 2 provides a review of related work. Sec-
tion 3 formulates the problem of federated learning for data
streams. Section 4 describes our FL algorithm for data
streams and states its convergence results. Section 5 studies
a scenario of practical interest and exploits the theoretical
results in Section 4 to provide configuration rules for our
algorithm. Finally, we provide experimental results in Sec-
tion 6 before concluding in Section 7.

2 Related Work

Since its introduction in the seminal works (Konečny et al.,
2016; McMahan et al., 2017), federated learning has re-
ceived increasing attention as a promising large-scale dis-
tributed learning framework and has been applied to a wide
range of tasks, including language modeling (Yang et al.,
2018), automatic speech recognition (Gao et al., 2022),
medical imaging (Courtiol et al., 2019; Silva et al., 2019),
and recommender systems (Yang et al., 2020). Our fo-
cus on data streams is a key difference with respect to
most of the FL literature, which assumes clients have static
datasets. In particular, this assumption is shared by the the-
oretical work studying FL algorithms’ convergence on non-
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iid data and under partial clients’ participation (Li et al.,
2019), PAC learning bounds (Mohri et al., 2019), privacy
guarantees (Wei et al., 2020), or resilience to Byzantine
faults (Blanchard et al., 2017).

Learning from a data stream enjoys an extensive litera-
ture with applications, for example, to the financial sec-
tor (Zhu and Shasha, 2002), network monitoring (Babu and
Widom, 2001), and sensor networks (De Francisci Morales
et al., 2016). In this field, we can roughly distinguish three
main lines of research corresponding to different assump-
tions about the data process. The first focuses on the case
where samples in the data stream are drawn independently
from some fixed unknown distribution; this setting can be
analyzed through stochastic approximation (Moulines and
Bach, 2011). The second line allows the data distribution
to change over time and falls then in the context of con-
tinual learning, where a model is trained on a sequence of
tasks and each task can correspond to a different data dis-
tribution (Thrun, 1994; Kumar and Daumé III, 2012; Ru-
volo and Eaton, 2013; Kirkpatrick et al., 2017; Schwarz
et al., 2018). Finally, the third line drops any assump-
tion about the data stream, which may be thought to be
generated by an adversary. This setting can be studied
in the framework of online learning with regret guaran-
tees (Zinkevich, 2003). Our paper considers that data at
each client is drawn from the same distribution. Learning
from multiple data streams with different samples’ gener-
ation rates and clients’ memory sizes sets our work apart
from the papers mentioned above.

There is almost no work formalizing the problem of feder-
ated learning for data streams and providing a theoretical
analysis. To the best of our knowledge, the only exceptions
are (Chen et al., 2020), (Yoon et al., 2021), and (Odeyomi
and Zaruba, 2021). Chen et al. (2020) propose ASO-Fed,
an asynchronous FL algorithm to minimize the empiri-
cal loss computed over the aggregation of clients’ data
streams. Their analysis requires that all clients have the
same optimal model and that updates at any time t are
consistent with new samples arriving in the future (more
details in Appendix A). On the contrary, the theoretical
analysis in our paper holds under statistical heterogene-
ity across clients’ local data distributions and accounts for
the bias due to the need to work with samples currently
stored by clients. Moreover, we provide statistical learning
guarantees for our algorithm. Yoon et al. (2021) propose
FedWeIT, which extends regularization-based algorithms
for continual learning to the FL setting. The main goal of
FedWeIT is to minimize interference between incompati-
ble tasks while allowing positive knowledge transfer across
clients during learning, but no generalization guarantee is
provided. Odeyomi and Zaruba (2021) consider the prob-
lem of online federated learning under constraints on the
amount of resources consumed over the whole time hori-
zon and proposes an online mirror descent-based algorithm

with regret guarantees. Differently from our contribution,
both (Odeyomi and Zaruba, 2021) and (Yoon et al., 2021)
assume each client can only use the most recent data. Our
experiments show that reusing as little as 5% of the col-
lected samples may be highly beneficial.

Federated learning from temporally shifting distributions
(Zhu et al., 2022; Eichner et al., 2019; Ding et al., 2020;
Guo et al., 2021) is a related, yet different, problem to
learning from a data stream. These papers assume the shift
is due to changes in the set of available clients (e.g., be-
cause of diurnal patterns), but clients’ local datasets do not
change. The only exception is (Guo et al., 2021), which
can capture a setting where clients keep collecting data dur-
ing training without storage constraints. Theoretical results
assume that new data is drawn from a client-independent
distribution (see Appendix A). Instead, our analysis takes
into account both memory constraints and statistical het-
erogeneity across clients’ local data distributions.

Finally, we mention a number of papers studying different
variants of “online federated learning” problems, mostly
focusing on dynamic resource allocation. Many of them
are discussed in the recent survey (Dai and Meng, 2022).
Among these papers, Damaskinos et al. (2020) propose
Fleet, a middleware between the edge device operating
system and the machine learning application, which can be
used to learn on data streams. The middleware is designed
with the device’s energy minimization as the main concern.
Jin et al. (2020) propose an online algorithm to dynam-
ically select the participating clients and their number of
local gradient iterations at each communication round to
minimize the cumulative resource usage over time under
a constraint on the quality of the final model. Zhou et al.
(2020) study a similar problem. They include the possi-
bility of discarding new data points or distributing them to
clients with more resources and propose a resource allo-
cation algorithm based on Lyapunov optimization (Neely,
2010). Both Jin et al. (2020) and Zhou et al. (2020) ignore
the possibility of reusing samples across multiple commu-
nication rounds.

3 Problem Formulation

In this work, we use [M ] , {1, . . . ,M} to denote the set
of positive integers up to M . We consider M > 0 clients;
each of them corresponds to a potentially different learn-
ing task. We associate to each client m ∈ [M ]: 1) a
probability distribution Pm over a domain Z = X × Y ,
2) a counting process N (t)

m , t ≥ 0, and 3) a dynamic
memory/cache M(t)

m , t > 0 of capacity Cm > 0. At
time step t > 0, client m ∈ [M ] receives a batch
B(t)
m =

{
z

(t,i)
m =

(
x

(t,i)
m , y

(t,i)
m

)
, i ∈ [b

(t)
m ]
}

containing

b
(t)
m , N

(t)
m −N (t−1)

m samples drawn i.i.d. fromPm. Client
m ∈ [M ] can cache a sub-part of the samples in its local
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memory, without exceeding the capacity Cm. Without loss
of generality we suppose that 1 ≤ b(t)m ≤ Cm. We consider
a finite time horizon T > 0, and we let Nm , N

(T )
m and

Sm ,
⋃T
t=1 B

(t)
m denote the number and the set of samples

gathered by client m up to the time horizon T . We write
Sm =

{
z

(i)
m , i ∈ [Nm]

}
, where we arbitrarily ordered the

elements of Sm. We define I(t)
m ⊂ [Nm] to be the set of the

indices of samples present at memoryM(t)
m , i.e., j ∈ I(t)

m

if and only if z(j)
m ∈ M(t)

m . Finally, S ,
⋃M
m=1 Sm de-

notes the training dataset (aggregated across clients and
across time) with size N ,

∑M
m=1Nm. The relative size

of client-m’s dataset is nm , Nm/N .

Let HΘ =
{
hθ : X 7→ Y, θ ∈ Θ ⊂ Rd

}
be a set of para-

metric hypotheses/models mapping X to Y , and ` : Θ ×
Z 7→ R+ be a loss function. We define LP (θ) ,
Ez∼P [`(θ; z)] to be the true (expected) risk of hypothesis
hθ ∈ HΘ under a generic probability distribution P over
Z and we define LS (θ) = 1

|S|
∑

(x,y)∈S `(θ; z) to be the
empirical risk of model (hypothesis) hθ ∈ HΘ on a generic
dataset S of samples from Z .

In federated learning, clients, usually, collaborate to solve

minimize
θ∈Θ

LP(α) (θ) =

M∑
m=1

αmLPm
(θ) , (1)

where P(α) ,
∑M
m=1 αm · Pm and α , (αm)1≤m≤M

with αm ≥ 0 and ‖α‖1 = 1. Common choices for α
are αm = nm and αm = 1

M . The first one corresponds
to minimizing the empirical loss over the aggregate train-
ing dataset S =

⋃M
m=1 Sm, which gives the same impor-

tance to each sample. The second choice instead targets
per-client fairness, by giving the same importance to each
client.

In standard federated learning, local datasets {Sm}m∈[M ]

are available since the beginning of the training and the fol-
lowing empirical risk minimization problem is considered
as a proxy for Problem 1:

minimize
θ∈Θ

M∑
m=1

αm · LSm (θ) . (2)

Our goal is to design a potentially randomized algorithm A
solving, in a federated fashion, Problem 1 using clients’
data streams and taking into account clients’ memory con-
straints.

4 Federated Learning Meta-Algorithm for
Data Streams

When learning from a data stream, every client only has ac-
cess to samples currently present in its local memory. Due

Algorithm 1: Meta Algorithm for Federated Learning
from Data Streams
Input : Nbr of local epochs E; mini-batch size K;

local learning rate η > 0; sample weights
λ =

{
λ

(t,j)
m ;m ∈ [M ], t ∈ [T ], j ∈ I(t)

m

}
Output: θ̄(T ) =

∑T
t=1 q

(t)θ(t)

1 for t = 1, . . . , T do
2 Server selects a subset S(t) ⊆ [M ] of clients;
3 for m ∈ S(t) (in parallel) do
4 θ

(t,1)
m ← θ(t);

5 Sample B(t)
m = {z(t,1)

m , . . . z
(t,b(t)m )
m } ∼ Pb

(t)
m
m ;

6 M(t)
m ← Update

(
M(t−1)

m ,B(t)
m

)
;

7 for e = 1, . . . , E do
8 Sample min

{
K, |I(t)

m |
}

indices ξ(t,e)
m

uniformly from I(t)
m ;

9 g
(t,e)
m ← |I(t)m |

|ξ(t,e)m |

∑
j∈ξ(t,e)m

λ(t,j)
m∑

j′∈I(t)
m

λ
(t,j′)
m

·

∇`(θ(t,e)
m ; z

(t,j)
m ) ;

10 θ
(t,e+1)
m ← θ

(t,e)
m − η · g(t,e)

m ;
11 end
12 end
13 ∆(t) ←

∑M
m=1 p

(t)
m ·

(
θ

(t,E+1)
m − θ(t)

)
;

14 θ(t+1) ← ΠΘ

(
θ(t) + ∆(t)

)
;

15 end

to the limited storage capacity at each client and to the vari-
ability in the number of new samples arriving across time,
samples may spend different amounts of time in mem-
ory and then be used a different number of times dur-
ing training. In order to potentially compensate for such
heterogeneity, we allow samples to be weighted differ-
ently over time and across clients. In particular, we de-
note by λ(t,j)

m ≥ 0 the weight assigned at time t to sam-
ple j stored in client m’s memory (then j ∈ I(t)

m ), and
by λ ,

{
λ

(t,j)
m ;m ∈ [M ], t ∈ [T ], j ∈ I(t)

m

}
the set of all

weights. We define the weighted local objective associated
to client-m’s local memory at time step t ∈ [T ] as

L(λ)

M(t)
m

(θ) ,

∑
j∈I(t)m

λ
(t,j)
m `

(
θ,z

(j)
m

)
∑
j∈I(t)m

λ
(t,j)
m

, (3)

and similarly the global weighted empirical risk as

L(λ)
S (θ) ,

∑M
m=1

∑T
t=1

∑
j∈I(t)m

λ
(t,j)
m · `

(
θ; z

(j)
m

)
∑M
m=1

∑T
t=1

∑
j∈I(t)m

λ
(t,j)
m

.

(4)
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We additionally define client-m’s aggregation weight as

p(t)
m ,

∑
j∈I(t)m

λ
(t,j)
m∑M

m′=1

∑
j∈I(t)

m′
λ

(t,j)
m′

, (5)

and

q(t) ,

∑M
m=1

∑
j∈I(t)m

λ
(t,j)
m∑T

s=1

∑M
m′=1

∑
j∈I(s)

m′
λ

(s,j)
m′

. (6)

In this work we consider a meta-algorithm similar to vanilla
FedAvg (McMahan et al., 2017) to minimize the weighted
empirical risk (4). Algorithm 1 operates in an iterative
fashion: at time step t ∈ [T ] (also called communication
round), the central server broadcasts the global model θ(t)

to a subset of clients (line 4). Then every selected client,
say it m, receives a new batch of data (line 5) that is used
to update the client’s local memory M(t)

m (line 6). The
selected clients perform E local stochastic gradient steps
(line 10), where the stochastic gradient g(t,e)

m is an unbiased
estimator of ∇L(λ)

M(t)
m

(
θ

(t,e)
m

)
computed using at most K

samples (line 9). AfterE local steps, clients send back their
models to the central server for aggregation (line 13, 14).
The update at time step t can also written as follows

θ(t+1) = Π
Θ

(
θ(t) − η ·

M∑
m=1

p(t)
m

E∑
e=1

g(t,e)
m

)
, (7)

where ΠΘ(·) denotes the projection over the set Θ.

Note that the output of Algorithm 1 depends on the actual
sample arrival sequences at clients, on the memory update
rule, and on the weights λ. In particular, the memory up-
date rule determines which samples can be considered at
a given time step and then which weights can be different
from zero. Nevertheless, for the sake of simplicity, we de-
note the output simply as A(λ)(S).

In this paper, we restrict our analysis to the case where
both the memory update rule and the weight selection
rule are deterministic and do not depend on the features
or the labels of the samples in the memory. More for-
mally, given a particular instance of the counting process
N

(t)
m , the weights {λ(t,i)

m }t∈[T ] of sample z(i)
m ∈ Sm re-

main unchanged if z(i)
m =

(
x

(i)
m , y

(i)
m

)
is replaced by

z
(i)
m =

(
x̃

(i)
m , ỹ

(i)
m

)
with x̃(i)

m 6= x
(i)
m or ỹ(i)

m 6= y
(i)
m .

For a given sample arrival sequence and memory update
rule, the quality of the algorithm is evaluated through the
true error

εtrue , EA(λ),S

[
LP(α)

(
A(λ) (S)

)]
−min
θ∈Θ
LP(α) (θ) ,

(8)
where the expectation is taken over the potential random-
ness of algorithm A(λ), i.e., clients’ (line 2) and batches’
(line 8) sampling processes, and the samples collected.

4.1 General Analysis

The true error εtrue of our meta-algorithm in (8) can be
bounded as follows (see proof in Appendix B.1)

εtrue ≤ E
S,A(λ)

[
L(λ)
S

(
A(λ)

(
S(T )

))
−min
θ∈Θ
L(λ)
S (θ)

]
︸ ︷︷ ︸

,εopt

+ 2E
S

[
sup
θ∈Θ

∣∣∣LP(α)(θ)− L(λ)
S (θ)

∣∣∣]︸ ︷︷ ︸
,εgen

. (9)

The generalization error εgen is the expected value of the
representativeness of the dataset S, which is the maxi-
mal distance between the true risk LP(α) and the empirical
risk L(λ)

S . Intuitively, the smaller the generalization error,
the better we can approach the minimum of LP(α) by min-
imizing L(λ)

S .

The optimization error εopt measures how well Algo-
rithm 1 approaches the minimizer of the weighted empir-
ical risk L(λ)

S .

In the rest of this section, we first provide bounds for for
the generalization error εgen (Theorem 4.1) and for the op-
timization error εopt (Theorem 4.3) and and then combine
them to bound the overall error εtrue (Theorem 4.4). Our
results rely on the following assumptions:
Assumption 1. (Bounded loss) The loss function is
bounded, i.e., ∀θ ∈ Θ, z ∈ Z, `(θ; z) ∈ [0, B].

Assumption 2. (Bounded domain) We suppose that Θ is
convex, closed and bounded with diameter D.

Assumption 3. (Convexity) For all z ∈ Z , the function
θ 7→ `(θ; z) is convex on Rd.

Assumption 4. (Smoothness) For all z ∈ Z , the function
θ 7→ `(θ; z) is L-smooth on Rd.

Assumption 1 is a standard assumption in statistical learn-
ing theory (e.g., (Mohri et al., 2018) and (Shalev-Shwartz
and Ben-David, 2014)). Assumptions 2–4 are common as-
sumptions in the analysis of (stochastic) gradient methods
(see for example (Bubeck et al., 2015) and (Bottou et al.,
2018)) and online convex optimization (Hazan, 2019).
Remark 1. Assumptions 1 and 4 imply that (it follows from
Lemma B.2 in Appendix B.2)

σ2
0 , max

m
E

z∼Pm

[
sup
θ∈Θ
‖∇`(θ; z)−∇LPm (θ)‖2

]
(10)

≤
(

2 ·
√

2LB
)2

, (11)

and (it follows from Lemma B.3 in Appendix B.2)

ζ , max
m,m′

sup
θ∈Θ

∥∥∇LPm′ (θ)−∇LPm
(θ)
∥∥ (12)

≤ 2 ·
√

2LB. (13)
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These properties are similar to the stochastic gradients’
bounded variance, and the clients’ bounded dissimilarity
assumptions usually employed in the analysis of federated
learning algorithms (Wang et al., 2021a).

4.2 Bounding the Generalization Error

Theorem 4.1 (proof in Appendix B.3) quantifies the gener-
alization error and in particular how the weighted empiri-
cal risk L(λ)

S differs from the target expected risk LP(α) for
the minimizer of the first one, i.e., it bounds |LP(α)(θ′) −
L(λ)
S (θ′)| for θ′ ∈ arg minθ∈Θ L(λ)

S (θ). The bound differs
from classic statistical learning results (as those in (Shalev-
Shwartz and Ben-David, 2014)) because L(λ)

S is a weighted
empirical risk and its expected value does not necessar-
ily coincide with LP(α) . We recall that the label dis-
crepancy associated to a hypothesis class H quantifies the
distance between two distributions P and P ′ as follows
discH (P,P ′) , maxh∈H |LP (h)− LP′ (h)| (Mansour
et al., 2020).

Theorem 4.1. Suppose that Assumption 1 holds, when us-
ing Algorithm 1 with weights λ, it follows that

εgen ≤ discH

(
P(α),P(p)

)
+ Õ

√VCdim (H)

Neff

 ,

(14)

where Neff =
(∑M

m=1

∑Nm

i=1 p
2
m,i

)−1

,

pm,i =

∑T
t=1

∑
j∈I(t)m

1 {j = i} · λ(t,j)
m∑M

m′=1

∑T
t=1

∑
j∈I(t)

m′
λ

(t,j)
m′

, i ∈ Nm,

(15)

and p =
(∑Nm

i=1 pm,i

)
1≤m≤M

.

The coefficient pm,i represents the relative importance
given, during the whole training period, to sample i with
respect to all the samples collected by all clients and
pm =

∑Nm

i=1 pm,i represents the relative importance given
to client m during training. Note that pm =

∑T
t=1 q

(t)p
(t)
m

and the p
(t)
m coincides with the relative importance pm,

when p(t)
m is constant over time.

In general, there is an inconsistency between the impor-
tance we should give to clients (quantified by α in (1))
and the one we actually give them during training (quan-
tified by p). The first term on the RHS of (14) captures
the mismatch between the target distribution P(α) and the
“effective distribution” P(p) =

∑M
m=1 pmPm through the

discrepancy.

The second term in the RHS of (14) is similar in shape
to the usual bounds observed in statistical learning the-
ory, e.g., (Shalev-Shwartz and Ben-David, 2014), which

are proportional to the square root of the ratio of the VC
dimension of the hypotheses class and the total number of
samples N . In our case, Neff plays the role of the effective
number of samples and Lemma 4.2 (proof in Appendix B.4)
shows that, as expected, Neff is at most N , and reaches this
value when each sample is given the same importance.

Lemma 4.2. It holds Neff ≤ N and the bound is attained
when each sample has the same relative importance, i.e.,
pm,i = pm,j , for each i, j ∈ [Nm].

The generalization error εgen decreases the closer α and p
are and the larger Neff is. When αm = nm (remember
that nm = Nm/N), the choice pm,i = 1/N minimizes the
bound, as it leads both to p = n = α and to Neff = N .

In our streaming learning setting, pm,i = 1/N can
be obtained by different combinations of memory up-
date rules and sample weight selection rules. For exam-
ple, this is the case when clients’ memories only con-
tain the samples received during the current round (i.e.,
Update(M(t−1)

m ,B(t)
m ) = B(t)

m in line 6 of Alg. 1) and
all samples currently in the memory get weight 1 (i.e.,
λ

(t,j)
m = 1 for each j ∈ I(t)

m ). But it is also the case
when the memory update rule lets samples stay in mem-
ory for multiple consecutive rounds (e.g., τ (j)

m rounds for
sample j at client m) and samples receive a weight in-
versely proportional to the number of consecutive rounds
(i.e., λ(t,j)

m = 1/τ
(j)
m ). In what follows, we refer to any

combination of memory update rules and weight selection
rules leading to pm,i = 1/N as a Uniform strategy.

While a Uniform strategy minimizes the bound for the
generalization error εgen when α = n, it is in general sub-
optimal in terms of the optimization error εopt, as we are
going to show in the next section.

4.3 Bounding the Optimization Error

We provide our bound on εopt under full clients participa-
tion (S(t) = [M ]) with full batch (K ≥ |I(t)

m |). Under
mini-batch gradients an additional vanishing error term ap-
pears. The proof is provided in Appendix B.5.

Theorem 4.3. Suppose that Assumptions 1–4 hold, the
sequence

(
q(t)
)
t

is non increasing, and verifies q(1) =

O (1/T ), and η ∝ 1/
√
T · min{1, 1/σ̄ (λ)}. Under full

clients participation (S(t) = [M ]) with full batch (K ≥
|I(t)
m |), we have

εopt ≤ O
(
σ̄ (λ)

)
+O

( σ̄ (λ)√
T

)
+O

(
1√
T

)
, (16)
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where,

σ̄2 (λ) ,
T∑
t=1

q(t)×

E
S

[
sup
θ∈Θ

∥∥∥∥∥∇L(λ)
S (θ)−

M∑
m=1

p(t)
m ∇L

(λ)

M(t)
m

(θ)

∥∥∥∥∥
2 ]
. (17)

Moreover, there exist a data arrival process and a loss func-
tion `, such that, under FIFO memory update rule,1 for any
choice of weights λ, εopt = Ω (σ̄ (λ)).

The coefficient σ̄2 (λ) quantifies the variability of the gra-
dient considered in the update at round t w.r.t. the gradi-
ent of the global objective L(λ)

S and, as shown by Theo-
rem 4.3, it prevents the optimization error to vanish when
T diverges. Lemma B.4 provides a general upper bound
for σ̄2 (λ) in terms of stochastic gradients’ variance and
clients’ dissimilarity.

The optimization error εopt is smaller the closer σ̄2(λ)
is to zero. In our streaming learning setting, σ̄2(λ) =
0 may be obtained if the memory is never updated
(Update(M(t−1)

m , B
(t)
m ) = M(t−1)

m ,∀t ≥ 1) and the ag-
gregation weights are constant over time (p(t)

m = pm,∀t ∈
[T ]). It is indeed easy to check that under these con-
ditions L(λ)

S (θ) =
∑M
m=1 p

(t)
m L(λ)

M(t)
m

(θ) (and they equal∑M
m=1 pmL

(λ)

M(0)
m

(θ)). Any set of time-independent sample
weights leads to constant aggregation weights, but, among
them, the choice λ

(t,j)
m = 1 reduces the generalization

bound εgen. We refer to these memory update and weight
selection rules as the Historical strategy.

The Historical strategy minimizes the optimization
bound by ignoring all the samples collected during train-
ing. It is in sharp contrast with the Uniform strategy,
which assigns the same relative importance to all collected
samples.

4.4 Main Result

The tension between the two error components εgen and εopt
is evident from our discussion above. One can minimize
εgen by considering at each time only the most recent sam-
ples, and, at the opposite, εopt by ignoring those samples.
By combining Theorems 4.1 and 4.3, Theorem 4.4 formally
quantifies this trade-off and provides a bound on εtrue.

Theorem 4.4. Under the same assumptions as in Theo-

1The FIFO (First-In-First-Out) update rule evicts the oldest
samples in the memory to store the most recent ones.
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Figure 1: Effect of c2/c1 on the historical clients rela-
tive importance p∗hist for different values of Nhist/N , when
M = 50 and Mhist = 25. The dashed vertical line cor-
responds to our estimation of c2/c1 on CIFAR-10 experi-
ments (ĉ2/ĉ1 = 0.15).

rem 4.1 and Theorem 4.3,

εtrue ≤O
(

1√
T

)
+O

(
σ̄ (λ)

)
+ 2discH

(
P(α),P(p)

)
+ Õ

√VCdim (H)

Neff

 . (18)

5 Case Study

In fog computing environments, IoT devices, edge servers,
and cloud servers can jointly participate to train an ML
model (Bonomi et al., 2012). IoT devices keep generating
new data, but may not be able to store them permanently
due to sever memory constraints. Instead, edge servers may
contribute with larger static datasets (Hosseinalipour et al.,
2020; Wang et al., 2021b). Motivated by this scenario, we
consider two groups of clients: Mhist clients with “histor-
ical” datasets, which do not change during training, and
M −Mhist clients, who collect “fresh” samples with con-
stant rates {bm > 0,m ∈ JMhist + 1,MK} and only store
the most recent bm samples due to memory constraints (i.e.,
Cm = bm).2 We refer to these two categories as historical
clients and fresh clients, respectively. Fresh clients can also
capture the setting where clients are available during a sin-
gle communication round—see details in Appendix C.1.

At each client all samples are used the same number of
times (T and 1 at historical and fresh clients, respec-
tively). Then, one can prove that each client, say it m,
should assign the same weight to any sample currently
available at its local memory, i.e., λ(t,j)

m = λ
(t)
m . For

simplicity, we consider stationary weights, i.e., λ(t)
m =

λm, and we want then to determine per-client sample
weights (λm)m∈[M ] leading to the best guarantees in terms
of εtrue.3 Equivalently, we want to determine the clients’

2Note that we are implicitly selecting FIFO as memory update
rule.

3Restricting the weights to be stationary, i.e., λ(t)
m = λm,

might be suboptimal.
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Figure 2: The differences ψhist − ψ∗ (left), ψuniform − ψ∗

(center), and ψhist−ψuniform (right) as a function ofNhist/N
for different values of c2/c1, on CIFAR-10 dataset (N =
5× 105) when M = 50 and Mhist = 25.

relative importance values p = (pm)m∈[M ], where pm =

λmNm/
(∑M

m′=1 λm′Nm′

)
. Note that in this setting ag-

gregation weights and relative importance values coincide
(i.e., p(t)

m = pm). Corollary 5.1′ (Appendix C) bounds εtrue
as a function of p in this scenario. For the sake of simplic-
ity, we provide here the bound for the case αm = nm,m ∈
[M ] (which we assume to hold in the rest of this section):

Corollary 5.1. Consider the scenario with Mhist historical
clients, and M −Mhist fresh clients. Suppose that the same
assumptions of Theorem 4.4 hold, that α = n, and that
Algorithm 1 is used with clients’ aggregation weights p =
(pm)m∈[M ] ∈ ∆M−1, then

εtrue ≤ ψ(p; c) ,

c0 + c1 ·

√√√√ M∑
m=Mhist+1

p2
m + c2 ·

√√√√ M∑
m=1

p2
m

nm
, (19)

where c = (c0, c1, c2) are non-negative constants not de-
pending on p, given as:

c0 = (C1 + C3) +
C2

T
− 2 · max

m,m′
disc (Pm,Pm′) (20)

c1 = σ0

√
M −M0 ·

(
D +

2√
T

)
(21)

c2 = 4 ·

√
1 + log

(
N

VCdim (H)

)
·
√

VCdim (H)

N

+ 2 · max
m,m′

disc (Pm,Pm′) (22)

and C1, C2, and C3 are the constants defined in the proof
of Theorem 4.3, and σ0 is defined in Remark 1.

The second term in (19) captures the gradient variability
(second term in (18)), while the third term in (19) cap-
tures both contributions to the generalization error, i.e., the
distribution discrepancy and the effective number of sam-
ples (third and fourth terms in (19)). In particular, it holds∑M
m=1

p2m
nm
∝ 1/Neff.

The minimization of ψ over the unitary simplex is a con-
vex optimization problem (proof in Appendix C.4), which
can then be solved efficiently with, for example, projected

gradient descent. We use ψ∗, p∗, and p∗hist to denote the
minimum of ψ, its minimizer, and the aggregate relative
importance given to historical clients (p∗hist ,

∑Mhist
m=1 p

∗
m),

respectively.

The solution p∗ depends on the value of n—in particu-
lar on the fraction of historical samples Nhist/N (where
Nhist ,

∑Mhist
m=1Nm)—and on the ratio c2/c1. The ratio

c2/c1 only depends on the intrinsic properties of the learn-
ing problem (VCdim (H), D, B, and σ0), and the total
number of samples N (see Appendix C.3).

Figure 1 illustrates how the optimal clients’ importance val-
ues change as a function of the ratio c2/c1 and the fraction
of historical samplesNhist/N (other results are in Figure 4).
Beside the specific numerical values, one can distinguish
two corner cases. When c2/c1 � 1, the optimal solution
corresponds to minimize

∑M
m=1 p

2
m/nm, i.e., to maximize

the effective number of samples. The optimal strategy is
then the Uniform one and the aggregate relative impor-
tance for historical clients is p∗hist = Nhist/N . On the con-
trary, when c2/c1 � 1, the optimal solution corresponds to
minimize

∑
m>Mhist

p2
m, i.e., the gradient variability. The

Historical strategy is then optimal and corresponds to
p∗m = Nm/Nhist = N

Nhist
nm for m ∈ [Mhist] and p∗hist = 1.

For general values of c2/c1, the optimal strategy to
assign clients’ importance values—or equivalently sam-
ple weights—differs from both the Uniform and the
Historical ones. We propose then the following
heuristic, which we evaluate in the next section. At the
beginning of training, clients cooperatively estimate c2/c1
using a fraction of their historical samples, as ĉ2/ĉ1 ≈
B+
√
d/N

GD
√
M−Mhist

(see details in Appendix C.6). Then, clients’
importance values are selected minimizing the bound in
(19), i.e., p̂∗ = arg minψ (·, ĉ).

Beside providing configuration rules for our meta-
algorithm, our analysis allows us also to evaluate how the
performances of different strategies like Uniform and
Historical depend on the different parameters as in
Figure 2. Our experimental results in the next section con-
firm these theoretical predictions.

6 Experimental Results

Datasets and models. We considered different ma-
chine learning tasks on five federated benchmark
datasets: image classification (CIFAR-10 and CIFAR-100
(Krizhevsky, 2009)), handwritten character recognition
(FEMNIST (Caldas et al., 2018)), language modeling
(Shakespeare (Caldas et al., 2018; McMahan et al.,
2017)), and logistic regression on a synthetic dataset
described in Appendix D.1. Table 1 summarizes datasets,
models, and the total number of clients. Details on
the datasets, models, and hyperparameters selection
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Table 1: Datasets and models.

DATASET CLIENTS TOTAL SAMPLES MODEL

SYNTHETIC 11 200 LINEAR MODEL
CIFAR-10 / 100 50 50, 000 2 CNN + 2 FC
FEMNIST 3, 597 817, 851 2 FC
SHAKESPEARE 916 3, 436, 096 STACKED-LSTM

are provided in Appendix D. The code is available at
https://github.com/omarfoq/streaming-fl.

Arrival process. For the synthetic dataset and CIFAR-
10/100 we adopted common strategies to split the datasets
across clients and divided clients into two groups as in Sec-
tion 5 with Mhist = 10 and Mhist = 25, respectively. For
FEMNIST and Shakespeare datasets, we adopted their nat-
ural partitions and setMhist such thatMhist/M = 5%, 20%,
and 50%, but allowed fresh clients to participate to train-
ing for a few rounds. Experimental results for these two
datasets suggest that our analysis is robust to departures
from the setting considered in Section 5. Details are in Ap-
pendix D.3.

Baselines. We compared our strategy to select clients’
importance values, (see Sec. 5), with three baselines: the
Uniform and Historical strategies described above
as well as the Fresh strategy which only considers fresh
clients. We observe that under our samples’ arrival pro-
cess and α = n, there could be two natural ways to extend
the classic FedAvg’s aggregation rule (McMahan et al.,
2017): set each client’s aggregation weight proportional to
(1) the number of samples collected by the client over the
whole time-horizon, or (2) the number of samples currently
in the client’s memory. The first aggregation rule coincides
with the Uniform strategy, the second one leads in all set-
tings we considered to very small aggregation weights for
fresh clients so that it is practically indistinguishable from
the Historical strategy. Interestingly, both these rules
are in general suboptimal, motivating the practical interest
of our study and of the strategy we propose.

Main Results. Table 2 reports the test accuracy when
Nhist/N = 20% for the different strategies together with
the optimal test accuracy obtained selecting the value of
phist =

∑Mhist
m=1 pm in the grid {0, 0.2, 0.5, 0.8, 1.0}. Our

observations are confirmed for other values of Nhist/N
(see Table 4 and Table 5 in Appendix E). A first remark
is that working only with new data (as Fresh does) is
never optimal, not even when historical data account for
just 5% of the total dataset (Table 4). Second, neither of
the two “reasonable” ways to extend FedAvg consistently
achieves good accuracy: Historical performs poorly
over Synthetic and Uniform over FEMNIST and Shake-
speare. On the contrary, our method always performs at
least as well as the best baseline and it often achieves a
test accuracy similar to the (estimated) optimal one. In

particular, it correctly sets weights as Uniform over Syn-
thetic and as Historical over FEMNIST and Shake-
speare. We observe that our analysis also helps to ex-
plain the counter-intuitive conclusion that, on FEMNIST
and Shakespeare, it is beneficial to ignore new collected
samples (even for Nhist/N = 5%, see Table 4). Our strat-
egy correctly sets p̂∗hist = 1, because it estimates that, for
these two datasets, the ratio of the number of parameters to
the aggregate training dataset size (d/N ) is much smaller
than the gradients’ norm (G)—numerical values are pro-
vided in Appendix D.4. This information suggests that we
can use a small subset of the original dataset to identify a
good model in the selected hypotheses class, and in particu-
lar we can rely only on historical data avoiding the potential
noise introduced by new samples.

Figure 3 shows the effect of p on CIFAR-10 test accuracy
for different values of the ratioNhist/N—similar figures for
other datasets are provided in Appendix E. It confirms that
performances in terms of final test accuracy match the pre-
dictions of our model on the boundψ illustrated in Figure 2.
First, Figure 3 shows that the performance gap between
Historical and the optimal assignment p∗ decreases
whenNhist/N increases (as predicted in Figure 2 (left)): the
gap is 15.5±0.30, 7.9±1.17, and 5.3±2.8 pp whenNhist/N
is 5%, 20%, and 50%, respectively. Second, Figure 3
confirms that the performance gap between Uniform and
the optimal assignment first increases and then decreases,
when Nhist/N increases (as in Figure 2 (center)): the gap is
3.0± 0.57, 6.2± 0.55, and 4.3± 0.35 pp when Nhist/N is
5%, 20%, and 50%, respectively. Finally, Figure 3 shows
that the relative ranking of Uniform and Historical
changes, with Uniform being a better option for smaller
values of Nhist/N and Historical becoming slightly
better for larger values. Again, this behavior is predicted
by our analysis. Indeed, in this experiment, our estimation
for the ratio c2/c1 is ĉ2/ĉ1 ≈ 0.15 ∈ [10−1.3, 10−0.5] cor-
responding to a setting for which ψhist − ψunif changes sign
in Figure 2 (right).

7 Conclusion

In this paper, we formalized the problem of federated learn-
ing for data streams and highlighted a new source of hetero-
geneity resulting from local datasets’ variability over time.
We proposed a general federated algorithm to learn in this
setting and studied its theoretical guarantees. Our analy-
sis reveals a new bias-optimization trade-off controlled by
the relative importance of older samples in comparison to
newer ones and leads to practical guidelines to configure
such importance in our algorithm. Experiments show that
our configuration rule outperforms natural ways to extend
the usual FedAvg aggregation rule in the presence of data
streams. Moreover, experimental results confirm other the-
oretical conclusions, despite the theoretical assumptions
and the mismatch in the corresponding performance met-

https://github.com/omarfoq/streaming-fl
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Table 2: Average test accuracy across clients for different datasets in the settings when Nhist/N = 20%.

DATASET ĉ2/ĉ1 p̂�
HIST

TEST ACCURACY
FRESH HISTORICAL UNIFORM OURS OPTIMAL

SYNTHETIC 0.092 0.20 84.7 � 1.44 77.3 � 3.15 85.5 � 1.60 85.5 � 1.60 85.5 � 1.60
CIFAR-10 0.150 0.45 59.6 � 0.94 59.8 � 2.16 61.5 � 0.63 66.9 � 0.81 67.7 � 0.91
CIFAR-100 0.284 0.32 22.4 � 0.57 22.6 � 0.50 25.3 � 0.43 28.5 � 0.57 31.5 � 0.25
FEMNIST 0.001 1.00 53.3 � 1.85 66.1 � 0.20 55.4 � 0.80 66.1 � 0.20 66.1 � 0.80
SHAKESPEARE 0.064 1.00 38.4 � 0.43 49.0 � 0.26 39.3 � 0.38 49.0 � 0.26 49.0 � 0.26
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Figure 3: Evolution of the test accuracy when using different values of phist for CIFAR-10 (left) dataset, when Nhist/N =
5% (left), 20% (center), and 50% (right). The setting phist = Nhist/N corresponds to Uniform strategy.

rics (e.g., test accuracy versus a loss bound).

To the best of our knowledge, this work is the first to frame
the problem of federated learning for data streams. It high-
lights new challenges and—we believe—lays the founda-
tions for further research. For example, part of our results
are restricted to the important, but still quite specific, sce-
nario where some clients have static datasets and others
process new samples at each step. In this setting, samples
are used a different number of times across clients but ex-
actly the same number of times at a given client, simpli-
fying the analysis. But what happens if heterogeneity in
samples’ availability also appears at the level of a single
client? How do different memory update rules affect such
heterogeneity, and how can we design such policies to min-
imize the total error of the final model? Finally, how do our
results change if local data distributions change over time?
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A Related Work

In this section we provide more details about some related works.

Chen et al. (2020) propose ASO-Fed, an asynchronous FL algorithm to minimize the empirical loss computed over
the aggregation of clients’ data streams. Although some convergence results are stated in the paper, their interest and
applicability are questionable, as the analysis requires that all clients have the same optimal model and that updates at
any time t are consistent with new samples arriving in the future. Indeed, the paper mentions that clients can receive new
samples during training (see Fig. 2), but also requires that, at any time t and for any client k, the expected value of the
update ∇ζk(w) has a non-null component in the direction of the gradient of the global empirical loss F , which depends
on samples arriving after time t (see Assumption 1). Moreover, the bounded gradient dissimilarity assumption implies
that the minimizer of F (F is assumed to be strongly-convex) is also a stationary point of each local objective function fk
(consider β = 0 and λ = 0). On the contrary, the theoretical analysis in our paper holds under statistical heterogeneity
across clients’ local data distributions and accounts for the bias due to working with samples currently stored at clients.
Moreover, we provide statistical learning guarantees for our algorithm.

The model considered in (Guo et al., 2021) can capture a setting where clients keep collecting data during training without
storage constraints. Indeed, clients track the dynamic objective in (Guo et al., 2021, Eq. (2)) which depends on data samples
received until the current time. Theoretical results assume that new data is drawn from a client-independent distribution.
This is shown by (Guo et al., 2021, Eq. (5)), which requires that local gradients computed on new data samples are unbiased
estimators of the gradient of the global objective function. Instead, our analysis takes into account both memory constraints
and statistical heterogeneity across clients’ local data distributions.
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B Proofs

We remind that all our results rely on the following assumptions:

Assumption 1. (Bounded loss) The loss function is bounded, i.e., ∀θ ∈ Θ, z ∈ Z, `(θ; z) ∈ [0, B]

Assumption 2. (Bounded domain) We suppose that Θ is convex, closed and bounded; we use D to denote its diameter,
i.e., ∀θ, θ′ ∈ Θ, ‖θ − θ′‖ ≤ D.

Assumption 3. (Convexity) For all z ∈ Z , the function θ 7→ `(θ; z) is convex on Rd.

Assumption 4. (Smoothness) For all z ∈ Z , the function θ 7→ `(θ; z) is L-smooth on Rd.

In what follows, we use ∆D−1 to denote the unitary simplex of dimension D− 1, i.e., ∆D−1 =
{
f ∈ RD+ ,

∑D
i=1 fi = 1

}
B.1 Proof of (9)

εtrue = E
S,A(λ)

[
LP(α)

(
A(λ) (S)

)
− L(λ)

S

(
A(λ) (S)

)]
+ E
S,A(λ)

[
L(λ)
S

(
A(λ) (S)

)
−min
θ∈Θ
L(λ)
S (θ)

]
+ E
S

[
min
θ∈Θ
L(λ)
S (θ)

]
−min
θ∈Θ
LP(α) (θ) (23)

≤ 2E
S

[
sup
θ∈Θ

∣∣∣LP(α) (θ)− L(λ)
S (θ)

∣∣∣]︸ ︷︷ ︸
,εgen

+ E
S,A(λ)

[
L(λ)
S

(
A(λ) (S)

)
−min
θ∈Θ
L(λ)
S (θ)

]
︸ ︷︷ ︸

,εopt

, (24)

where we exploited the fact that minx∈X f(x)−minx∈X g(x) ≤ supx∈X |f(x)− g(x)|.

B.2 Properties

Lemma B.1. Let f be an L-smooth function taking values in [0, B], then ‖∇f‖ ≤
√

2LB.

Proof. Let θ ∈ Θ, then using the definition of the L-smoothness of f with θ′ = θ − 1
L∇f (θ), we have

f(θ′) = f(θ − 1

L
∇f (θ)) ≤ f (θ)− 1

L
〈∇f (θ) ,∇f (θ)〉+

L

2

∥∥∥∥ 1

L
∇f (θ)

∥∥∥∥2

(25)

= f (θ)− 1

2L
‖∇f (θ)‖2 . (26)

If follows that,
‖∇f (θ)‖2 ≤ 2L (f (θ)− f (θ′)) ≤ 2LB. (27)

Lemma B.2. Suppose that Assumptions 1, and 4 hold. For all

sup
θ∈Θ
‖∇`(θ; z)−∇LPm

(θ)‖2 ≤
(

2
√

2LB
)2

(28)

.

Proof. Let z ∈ Z , and m ∈ [M ]. Both ` (·, z), and LPm
are L-smooth and bounded within [0, B].

For θ ∈ Θ, we have

‖∇`(θ; z)−∇LPm
(θ)‖2 ≤ 2 ‖∇`(θ; z)‖2 + 2 ‖∇LPm

(θ)‖2 (29)
≤ 2 · 2LB + 2 · 2LB (30)

= 8LB =
(

2
√

2LB
)2

, (31)

where we used Lemma B.1 to obtain the last inequality.
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Lemma B.3. Suppose that Assumptions 1, and 4 hold. For all z ∈ Z , we have

max
m,m′

sup
θ∈Θ

∥∥∇LPm′ (θ)−∇LPm
(θ)
∥∥ ≤ 2

√
2LB. (32)

.

Proof. The proof follows using the triangular inequality and Lemma B.1.

B.3 Proof of Theorem 4.1

Theorem 4.1. Suppose that Assumption 1 holds, when using Algorithm 1 with weights λ, it follows that

εgen ≤ discH

(
P(α),P(p)

)
+ Õ

√VCdim (H)

Neff

 ,

where Neff =
(∑M

m=1

∑Nm

i=1 p
2
m,i

)−1

,

pm,i =

∑T
t=1

∑
j∈I(t)m

1 {j = i} · λ(t,j)
m∑M

m′=1

∑T
t=1

∑
j∈I(t)

m′
λ

(t,j)
m′

, i ∈ Nm,

and p =
(∑Nm

i=1 pm,i

)
1≤m≤M

.

Proof. For client, m ∈ [M ], we remind that pm ,
∑Nm

i=1 pm,i is the relative importance of client m in comparison to the
other clients. We define

LS,p =

M∑
m=1

Nm∑
i=1

pm,i · `(·; z(i)
m ). (33)

Note that LS,p = L(λ)
S , and ES [LS,p (θ)] =

∑
m pmLPm

(θ) = LP (p) (θ) for any θ ∈ Θ, where P(p) =
∑
m pmPm. We

have

εgen = E
S

[
sup
h∈H
|LP(α) (h)− LS,p (h)|

]
(34)

= E
S

[
sup
h∈H
|LP(α) (h)− LP(p) (h) + LP(p) (h)− LS,p (h)|

]
(35)

≤ E
S

[
sup
h∈H
|LP(α) (h)− LP(p) (h)|

]
+ E
S

[
sup
h∈H
|LP(p) (h)− LS,p (h)|

]
(36)

≤ discH

(
P(α),P(p)

)
+ E
S

[
sup
h∈H
|LP(p) (h)− LS,p (h)|

]
. (37)

We bound now the second term in the right-hand side of Eq. (37). Note that, for h ∈ H, we can write LP(p) (h) =

ES′ [LS′,p (h)], where S ′ =
⋃M
m=1 S ′m and S ′m ∼ PNm

m is a dataset of Nm samples drawn i.i.d. from Pm such that

Sm =
{
z

(i)
m , i ∈ [Nm]

}
and S ′m =

{
z′

(i)
m , i ∈ [Nm]

}
. Using triangular inequality, it follows that

E
S

[
sup
h∈H
|LP(p) (h)− LS,p (h)|

]
≤ E
S,S′

[
sup
h∈H
|LS′,p (h)− LS,p (h)|

]
(38)

= E
S,S′

[
sup
h∈H

∣∣∣∣∣
M∑
m=1

Nm∑
i=1

pm,i

(
`(h; z(i)

m )− `(h; z′
(i)
m )
)∣∣∣∣∣
]

(39)

= E
S,S′

E
σ

[
sup
h∈H

∣∣∣∣∣
M∑
m=1

Nm∑
i=1

σ(i)
m · pm,i

(
`(h; z(i)

m )− `(h; z′
(i)
m )
)∣∣∣∣∣
]
, (40)
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where σ(i)
m , m ∈ [M ], i ∈ [Nm] is a random variable drawn from uniform distribution over {±1}. Fix S and S ′ and let C

be the instances appearing in S and S ′, andHC be the restriction ofH to C, as defined in (Shalev-Shwartz and Ben-David,
2014, Defintion 6.2). It follows that

E
S

[
sup
h∈H
|LP(p) (h)− LS,p (h)|

]
≤ E
S′,S′

E
σ

[
sup
h∈HC

∣∣∣∣∣
M∑
m=1

Nm∑
i=1

σ(i)
m · pm,i

(
`(h; z(i)

m )− `(h; z′
(i)
m )
)∣∣∣∣∣
]
. (41)

Fix some h ∈ HC and denote γ(i)
m = σ

(i)
m · pm,i

(
`(h; z

(i)
m )− `(h; z′

(i)
m )
)

for m ∈ [M ] and i ∈ [Nm]. We have

that E
[
γ

(i)
m

]
= 0 and from Assumption 1, we have that γ(i)

m ∈ [−pm,i · B, pm,i · B]. Since the random variables{
γ

(i)
m , m ∈ [M ], i ∈ [Nm]

}
are independent, using Hoeffding inequality it follows that, for all ρ ≥ 0, we have

P

[∣∣∣∣∣
M∑
m=1

Nm∑
i=1

σ(i)
m · pm,i

(
`(h; z(i)

m )− `(h; z′
(i)
m )
)∣∣∣∣∣ ≥ ρ

]
≤ 2 exp

(
−2B2Neffρ

2
)
, (42)

where Neff =
(∑M

m=1

∑Nm

i=1 (pm,i)
2
)−1

. Applying the union bound over h ∈ HC and using (Shalev-Shwartz and Ben-
David, 2014, Lemma A.4), it follows that

E

[
sup
h∈HC

∣∣∣∣∣
M∑
m=1

Nm∑
i=1

σ(i)
m · pm,i

(
`(h; z(i)

m )− `(h; z′
(i)
m )
)∣∣∣∣∣
]
≤

4 +
√

log (|HC |)√
2NeffB

. (43)

It follows that,

E

[
sup
h∈HC

∣∣∣∣∣
M∑
m=1

Nm∑
i=1

σ(i)
m · pm,i

(
`(h; z(i)

m )− `(h; z′
(i)
m )
)∣∣∣∣∣
]
≤

4 +
√

log
(
τH
(
N (T )

))
√

2NeffB
, (44)

where τH is the growth function of H as defined in (Shalev-Shwartz and Ben-David, 2014, Definition 6.9). Using Sauer’s
Lemma (Shalev-Shwartz and Ben-David, 2014, Lemma 6.10) and following the same steps as in the proof of (Marfoq
et al., 2022, Lemma A.1) we have

E
S

[
sup
h∈H
|LP(p) (h)− LS,p (h)|

]
≤ 2

√
VCdim (H)

Neff
·

√
1 + log

(
N

VCdim (H)

)
, (45)

where δ1 and δ2 are non-negative constants. Thus,

E
S

[
sup
h∈H
|LP(p) (h)− LS,p (h)|

]
≤ Õ

√VCdim (H)

Neff

 , (46)

thus,

εgen ≤ Õ

√VCdim (H)

Neff

+ discH
(
P(α),P(p)

)
. (47)

B.4 Proof of Lemma 4.2

Lemma 4.2. With the same notation as in Theorem 4.1, Neff ≤ N and this bound is attained when p is uniform.

Proof. We remind that

Neff =

(
M∑
m=1

Nm∑
i=1

(pm,i)
2

)−1

. (48)
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Let u ∈ ∆N be the vector obtained by concatenating all the values pm,i for m ∈ [M ] and i ∈ [Nm]. It follows that

Neff =

(
N∑
n=1

u2
n

)−1

= ‖u‖−2
2 . (49)

Let u∗ , 1/N , it is clear that u∗ ∈ ∆N , and ‖u∗‖22 = 1/N . Let u ∈ ∆N , using Cauchy-Shwartz inequality, we have

1 =

N∑
n=1

un =

N∑
n=1

(un × 1) ≤

√√√√ N∑
n=1

u2
n ·

√√√√ N∑
n=1

1 = ‖u‖2 ·
√
N. (50)

Thus, ‖u‖−2
2 ≤ N , which concludes the proof.

B.5 Proof of Theorem 4.3

Theorem 4.3. Suppose that Assumptions 1–4 hold, the sequence
(
q(t)
)
t

is non increasing, and verifies q(1) = O (1/T ),

and η ∝ 1/
√
T ·min{1, 1/σ̄ (λ)}. Under full clients participation (S(t) = [M ]) with full batch (K ≥ |I(t)

m |), we have

εopt ≤ O
(
σ̄ (λ)

)
+O

( σ̄ (λ)√
T

)
+O

(
1√
T

)
,

where,

σ̄2 (λ) ,
T∑
t=1

q(t) × E
S

[
sup
θ∈Θ

∥∥∥∥∥∇L(λ)
S (θ)−

M∑
m=1

p(t)
m ∇L

(λ)

M(t)
m

(θ)

∥∥∥∥∥
2 ]
.

Moreover, there exist a data arrival process and a loss function `, such that, under FIFO memory update rule, for any
choice of weights λ, εopt = Ω (σ̄ (λ)).

Proof. We remind that

p(t)
m =

∑
j∈I(t)m

λ
(t,j)
m∑M

m′=1

∑
j∈I(t)

m′
λ

(t,j)
m′

, (51)

and

q(t) =

∑M
m=1

∑
j∈I(t)m

λ
(t,j)
m∑T

s=1

∑M
m=1

∑
j∈I(s)

m′
λ

(s,j)
m′

. (52)

For ease of notation we introduce the following functions defined on Θ;

f (t)
m , L(λ)

M(t)
m

, (53)

F (t) ,
M∑
m=1

p(t)
m · L

(λ)

M(t)
m

=

M∑
m=1

p(t)
m · f (t)

m , (54)

F , L(λ)
S =

T∑
t=1

q(t) · F (t). (55)

Note that this notation hides the dependence of the functions f (t)
m , F (t) and F on the samples S and the parameters λ. In

this proof we simply use E to refer to the expectation of the samples S, e.g., E [∇F (θ)] = ES
[
∇L(λ)
S (θ)

]
.
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We remind that

∆(t) =

M∑
m=1

p(t)
m ·

(
θ(t,E+1)
m − θ(t)

)
= −η ·

E∑
e=1

M∑
m=1

p(t)
m · ∇f (t)

m

(
θ(t,e)
m

)
. (56)

We define η̃ , ηE > 0 and ∇̃(t) , −∆(t)

η̃ ∈ Rd. The coefficient η̃ and the vector ∇̃(t) can be seen as the efficient learning
rate and the pseudo-gradient used at global iteration t ∈ [T ], respectively (Wang et al., 2021a, Section 2). With this set of
notation, the update rule of Algorithm 1 can be summarized as

∇̃(t) =
1

E

E∑
e=1

M∑
m=1

p(t)
m · ∇f (t)

m

(
θ(t,e)
m

)
(57)

θ(t+1) = Π
Θ

(
θ(t) − η̃ · ∇̃(t)

)
(58)

Under Assumptions 3–4, the functions f (t)
m , F (t), and F are bounded, convex and L-smooth as convex combinations of

bounded, convex and L-smooth functions.

Let θ∗ be a minimizer of F over Θ, and F ∗ , F (θ∗) (note that θ∗ and F ∗ depend on S). By convexity of F , we have

−
〈
∇F (θ), θ − θ∗

〉
≤ − (F (θ)− F ∗) . (59)

Lemma B.1 and Jensen inequality imply that

max
{∥∥∥∇f (t,e)

m (θ)
∥∥∥ ,∥∥∥∇F (t) (θ)

∥∥∥ , ‖∇F (θ)‖ ,
∥∥∥∇̃(t)

∥∥∥} ≤ G, (60)

where G ,
√

2LB.

For convenience, we quantify the variance between the current and global functions’ gradients with

σt = sup
θ∈Θ

∥∥∥∇F (θ)−∇F (t) (θ)
∥∥∥ . (61)

We define σ2 (λ) ,
∑T
t=1 q

(t)σ2
t . Therefore, σ̄2 (λ) = E

[
σ2 (λ)

]
.

The idea of the proof it to bound the distance between the pseudo-gradient ∇̃(t) and the correct gradient, ∇F
(
θ(t)
)
, that

should have been used at iteration t > 0. One can write

E

[∥∥∥θ(t+1)−θ∗
∥∥∥2
]

= E
[∥∥∥Π

Θ

(
θ(t) − η̃∇̃

)
− θ∗

∥∥∥2
]

(62)

≤ E
[∥∥∥θ(t) − η̃∇̃ − θ∗

∥∥∥2
]

(63)

= E
[∥∥∥θ(t) − η̃∇F

(
θ(t)
)
− θ∗ + η̃

(
∇F

(
θt
)
− ∇̃(t)

)∥∥∥2
]

(64)

= E

[∥∥∥θ(t) − η̃∇F
(
θ(t)
)
− θ∗

∥∥∥2

︸ ︷︷ ︸
,T1

]
+ η̃2 E

[∥∥∥∇F (θ(t)
)
− ∇̃(t)

∥∥∥2

︸ ︷︷ ︸
,T2

]

+ 2η̃ E

[〈
∇F

(
θ(t)
)
− ∇̃(t), θ(t) − η̃∇F

(
θ(t)
)
− θ∗

〉
︸ ︷︷ ︸

,T3

]
. (65)

Bound T1. We have,

T1 =
∥∥∥θ(t) − η̃∇F

(
θ(t)
)
− θ∗

∥∥∥2

(66)

=
∥∥∥θ(t) − θ∗

∥∥∥2

+ η̃2
∥∥∥∇F (θ(t)

)∥∥∥2

− 2η̃ ·
〈
∇F

(
θ(t)
)
, θ(t) − θ∗

〉
(67)

≤
∥∥∥θ(t) − θ∗

∥∥∥2

+ η̃2G2 − 2η̃
(
F
(
θ(t)
)
− F ∗

)
, (68)

where we used (59) and (60) to obtain the last inequality.
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Bound T2. Let α > 0, we have,

T2 =
∥∥∥∇F (θt)− ∇̃(t)

∥∥∥2

(69)

=

∥∥∥∥∥∇F (θ(t)
)
−

M∑
m=1

p(t)
m ∇f (t)

m

(
θ(t)
)

+

M∑
m=1

p(t)
m ∇f (t)

m

(
θ(t)
)
− ∇̃(t)

∥∥∥∥∥
2

(70)

≤ (1 + α)
∥∥∥∇F (θ(t)

)
−∇F (t)

(
θ(t)
)∥∥∥2

+ (1 + α−1)

∥∥∥∥∥
M∑
m=1

p(t)
m ∇f (t)

m

(
θ(t)
)
− ∇̃(t)

∥∥∥∥∥
2

, (71)

where we used the fact that for any two vectors a, b ∈ Rd and a coefficient α > 0, it holds that ‖a+ b‖2 ≤ (1+α) ‖a‖2 +

(1 + α−1) ‖b‖2, with the particular choice a = ∇F
(
θ(t)
)
−∇F (t)

(
θ(t)
)
, and b =

∑M
m=1 p

(t)
m ∇f (t)

m

(
θ(t)
)
− ∇̃(t).

We remind that,

∇̃ = −∆(t)

ηE
=

E∑
e=1

M∑
m=1

p
(t)
m

E
g(t,e)
m =

E∑
e=1

M∑
m=1

p
(t)
m

E
∇f (t)

m

(
θ(t,e)
m

)
. (72)

Thus,

∥∥∥ M∑
m=1

p(t)
m ∇f (t)

m

(
θ(t)
)
− ∇̃(t)

∥∥∥2

=

∥∥∥∥∥
E∑
e=1

M∑
m=1

p
(t)
m

E

(
∇f (t)

m

(
θ(t)
)
−∇f (t)

m

(
θ(t,e)

))∥∥∥∥∥
2

(73)

≤
E∑
e=1

M∑
m=1

p
(t)
m

E

∥∥∥∇f (t)
m

(
θ(t)
)
−∇f (t)

m

(
θ(t,e)
m

)∥∥∥2

(74)

=

E∑
e=1

M∑
m=1

p
(t)
m

E

∥∥∥∇f (t)
m

(
θ(t,1)
m

)
−∇f (t)

m

(
θ(t,e)
m

)∥∥∥2

(75)

≤ L2
E∑
e=1

M∑
m=1

p
(t)
m

E

∥∥∥θ(t,1)
m − θ(t,e)

m

∥∥∥2

(76)

= L2
E∑
e=1

M∑
m=1

p
(t)
m

E

∥∥∥∥∥
e−1∑
e′=1

θ(t,e′)
m − θ(t,e′+1)

m

∥∥∥∥∥
2

(77)

=
η̃2L2

E3

M∑
m=1

p(t)
m

E∑
e=1

∥∥∥∥∥
e−1∑
e′=1

∇f (t)
m

(
θ(t,e′)
m

)∥∥∥∥∥
2

(78)

≤ η̃2L2

E3

M∑
m=1

p(t)
m

E∑
e=1

(e− 1)

e−1∑
e′=1

∥∥∥∇f (t)
m

(
θ(t,e′)
m

)∥∥∥2

(79)

≤ η̃2L2G2

E3

E∑
e=1

(e− 1)2 (80)

≤ 2η̃2L2G2(1− E−1), (81)

where we used Jensen inequality to obtain (74) and (79), the L-smoothness of f (t)
m to obtain (76), and (60) to obtain (80).

Replacing (81) in (71) and using σt defined in (61), we have

T2 ≤ (1 + α)σ2
t + 2

(
1 + α−1

)
η̃2L2G2(1− E−1). (82)

With the particular choice α = η̃LG
σt
·
√

2 (1− E−1), it follows that

T2 ≤
(
σt + η̃LG

√
2 (1− E−1)

)2

≤ 2σ2
t + 4η̃2L2G2

(
1− E−1

)
(83)

Our bound ((83)) shows that, as expected, the term T2, measuring the deviation between the true gradient ∇F
(
θ(t)
)

and
the pseudo-gradient ∇̃(t), is equal to zero when E = 1 and σt = 0. This scenario corresponds exactly to the centralized
version of gradient descent.
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Bound T3. We have

T3 =
〈
∇F

(
θ(t)
)
− ∇̃(t), θ(t) − η̃∇F

(
θ(t)
)
− θ∗

〉
(84)

=
〈
∇F

(
θ(t)
)
−∇F (t)

(
θ(t)
)
, θ(t) − θ∗

〉
+
〈
∇F (t)

(
θ(t)
)
− ∇̃(t), θ(t) − θ∗

〉
− η̃
〈
∇F

(
θ(t)
)
− ∇̃(t),∇F

(
θ(t)
)〉

. (85)

We remind that Θ is bounded and that D is its diameter. Using Cauchy-Schwarz inequality, we have〈
∇F (t)

(
θ(t)
)
− ∇̃(t), θ(t) − θ∗

〉
≤
∥∥∥∇F (t)

(
θ(t)
)
− ∇̃(t)

∥∥∥ · ∥∥∥θ(t) − θ∗
∥∥∥ (86)

=

∥∥∥∥∥
M∑
m=1

p(t)
m ∇f (t)

m

(
θ(t)
)
− ∇̃(t)

∥∥∥∥∥ · ∥∥∥θ(t) − θ∗
∥∥∥ (87)

≤ η̃LDG
√

2 (1− E−1), (88)

where we used (81) to obtain the last inequality. Using Cauchy-Shwartz inequality again and the fact that gradients are
bounded ((60)), we have

−η̃
〈
∇F

(
θ(t)
)
− ∇̃(t),∇F

(
θ(t)
)〉
≤ η̃

∥∥∥∇F (θ(t)
)
− ∇̃(t)

∥∥∥ · ∥∥∥∇F (θ(t)
)∥∥∥ ≤ 2η̃ ·G2. (89)

Finally using Cauchy-Shwartz inequality and the boundedness of Θ, we have〈
∇F

(
θ(t)
)
−∇F (t)

(
θ(t)
)
, θ(t) − θ∗

〉
≤ σ(t) ·D. (90)

Replacing (88), (89), and (90) in (85), we have

T3 ≤ σ(t) ·D + η̃G
(

2G+ LD
√

2 (1− E−1)
)

(91)

Bound εopt. Replacing (68), (83), and (91) in (65), we have

E

[∥∥∥θ(t+1)−θ∗
∥∥∥2
]

= E

[∥∥∥θ(t) − θ∗
∥∥∥2
]
− 2η̃ · E

[
F
(
θ(t)
)
− F ∗

]
+ 2η̃ · σ̄(t)D

+ η̃2 ·
(

2σ̄2
t +G

(
5G+ 2LD

√
2 (1− E−1)

))
+ 4η̃4 · L2G2

(
1− E−1

)
, (92)

where σ̄2
t = E

[
σ2
t

]
= E

[
supθ∈Θ

∥∥∇F (θ)−∇F (t) (θ)
∥∥2
]
.

The sequence
(
q(t)
)
t

is non increasing, i.e., for t ∈ [T ] q(t+1) ≤ q(t). It follows from (92) that, for t > 0, we have

q(t+1) E

[∥∥∥θ(t+1)−θ∗
∥∥∥2
]
≤ q(t) E

[∥∥∥θ(t+1) − θ∗
∥∥∥2
]

(93)

≤ q(t) E

[∥∥∥θ(t) − θ∗
∥∥∥2
]
− 2η̃q(t) E

[
F
(
θ(t)
)
− F ∗

]
+ 2η̃ · q(t)σ̄(t)D

+ 2η̃2 · q(t)σ̄2
t + 2η̃2q(t) · C1 + 2η̃4q(t) · C2, (94)

where C1 = G
(

5
2G+ LD

√
2 (1− E−1)

)
, and C2 = 2L2G2

(
1− E−1

)
. Rearranging the terms and summing over

t ∈ {1, . . . , T}, we have

T∑
t=1

q(t) E

[
F
(
θ(t)
)
− F ∗

]
≤

(
T∑
t=1

q(t)σ̄t

)
·D + Tq(1) · D

2

2η̃T
+ η̃ ·

(
T∑
t=1

q(t)σ̄2
t

)
+ η̃ ·

(
C1 + η̃2C2

)
(95)
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We remind that σ̄2 (λ) =
∑T
t=1 q

(t)σ̄2
t . Using the concavity of the function

√
·, it follows that σ̄ (λ) ≥

∑T
t=1 q

(t)σ̄t. It
follows that

E

[
F
(
θ̄(t)
)
− F ∗

]
≤ σ̄ (λ) ·D + Tq(1) · D

2

2η̃T
+ η̃ · σ̄2 (λ) + η̃C1 + η̃3C2. (96)

The final results is obtained by using O
(
Tq(1)

)
= 1. We have

E

[
F
(
θ̄(t)
)
− F ∗

]
≤ σ̄ (λ) ·D +

σ̄ (λ)√
T

+
C1 + C3√

T
+

C2√
T 3
, (97)

where C3 is a constant proportional to D2.

Lower Bound. In the rest of this proof, we use θ to denote the model parameters, and θ1, and θ2 its components.

We artificially construct a simple problem and a particular arrival process, such that the output of Algorithm 1, withM = 1,
C1 = 1, FIFO update rule, and η = Ω

(
1/
√
T
)

, verifies limT→∞ F
(
θ̄(T )

)
− F ∗ ≥ c · σ̄2 (λ), where c > 0 is a constant.

We consider a setting with Θ = [−1, 1]2, Z = {1, 2}, and a loss function defined for θ ∈ Θ with

`(θ; 1) , (θ1 + 1)
2

+
1

2
(θ1 + θ2 + 1)2, (98)

and
` (θ; 2) ,

1

2
(θ1 − 1)

2
+

1

2
(θ1 + θ2 − 1)2. (99)

We observe that the minimizer of `(·; 1) (resp. `(·; 2)) is θ∗1 = (−1, 0) (resp. θ∗2 = (1, 0)).

For time horizon T , we consider the arrival process, where one sample, say z1, is drawn uniformly at random from Z
at time step t1 = 1, and a second sample, z2, is drawn uniformly at random from Z a time step t2 = T/2. We define
q ,

∑T/2
t=1 q

(t). Since
(
q(t)
)
t≥1

is non increasing, then q ≥ 1/2. We remark that, in this setting, the trajectory of

Algorithm 1 is only determined by the values of z1 and z2, i.e., the values taken by the sequence
(
θ(t)
)
t≥1

are only
determined by the values of z1 and z2.

We have

εopt = E
S

[
L(λ)
S

(
θ̄(T )

)
−min
θ∈Θ
L(λ)
S (θ)

]
(100)

=
1

2
E
S

[
L(λ)
S

(
θ̄(T )

)
−min
θ∈Θ
L(λ)
S (θ)

∣∣S = {1, 2}
]

+
1

4
E
S

[
L(λ)
S

(
θ̄(T )

)
−min
θ∈Θ
L(λ)
S (θ)

∣∣S = {1}
]

(101)

+
1

4
E
S

[
L(λ)
S

(
θ̄(T )

)
−min
θ∈Θ
L(λ)
S (θ)

∣∣S = {2}
]

(102)

≥ 1

2
E
S

[
L(λ)
S

(
θ̄(T )

)
−min
θ∈Θ
L(λ)
S (θ)

∣∣S = {1, 2}
]
, (103)

and

σ̄2(λ) = q (1− q)E
S

[
max
θ∈Θ
‖∇`(θ; z1)−∇`(θ; z2)‖2

]
(104)

≤ q(1− q)
2

·max
θ∈Θ
‖∇`(θ; 1)−∇`(θ; 2)‖2 (105)

≤ 20 · q (1− q) . (106)

We consider the case when z1 = 1, and z2 = 2. Thus

L(λ)
S (θ) = q · `(θ; 1) + (1− q) · `(θ; 2). (107)

Let θ∗ be a minimizer of L(λ)
S , then

θ∗1 =
1− 3q

1 + q
and θ∗2 = 1− 2q − 1− 3q

1 + q
. (108)
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Moreover, one can prove that
min

θ∈[−1,1]
L(λ)
S ((θ, 0))−min

θ∈Θ
L(λ)
S (θ) ≥ 6 · q(1− q) (109)

For ε > 0, it exists E ≥ 1, and T0 ≥ 1, such that for any T ≥ T0, we have
∣∣∣θ̄(T )

2

∣∣∣ ≤ ε. Therefore,

L(λ)
S

(
θ̄(T )

)
−min
θ∈Θ
L(λ)
S (θ) ∼ε→0 L(λ)

S

(
(θ

(T )
1 , 0)

)
−min
θ∈Θ
L(λ)
S (θ) (110)

≥ min
θ∈[−1,1]

L(λ)
S ((θ, 0))−min

θ∈Θ
L(λ)
S (θ) (111)

≥ 6 · q(1− q) (112)

=
3

10
σ̄2 (λ) (113)

The same holds when z1 = 2, and z2 = 1. It follows that

εopt ≥
3

20
σ̄2 (λ) . (114)

B.6 Bound σ̄2(λ)

We remind, from Remark 1, that

σ2
0 , max

m
E

z∼Pm

[
sup
θ∈Θ
‖∇`(θ; z)−∇LPm (θ)‖2

]
, (115)

and

ζ , max
m,m′

sup
θ∈Θ

∥∥∇LPm′ (θ)−∇LPm (θ)
∥∥ . (116)

Lemma B.4. For any memory update rule and any choice of memory parameters λ we have

σ̄2 (λ) = O

(
σ2

0 + ζ2 ·
T∑
t=1

q(t)
M∑
m=1

(
pm − p(t)

m

)2
)
. (117)

Proof. We remind that

σ̄2 (λ) =
T∑
t=1

q(t) E
S

sup
θ∈Θ

∥∥∥∥∥∇L(λ)
S (θ)−

M∑
m=1

p(t)
m ∇L

(λ)

M(t)
m

(θ)

∥∥∥∥∥
2
 , (118)

and, for m ∈ [M ], we define

L(λ)
Sm (·) ,

∑T
t=1

∑
j∈I(t)m

λ
(t,j)
m `

(
·, z(j)

m

)
∑T
s=1

∑
i∈I(s)m

λ
(s,i)
m

, (119)

and we remind (see Theorem 4.1) that

pm =

∑T
t=1

∑
j∈I(t)m

λ
(t,j)
m∑M

m′=1

∑T
s=1

∑
i∈I(s)m

λ
(s,i)
m

. (120)

L(λ)
Sm and pm represent client m’s weighted empirical risk of client m and its relative importance, respectively. We remark

that

L(λ)
S =

M∑
m=1

pmL(λ)
Sm , (121)
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and

pm =

T∑
t=1

q(t)p(t)
m . (122)

For t ∈ [T ] and θ ∈ Θ, we have∥∥∥∇L(λ)
S (θ)−

M∑
m=1

p(t)
m ∇L

(λ)

M(t)
m

(θ)
∥∥∥2

=
∥∥∥∇L(λ)

S (θ)−
M∑
m=1

p(t)
m ∇L

(λ)
Sm (θ) +

M∑
m=1

p(t)
m ∇L

(λ)
Sm (θ)−

M∑
m=1

p(t)
m ∇L

(λ)

M(t)
m

(θ)
∥∥∥2

(123)

≤ 2
∥∥∥∇L(λ)

S (θ)−
M∑
m=1

p(t)
m ∇L

(λ)
Sm (θ)

∥∥∥2

+ 2
∥∥∥ M∑
m=1

p(t)
m ∇L

(λ)
Sm (θ)−

M∑
m=1

p(t)
m ∇L

(λ)

M(t)
m

(θ)
∥∥∥2

(124)

= 2

∥∥∥∥∥
M∑
m=1

p(t)
m

(
∇L(λ)
Sm (θ)−∇L(λ)

M(t)
m

(θ)
)∥∥∥∥∥

2

︸ ︷︷ ︸
,T1

+2
∥∥∥ M∑
m=1

(
pm − p(t)

m

)
· ∇L(λ)

Sm (θ)
∥∥∥2

︸ ︷︷ ︸
,T2

. (125)

Bound T1. We have

T1 =

∥∥∥∥∥
M∑
m=1

p(t)
m

(
∇L(λ)
Sm (θ)−∇L(λ)

M(t)
m

(θ)
)∥∥∥∥∥

2

(126)

≤
M∑
m=1

p(t)
m

∥∥∥∇L(λ)
Sm (θ)−∇L(λ)

M(t)
m

(θ)
∥∥∥2

(127)

=

M∑
m=1

p(t)
m

∥∥∥∇L(λ)
Sm (θ)−∇LPm (θ) +∇LPm (θ)−∇L(λ)

M(t)
m

(θ)
∥∥∥2

(128)

≤ 2

M∑
m=1

p(t)
m

∥∥∥∇L(λ)
Sm (θ)−∇LPm

(θ)
∥∥∥2

+ 2

M∑
m=1

p(t)
m

∥∥∥∇LPm
(θ)−∇L(λ)

M(t)
m

(θ)
∥∥∥2

. (129)

Bound T2. For m′ ∈ [m], we have

T2 =
∥∥∥ M∑
m=1

(
pm − p(t)

m

)
· ∇L(λ)

Sm (θ)
∥∥∥2

(130)

=
∥∥∥ M∑
m=1

(
pm − p(t)

m

)
·
(
∇L(λ)
Sm (θ)−∇L(λ)

Sm′ (θ)
)∥∥∥2

(131)

≤
M∑
m=1

(
pm − p(t)

m

)2

·
M∑
m=1

∥∥∥∇L(λ)
Sm (θ)−∇L(λ)

Sm′ (θ)
∥∥∥2

(132)

=

M∑
m=1

(
pm − p(t)

m

)2

·
M∑
m=1

∥∥∥∇L(λ)
Sm (θ)−∇LPm (θ) +∇LPm (θ)−∇LPm′ (θ) +∇LPm′ (θ)−∇L(λ)

Sm′ (θ)
∥∥∥2

(133)

≤ 3

M∑
m=1

(
pm − p(t)

m

)2

·

(
M∑
m=1

∥∥∥∇L(λ)
Sm (θ)−∇LPm (θ)

∥∥∥2

+
∥∥∥∇L(λ)

Sm′ (θ)−∇LPm′ (θ)
∥∥∥2
)

+ 3

M∑
m=1

(
pm − p(t)

m

)2

·
M∑
m=1

∥∥∇LPm
(θ)−∇LPm′ (θ)

∥∥2
. (134)

≤ 3

M∑
m=1

(
pm − p(t)

m

)2

·

(
M∑
m=1

∥∥∥∇L(λ)
Sm (θ)−∇LPm

(θ)
∥∥∥2

+
∥∥∥∇L(λ)

Sm′ (θ)−∇LPm′ (θ)
∥∥∥2
)
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+ 3Mζ2
M∑
m=1

(
pm − p(t)

m

)2

. (135)

We observe that

∇L(λ)
Sm (θ) =

Nm∑
i=1

p̃m,i∇`(θ; z(i)
m ), (136)

where, for i ∈ Nm,

p̃m,i =

∑T
t=1

∑
j∈Im 1 {j = i} · λ(t,j)

m∑T
t=1

∑
j∈I(t)m

λ
(t,j)
m

. (137)

Thus,

E
S

[∥∥∥∇L(λ)
Sm (θ)−∇LPm

(θ)
∥∥∥2
]

= E
Sm

[∥∥∥∇L(λ)
Sm (θ)−∇LPm

(θ)
∥∥∥2
]

(138)

= E
Sm

∥∥∥∥∥
Nm∑
i=1

p̃m,i∇`(θ; z(i)
m )−∇LPm

(θ)

∥∥∥∥∥
2
 (139)

= E
Sm

[∥∥∥∥∥
Nm∑
i=1

p̃m,i

(
∇`(θ; z(i)

m )−∇LPm
(θ)
∥∥∥2
)]

(140)

≤
Nm∑
i=1

p̃m,i E
Sm

[∥∥∥∇`(θ; z(i)
m )−∇LPm

(θ)
∥∥∥2
]

(141)

=

Nm∑
i=1

p̃m,i E
z
(i)
m

[∥∥∥∇`(θ; z(i)
m )−∇LPm (θ)

∥∥∥2
]

(142)

≤
Nm∑
i=1

p̃m,iσ
2
0 (143)

= σ2
0 . (144)

In the same way we prove that

E
S

∥∥∥∇LPm
(θ)−∇L(λ)

M(t)
m

(θ)
∥∥∥2

≤ σ2
0 . (145)

We conclude by combining (125), (129), (135), (144), and (145).

B.7 Proof of Theorem 4.4

Theorem 4.4. Under the same assumptions as in Theorem 4.1 and Theorem 4.3,

εtrue ≤O
(

1√
T

)
+O

(
σ̄ (λ)

)
+ 2discH

(
P(α),P(p)

)
+ Õ

√VCdim (H)

Neff

 .

Proof. This result is an immediate implication of Theorem 4.1 and Theorem 4.3 using (9).
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C Case Study

C.1 Intermittent Client Availability

In Section 5, we considered the scenario with two groups of clients: Mhist clients with “historical” datasets,
which do not change during training, and M − Mhist clients, who collect “fresh” samples with constant rates
{bm > 0,m ∈ JMhist + 1,MK} and only store the most recent bm samples due to memory constraints (i.e., Cm = bm).
Fresh clients can also capture the setting where clients are available during a single communication round: we would
then have Mhist “permanent” clients, which are are always available and do not change during training, and M −Mhist
“intermittent” clients, each of them available during one or a few consecutive communication rounds.

In the settings of Section 5, every client assigns the same weight to all the samples present in its memory independently
from the time; let λm be the weight assigned by client m ∈ [M ] to the samples currently present in ts memory, i.e.,
λ

(t,j)
m = λm for every t ∈ [T ] and j ∈ I(t)

m .

We remind that the total number of samples collected by client m ∈ [M ] is Nm. For a fresh client, say it m > Mhist,
Nm = bmT .

C.2 General Case

Corollary 5.1′. Consider the scenario with Mhist historical clients, and M −Mhist fresh clients. Suppose that the same
assumption of Theorem 4.4 hold, and that Algorithm 1 is used with with clients’ aggregation weights p = (pm)m∈[M ] ∈
∆M−1, then

εtrue ≤
(C1 + C3)√

T
+

C2√
T 3

+

(
D +

2√
T

)
σ0

√
M −Mhist

√√√√ M∑
m=Mhist+1

p2
m + 2 · max

m,m′
disc (Pm,Pm′) · ‖α− p‖1

+ 4 ·

√
1 + log

(
N

VCdim (H)

)
·
√

VCdim (H)

N
·

√√√√ M∑
m=1

p2
m

nm
, (146)

where C1, C2 and C3 are constants defined in the proof of Theorem 4.3, and σ0 is defined in Remark 1.

Proof. We remind that

pm,i =

∑T
t=1

∑
j∈I(t)m

1 {j = i} · λ(t,j)
m∑M

m′=1

∑T
t=1

∑
j∈I(t)

m′
λ

(t,j)
m′

, i ∈ N (T )
m , (147)

and

p(t)
m =

∑
j∈I(t)m

λ
(t,j)
m∑M

m′=1

∑
j∈I(t)

m′
λ

(t,j)
m′

, t ∈ [T ]. (148)

Replacing λ(t,j)
m = λm, we have

pm,i =
λm ·

∑T
t=1

∑
j∈I(t)m

1 {j = i}∑M
m′=1 λm′

∑T
t=1

∣∣∣I(t)
m′

∣∣∣ , (149)

and,

p(t)
m =

λm

∣∣∣I(t)
m

∣∣∣∑M
m′=1 λm′

∣∣∣I(t)
m′

∣∣∣ . (150)

In the settings of Corollary 5.1′, we have

I(t)
m =

{
{1, . . . , Nm} , m ∈ {1, . . . ,Mhist}
{(t− 1) · bm + 1, . . . , t · bm − 1} , m ∈ {Mhist + 1, . . . ,M} .

(151)
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Thus,

p(t)
m =

Nmλm · 1 {m ∈ J1,MhistK}+ bmλm · 1 {m ∈ JMhist + 1,MK}∑Mhist
m′=1Nm′λm′ +

∑M
m′=Mhist+1 bm′λm′

, (152)

and

pm,i =
λmT · 1 {m ∈ J1,MhistK}+ λm · 1 {m ∈ JMhist + 1,MK}∑M

m′=1Nm′λm′
. (153)

Therefore, pm,i = pm
Nm

, for every sample i ∈ [Nm].

Bound discH
(
P(α),P(p)

)
Let m′ ∈ [M ], we have

discH

(
P(α),P(p)

)
= sup
θ∈Θ

∣∣∣∣∣
M∑
m=1

(αm − pm) · LPm
(θ)

∣∣∣∣∣ (154)

= sup
θ∈Θ

∣∣∣∣∣
M∑
m=1

(αm − pm) ·
(
LPm (θ)− LPm′ (θ)

)∣∣∣∣∣ , (155)

where the last equality follows from the fact that
∑M
m=1 αm =

∑M
m=1 pm = 1. For all m ∈ [M ], we have

(αm − pm) ·
(
LPm

(θ)− LPm′ (θ)
)
≤ |αm − pm| ·

∣∣LPm
(θ)− LPm′ (θ)

∣∣ (156)

≤ |αm − pm| · sup
θ∈Θ

∣∣LPm
(θ)− LPm′ (θ)

∣∣ (157)

= |αm − pm| · discH (Pm,Pm′) (158)
≤ |αm − pm|max

m,m′
discH (Pm,Pm′) . (159)

Combining (155), and (159), we have

discH

(
P(α),P(p)

)
≤

M∑
m=1

|αm − pm| · max
m,m′

discH (Pm,Pm′) (160)

= ‖α− p‖1 · max
m,m′

discH (Pm,Pm′) . (161)

Compute N−1
eff We have N−1

eff =
∑M
m=1

∑Nm

i=1

(
pm
Nm

)2

=
∑M
m=1

p2m
Nm

= 1
N

∑M
m=1

p2m
nm

.

Bound σ̄ (λ) We have

σ̄2 (λ) =

T∑
t=1

q(t) E
S

sup
θ∈Θ

∥∥∥∥∥∇L(λ)
S (θ)−

M∑
m=1

p(t)
m ∇L

(λ)

M(t)
m

(θ)

∥∥∥∥∥
2
 . (162)

In the settings of Corollary 5.1′, q(t) = 1/T , and p(t)
m = pm, thus

σ̄2 (λ) =
1

T

T∑
t=1

E
S

sup
θ∈Θ

∥∥∥∥∥∇L(λ)
S (θ)−

M∑
m=1

pm∇LM(t)
m

(θ)

∥∥∥∥∥
2
 , (163)

where LM(t)
m

=
∑
j∈I(t)m

`
(
·, z(j)

m

)
/
∣∣∣I(t)
m

∣∣∣. Moreover, it is easy to check that, in this setting,

L(λ)
S =

1

T

T∑
t=1

M∑
m=1

pm · LM(t)
m
. (164)

Moreover,M(t)
m =M(1)

m for m ∈ [Mhist], thus for θ ∈ Θ,

∇L(λ)
S (θ)−

M∑
m=1

pm∇LM(t)
m

(θ) =

M∑
m=Mhist+1

pm ·
1

T

T∑
s=1

(
∇LM(s)

m
(θ)−∇LM(t)

m
(θ)
)
. (165)
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It follows that,

∥∥∥∇L(λ)
S (θ)−

M∑
m=1

pm∇LM(t)
m

(θ)
∥∥∥2

=

∥∥∥∥∥
M∑

m=Mhist+1

pm ·
1

T

T∑
s=1

(
∇LM(s)

m
(θ)−∇LM(t)

m
(θ)
)∥∥∥∥∥

2

(166)

≤ (M −Mhist)

M∑
m=Mhist+1

p2
m

∥∥∥∥∥ 1

T

T∑
s=1

(
∇LM(s)

m
(θ)−∇LM(t)

m
(θ)
)∥∥∥∥∥

2

(167)

≤ (M −Mhist)

M∑
m=Mhist+1

p2
m

T

T∑
t=1

∥∥∥∇LM(s)
m

(θ)−∇LM(t)
m

(θ)
∥∥∥2

. (168)

For the fresh clients, i.e., for m > M0, we have LM(t)
m

(θ) =
∑bm
i=1 `(θ, z

(t,i)
m )/bm, thus

E
S

∥∥∥∇LM(s)
m

(θ)−∇LM(t)
m

(θ)
∥∥∥2

≤ E
S

∥∥∥∥∥ 1

bm

bm∑
i=1

∇`
(
θ; z(t,i)

m

)
−∇`

(
θ; z(s,i)

m

)∥∥∥∥∥
2

(169)

≤ 1

bm

bm∑
i=1

E
S

∥∥∥∇`(θ; z(t,i)
m

)
−∇`

(
θ; z(s,i)

m

)∥∥∥2

(170)

≤ σ2
0 . (171)

Thus,

E
S

∥∥∥∇L(λ)
S (θ)−

M∑
m=1

pm∇LM(t)
m

(θ)
∥∥∥2

≤ σ2
0 (M −Mhist) ·

M∑
m=1

p2
m (172)

Conclusion We conclude the proof by precising that: c̃0 = (C1 + C3)/
√
T + C2/

√
T 3, where C1, C2, and C3 are the

constant introduced in the proof of Theorem 4.3.

The third term of (146) originates from the variability of the gradients across time as captured by σ̄2 (λ) in (18). In
particular, it only depends on the weights of the fresh clients (as there is no gradient variability for the historical clients).
The fourth term in (146) corresponds to the discrepancy between the target distribution, P(α), and the effective distribution
P(p) in (18). As expected, it vanishes when all clients have the same distribution, and, for a given heterogeneity of
the local distributions, it is smaller the closer the target relative importance of clients and the effective one are (i.e., the
closer α and p are). Finally, the fifth term in (146), corresponds to the term Õ

(√
VCdim (H) /Neff

)
in (18), as Neff =

N/
(∑M

m=1 p
2
m/nm

)
in this setting.

C.3 Proof of Corollary 5.1

Corollary 5.1. Consider the scenario with Mhist historical clients, and M −Mhist fresh clients. Suppose that the same
assumptions of Theorem 4.4 hold, that α = n, and that Algorithm 1 is used with clients’ aggregation weights p =
(pm)m∈[M ] ∈ ∆M−1, then

εtrue ≤ ψ(p; c) ,

c0 + c1 ·

√√√√ M∑
m=Mhist+1

p2
m + c2 ·

√√√√ M∑
m=1

p2
m

nm
,

where c = (c0, c1, c2) are non-negative constants not depending on p, given as:

c0 = (C1 + C3) +
C2

T

c1 = σ0

√
M −Mhist ·

(
D +

2√
T

)
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c2 = 4 ·

√
1 + log

(
N

VCdim (H)

)
·
√

VCdim (H)

N
+ 2 · max

m,m′
disc (Pm,Pm′)

and C1, C2, and C3 are the constants defined in the proof of Theorem 4.3, and σ0 is defined in Remark 1.

Proof. We remind that Corollary 5.1′ implies that

εtrue ≤
(C1 + C3)√

T
+

C2√
T 3

+

(
D +

2√
T

)
σ0

√
M −Mhist

√√√√ M∑
m=Mhist+1

p2
m + 2 · max

m,m′
disc (Pm,Pm′) · ‖n− p‖1

+ 4 ·

√
1 + log

(
N

VCdim (H)

)
·
√

VCdim (H)

N
·

√√√√ M∑
m=1

p2
m

nm
. (173)

The result follows using the fact that ‖p− n‖1 ≤
√∑M

m=1 p
2
m/nm − 1, which we prove below.

‖p− n‖1 =
M∑
m=1

|pm − nm| (174)

=

M∑
m=1

|pm − nm|√
nm

·
√
nm (175)

≤

√√√√ M∑
m=1

(pm − nm)
2

nm
·
M∑
m=1

nm (176)

=

√√√√ M∑
m=1

(pm − nm)
2

nm
(177)

=

√√√√ M∑
m=1

p2
m

nm
− 2

M∑
m=1

pmnm
nm

+

M∑
m=1

n2
m

nm
(178)

=

√√√√ M∑
m=1

p2
m

nm
− 1, (179)

where we used Cauchy-Schwarz inequality to bound
∑M
m=1

|pm−nm|√
nm

· √nm.

C.4 Proof of the Convexity of ψ

We remind that for p ∈ ∆M−1, and c ∈ R3
+, we have

ψ(p; c) =
c0√
T

+ c1 ·

√√√√ M∑
m=Mhist+1

p2
m + c2 ·

√√√√ M∑
m=1

p2
m

nm
. (180)

In order to prove the convexity of p 7→
√∑M

m=1
p2m
nm

, and p 7→
√∑M

m=Mhist
p2
m, it is sufficient to prove that the function

ϕβ : p 7→
√∑M

m=1 βmp
2
m is convex for any vector β ∈ RM+ . Let β ∈ RM+ , p, p̃ ∈ ∆M , and γ ∈ [0, 1], we have

ϕ2
β

(
γ · p+ (1− γ) · p̃

)
=

M∑
m=1

βm ·
(
γ · pm + (1− γ) · p̃m

)2
(181)

= γ2 ·
M∑
m=1

βmp
2
m + (1− γ)2 ·

M∑
m=1

βmp̃
2
m + 2γ(1− γ) ·

M∑
m=1

βmpmp̃m (182)
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Figure 4: From left to the right: effect of c2/c1 on the effective number of samples, the normalized gradient noise, and
the historical clients relative importance p∗hist for CIFAR-10 dataset (N = 5 × 105) and different values of Nhist/N , when
M = 50, and Mhist = 25. The dashed vertical line corresponds to our estimation of c2/c1 on CIFAR-10 experiments
(ĉ2/ĉ1 = 0.15).

≤ γ2 ·
M∑
m=1

βmp
2
m + (1− γ)2 ·

M∑
m=1

βmp̃
2
m + 2γ(1− γ) ·

√√√√ M∑
m=1

βmp2
m ·

√√√√ M∑
m=1

βmp̃2
m (183)

=

γ ·
√√√√ M∑
m=1

βmp2
m + (1− γ) ·

√√√√ M∑
m=1

βmp̃2
m

2

(184)

= (γ · ϕβ(p) + (1− γ) · ϕβ(p̃))
2
, (185)

where we use Cauchy-Shwartz inequality to bound
∑M
m=1 βmpmp̃m, as follows

M∑
m=1

βmpmp̃m =

M∑
m=1

(
pm
√
βm

)
·
(
p̃m
√
βmp̃m

)
≤

√√√√ M∑
m=1

βmp2
m ·

√√√√ M∑
m=1

βmp̃2
m. (186)

Since ϕβ is a non-negative function, we have

ϕβ
(
γ · p+ (1− γ) · p

)
≤ γ · ϕβ(p) + (1− γ) · ϕβ(p̃), (187)

proving that ϕβ is convex.

C.5 Numerical Study of Bound Minimization

Figure 4 illustrates how the solution and important system quantities change as a function of the ratio c2/c1, and fraction
of historical samplesNhist/N , in the particular setting whenM = 50 andMhist = 25. Beside the specific numerical values,
one can distinguish two corner cases. When c2/c1 � 1, the optimal solution corresponds to minimize

∑M
m=1 p

2
m/nm,

i.e., to maximize the effective number of samples, and then
∑
m (p∗m)

2
/nm. The optimal aggregation vector p∗ is then the

Uniform one: each sample is assigned the same importance during the whole training and each client a relative importance
proportional to its number of samples (p∗m = nm). In particular, the aggregate relative importance for historical clients
is p∗hist = Nhist/N . On the contrary, when c2/c1 � 1, the optimal solution corresponds to minimize

∑
m>Mhist

pm, i.e.,
the gradient variability. The Historical strategy is then optimal: fresh clients are ignored and historical clients receive
a relative importance proportional to the size of their local dataset (i.e., p∗m = Nm/Nhist = N

Nhist
nm for m ∈ [Mhist] and

p∗hist = 1). Figure 4 confirms these qualitative considerations, but also shows that the transition between these two regimes
depends on Nhist/N , with the transition occurring at smaller values of c2/c1 for smaller values of the Nhist/N .
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C.6 Details on the Estimation of the c2/c1

Using the expression of c1 and c2 from Corollary 5.1, we have

c2
c1

= 2 ·
maxm,m′ disc (Pm,Pm′) + 2 ·

√
1 + log

(
N

VCdim(H)

)
·
√

VCdim(H)
N

σ0

√
M −Mhist ·

(
D + 2√

T

) . (188)

We use the approximations √
1 + log

(
N

VCdim (H)

)
≈ 1, (189)

D +
2√
T
≈ D, (190)

4VCdim (H) ≈ d, (191)

where d is the number of parameters of the model θ ∈ Θ ⊂ Rd (see Section 3). We remind the definition of σ0 from
Remark 1:

σ0 =

√
max
m

E
z∼Pm

[
sup
θ∈Θ
‖∇`(θ; z)−∇LPm

(θ)‖2
]
≤ 2
√

2 · LB = 2G, (192)

where G was defined in (60). We use the approximation σ0 ≈ 2G. Finally, we remark that maxm,m′ disc (Pm,Pm′) ≤ B,
therefore, we approximate c2/c1 as

ĉ2
ĉ1
≈

B +
√
d/N

GD
√
M −Mhist

. (193)

In our experiments, clients cooperatively estimate ĉ2/ĉ1 using a fraction of their historical samples, with the particularity
that D is estimated as D̂ = maxMm=1

∥∥∥θ̂∗m − θ(1)
∥∥∥, where θ̂∗m is the model obtained after few iterations of stochastic

gradient descent using a fraction of the historical data of client m ∈ [M ].
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Table 3: Average test accuracy across clients for different datasets in the settings when Nhist/N = 50%.

DATASET D G B d

SYNTHETIC 1.9 0.4 0.7 21
CIFAR-10 1.0 5.5 2.3 3, 353, 034
CIFAR-100 1.0 4.7 4.6 3, 537, 444
FEMNIST 5.9 12.9 3.5 867, 390
SHAKESPEARE 2.6 1.4 6.1 226, 180

D Details on Experimental Setup

D.1 Datasets and Models

In this section, we provide detailed description of the datasets and models used in our experiments. We considered
five federated benchmark datasets with different machine learning tasks: image classification (CIFAR10 and CIFAR100
(Krizhevsky, 2009)), handwritten character recognition (FEMNIST (Caldas et al., 2018)), and language modeling (Shake-
speare (Caldas et al., 2018; McMahan et al., 2017)), as well as a synthetic dataset described in Appendix D.1.1. For
Shakespeare and FEMNIST datasets there is a natural way to partition data through clients (by character and by writer,
respectively). We relied on common approaches in the literature to sample heterogeneous local datasets from CIFAR-10
and CIFAR-100. Below, we give a detailed description of the datasets and the models / tasks considered for each of them.

D.1.1 Synthetic Dataset

Our synthetic dataset has been generated as follows:

1. Sample θ0 ∈ Rd ∼ N (0, Id), from the multivariate normal distribution of dimension d, with zero mean and unitary
variance

2. Sample θm ∈ Rd ∼ N (θ0, ε
2Id),m ∈ [M ] from from the multivariate normal distribution of dimension d, centered

around θ0 and variance equal to ε2

3. For m ∈ [M ] and i ∈ [Nm], sample x(i)
m ∼ U

(
[−1, 1]d

)
from a uniform distribution over [−1, 1]d

4. For m ∈ [M ] and i ∈ [Nm], sample y(i)
m ∼ B

(
sigmoid

(
〈x(i)
t , θm〉

))
, where B is the standard Bernoulli distribution

D.1.2 CIFAR-10 / CIFAR-100

We created federated versions of CIFAR-10 by distributing samples with the same label across the clients according to a
symmetric Dirichlet distribution with parameter 0.4, as in (Wang et al., 2020). For CIFAR100, we exploited the availability
of “coarse” and “fine” labels, using a two-stage Pachinko allocation method (Li and McCallum, 2006) to distribute the
samples across the clients, as in (Reddi et al., 2021). We train a shallow convolutional neural network for CIFAR-10/100
datasets.

D.1.3 FEMNIST

FEMNIST (Federated Extended MNIST) is a 62-class image classification dataset built by partitioning the data of Extended
MNIST based on the writer of the digits/characters. We train two-layer fully connected neural network for FEMNIST
dataset

D.1.4 Shakespeare

Shakespeare is a language modeling dataset built from the collective works of William Shakespeare. In this dataset, each
client corresponds to a speaking role with at least two lines. The task is next character prediction. We use an RNN that first
takes a series of characters as input and embeds each of them into a learned 8-dimensional space. The embedded characters
are then passed through 2 RNN layers, each with 256 nodes, followed by a densely connected softmax output layer. We
split the lines of each speaking role into into sequences of 80 characters, padding if necessary.
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D.2 Training Details.

In all experiments, the learning rate was tuned via grid search on the grid {10−3.5, 10−3, 10−2.5, 10−2, 10−1.5, 10−1} using
the validation set. Once the learning rate had been selected, we retrained the models on the concatenation of the training
and validation sets. Each experiment was repeated for three different seeds for the random number generator; we report
the mean value and the 95% confidence bound.

D.3 Arrival Process

For CIFAR-10/100 datasets, we consider an arrival process with Mhist = 25 clients with “historical” datasets, which
do not change during training, and M − Mhist = 25 clients, who collect “fresh” samples with constant rates
{bm > 0,m ∈ JMhist + 1,MK} and only store the most recent bm samples due to memory constraints (i.e., Cm = bm).
For a given value of Nhist/N , we split the train part of the original CIFAR-10/100 into two groups, historical and fresh,
withNhist andN−Nhist samples, respectively. We then distribute the samples from the historical (resp. fresh) group across
Mhist historical (resp. M −Mhist fresh) clients. A symmetric Dirichlet distribution is employed in the case of CIFAR-10,
and a Pachinko allocation method is employed in the case of CIFAR-100.

Shakespeare and FEMNIST datasets have a natural partition across clients—by character and by writer, respectively. In our
experiments, we split the natural clients of FEMNIST and Shakespeare into two groups, historical and fresh, withMhist and
M −Mhist clients, respectively. The historical clients participate to every communication round, while each fresh client is
only available in a single communication round in the case of FEMNIST and for at most two consecutive communication
rounds for Shakespeare dataset.

D.4 Numerical Values for ĉ2/ĉ1

Table 3 provide the values of D, G, B, and d and used for the estimation of th ratio ĉ2/ĉ1.
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Table 4: Average test accuracy across clients for different datasets in the settings when Nhist/N = 5%.

DATASET ĉ2/ĉ1 p�
HIST

TEST ACCURACY
FRESH HISTORICAL UNIFORM OURS OPTIMAL

SYNTHETIC 0.094 0.06 82.4 � 1.89 68.1 � 2.39 82.7 � 1.94 82.7 � 1.90 82.9 � 2.17
CIFAR-10 0.150 0.12 59.5 � 0.77 48.2 � 0.21 60.7 � 0.58 61.0 � 0.42 63.7 � 0.57
CIFAR-100 0.284 0.08 23.5 � 0.65 13.5 � 0.41 24.4 � 0.54 25.2 � 0.66 27.8 � 0.39
FEMNIST 0.001 1.00 55.2 � 1.79 65.7 � 0.09 58.4 � 1.80 65.7 � 0.09 65.7 � 0.09
SHAKESPEARE 0.064 1.00 40.2 � 0.34 49.0 � 0.06 41.0 � 1.33 49.0 � 0.06 49.0 � 0.06

Table 5: Average test accuracy across clients for different datasets in the settings when Nhist/N = 50%.

DATASET ĉ2/ĉ1 pHIST
TEST ACCURACY

FRESH HISTORICAL UNIFORM OURS OPTIMAL

SYNTHETIC 0.085 0.50 84.2 � 1.27 84.8 � 1.58 86.5 � 1.20 86.5 � 1.20 86.5 � 1.20
CIFAR-10 0.150 0.95 52.1 � 2.98 64.1 � 5.60 65.1 � 0.66 68.7 � 0.37 69.4 � 0.25
CIFAR-100 0.284 0.69 17.5 � 0.57 29.4 � 1.40 29.7 � 0.55 34.4 � 0.31 34.4 � 0.31
FEMNIST 0.001 1.00 48.3 � 2.98 66.2 � 0.23 57.8 � 1.93 66.2 � 0.23 66.2 � 0.23
SHAKESPEARE 0.095 1.00 30.9 � 0.51 44.1 � 0.27 41.1 � 0.56 44.1 � 0.27 44.1 � 0.27

E Additional Experimental Results
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Figure 5: Evolution of the test accuracy when using different values of phist for the synthetic dataset, when Nhist/N = 5%
(left), 20% (center), and 50% (right).
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Figure 6: Evolution of the test accuracy when using different values of phist for CIFAR-100 dataset, when Nhist/N = 5%
(left), 20% (center), and 50% (right).
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Figure 7: Evolution of the test accuracy when using different values of phist for FEMNIST dataset, when Mhist/M = 5%
(left), 20% (center), and 50% (right).
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Figure 8: Evolution of the test accuracy when using different values of phist for Shakespeare dataset, when Mhist/M = 5%
(left), 20% (center), and 50% (right).
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