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Abstract. Scheduling jobs with given processing times on identical par-
allel machines so as to minimize their total completion time is one of the
most basic scheduling problems. We study interesting generalizations of
this classical problem involving scenarios. In our model, a scenario is de-
fined as a subset of a predefined and fully specified set of jobs. The aim
is to find an assignment of the whole set of jobs to identical parallel ma-
chines such that the schedule, obtained for the given scenarios by simply
skipping the jobs not in the scenario, optimizes a function of the total
completion times over all scenarios.
While the underlying scheduling problem without scenarios can be solved
efficiently by a simple greedy procedure (SPT rule), scenarios, in general,
make the problem NP-hard. We paint an almost complete picture of the
evolving complexity landscape, drawing the line between easy and hard.
One of our main algorithmic contributions relies on a deep structural
result on the maximum imbalance of an optimal schedule, based on a
subtle connection to Hilbert bases of a related convex cone.

Keywords: machine scheduling · total completion time · scenarios ·
complexity

1 Introduction

For a set J of n jobs with given processing times pj , j ∈ J , one of the oldest
results in scheduling theory states that scheduling the jobs in order of non-
decreasing processing times on identical parallel machines in a round robin pro-
cedure minimizes the total completion time, that is, the sum of completion times
of all jobs [11].
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We study an interesting generalization of this classical scheduling problem
where the input in addition specifies a set of K scenarios S = {S1, . . . , SK},
with Sk ⊆ J , k = 1, . . . ,K. The task is then to find, for the entire set of jobs J ,
a parallel machine schedule, which is an assignment of all jobs to machines and
on each machine an order of the jobs assigned to it. This naturally induces a
schedule for each scenario by simply skipping the jobs not in the scenario. In
particular, jobs not contained in a particular scenario do not contribute to the
total completion time of that scenario and, in particular, do not delay later jobs
assigned to the same machine.

We aim to find a schedule for the entire set of jobs that optimizes a function
of the total completion times of the jobs over all scenarios. More specifically,
we focus on two functions on the scheduling objectives: in the MinMax version,
we minimize the maximum total completion time over all scenarios, and in the
MinAvg version we minimize the average of the total completion times over all
scenarios. In the remainder of the paper we refer to the MinMax version as Min-
MaxSTC (MinMax Scenario scheduling with Total Completion time objective)
and to the MinAvg version as MinAvgSTC.

Optimization under scenarios. Scenarios are commonly used in optimization
to model uncertainty in the input or different situations that need to be taken
into account. A variety of approaches has been proposed that appear in the lit-
erature under different names. In fact, scenarios have been introduced to model
discrete distributions over parameter values in Stochastic Programming [8], or as
samples in Sampling Average Approximation algorithms for stochastic problems
with continuous distributions over parameter values [20]. In Robust Optimiza-
tion [6], scenarios describe different situations that should be taken into account
and are often specified as ranges for parameter values that may occur. More-
over, in data-driven optimization, scenarios are often obtained as observations.
The problems we consider also fit in the general framework of A Priori Opti-
mization [7]: the schedule for the entire set of jobs can be seen as an a priori
solution which is updated in a simple way to a solution for each scenario. In
the scheduling literature, different approaches to modeling scenarios have been
introduced, for which we refer to a very recent overview by Shabtay and Gilen-
son [26]. Another related and popular framework is that of Min–Max Regret,
aiming at obtaining a solution minimizing the maximum deviation, over all pos-
sible scenarios, between the value of the solution and the optimal value of the
corresponding scenario [21].

Not surprisingly, for many problems, multiple scenario versions are funda-
mentally harder than their single scenario counterparts. Examples are the short-
est path problem with a scenario specified by the destination [16, 21], and the
metric minimum spanning tree problem with a scenario defining the subset of
vertices to be in the tree [7]. Scenario versions of NP-hard combinatorial opti-
mization problems were also considered in the literature such as, for example,
set cover [1] and the traveling salesperson problem [28].
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Related work. As we have already discussed above, a variety of approaches
to optimization under scenarios appear in the literature under different names.
Here we mention work in the field of scheduling that is more closely related to
the model considered in this paper. We refer to the survey [26] and references
therein for an overview of scheduling under scenarios.

Closest to the problems considered in this paper is the work of Feuerstein
et al. [13] who also consider scenarios given by subsets of jobs and develop ap-
proximation algorithms as well as non-approximability results for minimizing
the makespan on identical parallel machines, both for the MinMax and the Mi-
nAvg version. In fact, the hardness results for our problem given in Proposition 1
below follow directly from their work.

In multi-scenario models, a discrete set of scenarios is given, and certain pa-
rameters (e.g., processing times) of jobs can have different values in different
scenarios. Several papers follow this model, mainly focusing on single machine
scheduling problems. Various functions of scheduling objectives over the scenar-
ios are considered, that have the MinMax and the MinAvg versions as special
cases. Yang and Yu [29], for example, study a multi-scenario model and show
that the MinMax version of minimizing total completion time is NP-hard even
on a single machine and with only 2 scenarios, whereas in our model 2-scenario
versions are generally easy. (Notice that our model is different from simply as-
signing a processing time of 0 to a job in a scenario if the job is not present in
that scenario.) Aloulou and Della Croce [3] present algorithmic and computa-
tional complexity results for several single machine scheduling problems. Mas-
trolilli, Mutsanas, and Svensson [22] consider the MinMax version of minimizing
the weighted total completion time on a single machine and prove interesting
approximability and inapproximability results. Kasperski and Zieliński [18] con-
sider a more general single machine scheduling problem in which precedence
constraints between jobs are present and propose a general framework for solv-
ing such problems with various objectives.

Kasperski, Kurpisz, and Zieliński [17] study multi-scenario scheduling with
parallel machines and the makespan objective function, where the processing
time of each job depends on the scenario; they give approximability results for
an unbounded number of machines and a constant number of scenarios. Albers
and Janke [2] as well as Bougeret, Jansen, Poss, and Rohwedder [9] study a
budgetary model with uncertain job processing times; in this model, each job
has a regular processing time while in each scenario up to Γ jobs fail and require
additional processing time. The considered objective function is to minimize
the makespan: [9] proposes approximate algorithms for identical and unrelated
parallel machines while [2] analyses online algorithms in this setting.

2 Preliminaries

We start by defining the problem formally, denoting the set of integers {1, . . . , `}
simply by [`]. We are given a set of jobs J = [n], machines M = [m], non-negative
job processing times pj , j ∈ [n], and scenarios S = {S1, . . . , SK}, where Sk ⊆ J ,
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Fig. 1. Left: original schedule. Right: equivalent “weight-schedule”. In both cases the
objective value is equal to the total area of the rectangles.

k ∈ [K]. We assume that the jobs are ordered by non-increasing processing
times p1 ≥ p2 ≥ · · · ≥ pn.8 The task is to find a machine assignment, that is, a
map ϕ : [n]→ [m], or equivalently, a partitioning of the jobs J1, . . . , Jm with the
understanding that jobs in Ji shall be optimally scheduled on machine i ∈ [M ],
that is, according to the Shortest Processing Time first (SPT) rule (i.e., in reverse
order of their indices). Thus, the completion time of a particular job j′ ∈ Ji in
scenario k is the sum over all processing times of jobs j ∈ Ji ∩ Sk with j ≥ j′,
and the contribution of jobs in Ji to the total completion in scenario k ∈ [K] is
thus:

∑

j′∈Ji∩Sk

∑

j∈Ji∩Sk:j′≤j

pj =
∑

j∈Ji∩Sk

pj · |{j′ ∈ Ji ∩ Sk : j′ ≤ j}| (1)

Observation 1 ([12]) The above total unweighted completion time problem is
equivalent to the total weighted completion time with jobs of unit length of weight
wj := pj that are processed in reverse order, i.e., in order of non-increasing
weights.

Indeed, this equivalence between total completion time for unweighted jobs
scheduled in SPT order and total weighted completion time for unit length jobs
scheduled in order of non-decreasing weight was first observed by Eastman, Even,
and Issacs [12]. The idea behind the equivalence (1) is best seen from a so-
called 2-dimensional Gantt-chart; see Figure 1 and the work of Goemans and
Williamson [14], Megow and Verschae [23], or Cho, Shmoys, and Henderson [10].

In the introduction of this paper we prefer to present our results in terms
of the more commonly known unweighted version, but for the remainder of this
paper it is somewhat easier to argue about the weighted unit-processing time

8 In view of the SPT rule, this ordering might seem counterintuitive. But it turns out
to be convenient as we argue below in Observation 1.
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m = 2 m ∈ O(1) m part of input

K = 2 poly poly poly

3 ≤ K ∈ O(1)
weakly NP-hard,

pseudo-poly,
FPTAS

weakly NP-hard,
pseudo-poly,

FPTAS

weakly NP-hard,
poly if wj ∈ O(1)

K part of input
strongly NP-hard [13],
no (2− ε)-approx [13],

2-approx

strongly NP-hard
[13]

strongly NP-hard
[13]

Table 1. The complexity landscape of MinMaxSTC on m machines with K scenarios

version; hence the ordering of jobs introduced above. The objective of (MinMax-
STC) is then to minimize

max
k∈[K]

m∑

i=1

∑

j∈Ji∩Sk

wj · |{j′ ∈ Ji ∩ Sk : j′ ≤ j}|,

whereas MinAvgSTC aims to minimize

1

K

K∑

k=1

m∑

i=1

∑

j∈Ji∩Sk

wj · |{j′ ∈ Ji ∩ Sk : j′ ≤ j}|.

In the sequel in the MinAvgSTC we neglect the constant 1/K-term and
minimize the sum over all scenarios.

3 Our Contribution

We give a nearly complete overview of the complexity landscape of total com-
pletion time scheduling under scenarios. Tables 1 and 2 summarize our observa-
tions for MinMaxSTC and MinAvgSTC, respectively. The rows of both tables
correspond to different assumptions on the number of scenarios K, whereas the
columns specify assumptions on the given number of machines m.

First of all, it is not difficult to observe that both MinMaxSTC and MinAvg-
STC are strongly NP-hard if K can be arbitrarily large; see last row of Tables 1
and 2. This even holds for the special case of unit length jobs and only two jobs
per scenario. Moreover, for the case of MinMaxSTC on two machines, we get
a tight non-approximability result and corresponding approximation algorithm,
while for MinAvgSTC we can prove that the problem is APX-hard, i.e., there is
no PTAS, unless P=NP; see Section 4. For only K = 2 scenarios, however, both
problems can be solved to optimality in polynomial time; see first row of Tables 1
and 2. Even better, in Section 4 we present a simple algorithm that constructs
an ‘ideal’ schedule for the entire set of jobs simultaneously minimizing the total
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m = 2 m ∈ O(1) m part of input

K = 2 poly poly poly

3 ≤ K ∈ O(1) poly poly poly if wj ∈ O(1)

K part of input

strongly NP-hard
[13],

no PTAS [15, 19],
5/4-approx [25, 27]

strongly NP-hard [13],
no PTAS [15, 19],
(3/2-1/2m)-approx

[25, 27]

strongly NP-hard [13],
no PTAS [15, 19],
(3/2-1/2m)-approx

[25, 27]

Table 2. The complexity landscape of MinAvgSTC on m machines with K scenarios

completion time in both scenarios. These results develop a clear complexity gap
between the case of two and arbitrarily many scenarios.

A finer distinction between easy and hard can thus be achieved by considering
the case of constantly many scenarios K ≥ 3; see middle row in Tables 1 and 2.
These results constitute the main contribution of this paper.

Our results on MinMaxSTC for constantly many scenarios K ≥ 3 are pre-
sented in Section 5. Here it turns out that MinMaxSTC is weakly NP-hard
already for K = 3 scenarios and m = 2 machines, but can be solved in pseudo-
polynomial time for any constant number of scenarios and machines via dynamic
programming. Moreover, the dynamic program together with standard round-
ing techniques immediately implies the existence of an FPTAS for this case. If
the number of machines m is part of the input, however, our previous dynamic
programming approach fails. But then again, we present a more sophisticated
dynamic program that solves the problem efficiently if all job processing times
are bounded by a constant.

MinAvgSTC with constantly many scenarios K ≥ 3 is studied in Section 6.
Somewhat surprisingly, and in contrast to MinMaxSTC, it turns out that Min-
AvgSTC remains easy as long as the number of machines m is bounded by a
constant. This observation is again based on a dynamic programming algorithm.
Moreover, we conjecture that the problem even remains easy if m is part of the
input. More precisely, we conjecture that there always exists an optimal solu-
tion such that the imbalance between machine loads always remains bounded
by g(K) for some (exponential) function g that only depends on the number of
scenarios K, but not on m or n. Using a subtle connection to the cardinality
of Hilbert bases for convex cones, we prove that our conjecture is true for unit
job processing times. In this case we obtain an efficient algorithm with running
time mh(K) · poly(n) for some function h.

Several of our results, in particular for MinMaxSTC, can be generalized to
the Min–Max Regret framework; see the full version of the paper for details.
Moreover, due to space restrictions, most proofs are omitted in this version of
the paper and can be found in its full version.
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4 Scheduling Under Arbitrary K is Hard, but K = 2 is
Easy

4.1 NP-hardness for unbounded number of scenarios

For an unbounded number of scenarios, there is a straightforward proof that both
MinMaxSTC and MinAvgSTC are NP-hard on m ≥ 3 machines which relies on
a simple reduction of the graph coloring problem: Given a graph, we interpret its
nodes as unweighted unit length jobs and every edge as one scenario consisting
of the two jobs that correspond to the end nodes of the edge. Obviously, the
graph has an m-coloring without monochromatic edges if and only if there is a
schedule such that the total completion time of each scenario is 2 (i.e., both jobs
complete at time 1 on a machine of their own).

Since it is easy to decide whether the nodes of a given graph can be colored
with two colors, the above reduction does not imply NP-hardness for m = 2
machines. For this case, however, the inapproximability results for the multi
scenario makespan problem in [13] can be adapted to similar inapproximability
results for our problems. Also these results already hold for unweighted unit
length jobs. The proof is deferred to the full version of the paper.

Proposition 1. For two machines and all jobs having unit lengths and weights,
it is NP-hard to approximate MinMaxSTC within a factor 2−ε and MinAvgSTC
within ratio 1.011. The latter even holds if all scenarios contain only two jobs.

We notice that, for m = 2 machines, any algorithm for MinMaxSTC that
assigns all jobs to the same machine (in SPT order) gives a 2-approximation.
The approximability of MinMaxSTC for more than two machines is left as an
interesting open question. The following approximation result for MinAvgSTC
follows from a corresponding result for classical machine scheduling without
scenarios; see the full version for a short proof.

Proposition 2. For MinAvgSTC there is a (3/2−1/2m)-approximation algorithm
for arbitrarily many machines, even if m is part of the input.

4.2 Computing an ideal schedule for two scenarios

For K = 2 scenarios, both MinMaxSTC and MinAvgSTC are polynomial time
solvable on any number of machines. Actually, we prove an even stronger result:
one can find, in polynomial time, a schedule that has optimal objective function
value in each of the two scenarios simultaneously.

Theorem 2. For the MinMaxSTC and the MinAvgSTC problem with two sce-
narios, after sorting the jobs in order of non-increasing weight, one can find in
time linear in n a schedule that is simultaneously optimal for both scenarios.

Proof. We show how to assign the jobs in non-increasing order of their weights in
order to be optimal for both scenarios. As mentioned above, we want to assign
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the next job to a machine that, in each scenario, belongs to the least loaded
machines in terms of the number of jobs already assigned to it. For this purpose
we define two m-dimensional vectors s1 and s2 for scenarios 1 and 2, respectively,
containing the relative loads on the machines. The relative load of a machine
in a scenario is 0 if this machine belongs to the least loaded machines in this
scenario; it is 1 if it has one job more than a least loaded machine, etc. In our
assignment process, jobs will always be assigned to machines with relative load 0
in each of the scenarios they belong to. This ensures that we will end up with a
schedule that is optimal for both scenarios simultaneously.

Initially, both vectors s1 and s2 are zero vectors, since no jobs have been
assigned yet. When assigning job j, let µk be the lowest entry (lowest numbered
machine) equal to zero in vector sk. Moreover, let νk be the highest entry equal
to zero in sk. So initially, µ1 = µ2 = 1 and ν1 = ν2 = m. We apply the following
assignment procedure, where we use 1 to denote the all-1 vector. For j = 1 to
n, we apply the following case distinction:

– If j ∈ S1 \ S2 → assign j to machine µ1 and increase µ1 by 1.
– If j ∈ S2 \ S1 → assign j to machine µ2 and increase µ2 by 1.
– If j ∈ S1 ∩ S2 → assign j to machine ν1 = ν2 and decrease both ν1 and ν2

by 1.
– If s1 = 1 → reset s1 to become the all-0 vector. Reindex the machines

such that s2 becomes of the form (1, . . . , 1, 0, . . . , 0). Reset µ1 = 1, ν1 = m,
µ2 = µ2 +m− ν2, and ν2 = m. Do analogously if s2 = 1.

We prove that for each job there is always a machine with relative load 0 in each
scenario in which the job appears, thus implying the theorem. This is obviously
true if job j appears in only one scenario, since after assigning j−1 jobs, sk 6= 1,
k = 1, 2. Hence there is always a machine with relative load 0. For job j appearing
in both scenarios, we have to show that we maintain ν1 = ν2, in which case the
same machine has relative load 0 to accommodate job j. The only way it can
happen that ν1 6= ν2 is if ever machine ν1 was used for a job j′ that only
appeared in scenario 1. But that can only have happened if µ1 = ν1, in which
case s1 becomes an all-1 vector, and by resetting it to 0 and the renumbering of
the machines, the relation ν1 = ν2 had been restored. ut

5 The MinMax Version

5.1 Constant number of machines

In view of Theorem 2, the next theorem establishes a complexity gap for Min-
MaxSTC when going from two to three scenarios.

Theorem 3. On any fixed number m ≥ 2 of machines and with K = 3 scenar-
ios, MinMaxSTC is (weakly) NP-hard.

The proof can be found in the full version of the paper. It reduces a variant
of Partition, in which one is to partition a set of numbers into three sets of equal
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sum instead of two. This reduction establishes that MinMaxSTC is weakly NP-
hard. For the case m ∈ O(1), the weak NP-hardness cannot be strengthened
to strong NP-hardness (unless P=NP) since on a fixed number of machines and
scenarios an optimal solution can be found in pseudopolynomial time by dynamic
programming. Moreover, via standard rounding techniques, one can obtain an
FPTAS for MinMaxSTC. Details are given in the full version.

Theorem 4. There exists a pseudopolynomial algorithm as well as a fully poly-
nomial time approximation scheme for MinMaxSTC on a constant number of
machines with a constant number of scenarios.

The dynamic program runs in time O(m(m2n3W )mK), where W denotes the
largest (integer) job weight. The rounding for FPTAS redefines this weight to be

1 + mn2
/ε, i.e., the runtime of the FPTAS is in O

(
m
(
m2n3(mn

2
/ε)
)mK)

, indeed
polynomial in n and 1/ε assuming that m and K are constant.

An immediate consequence of the reduction that yields Theorem 3 is the NP-
hardness of the robust version of scheduling with regret, as mentioned in [26],
even when it is restricted to the parallel machine case. Similarly, the FPTAS
given in Theorem 4 can easily be adapted to this model. A more elaborate
discussion on the relations between our model and the scheduling with regret
model can be found in the full version of the paper.

5.2 Any number of machines

If job weights are bounded by a constant, MinMaxSTC (and also MinAvgSTC)
can be solved efficiently on any number of machines by dynamic programming.
For simplicity, we only discuss the case of unit job weights here, but our approach
can be easily generalized to the case of weights bounded by some constant.
The DP leading to the following theorem is based on enumeration of machine
configurations.

Theorem 5. If the number of scenarios K is constant, and all jobs have unit
weights, then MinMaxSTC and MinAvgSTC can be solved to optimality in poly-
nomial time on any number of machines.

The proof, which is omitted here, suggests an algorithm with runtimeO(mn2(2
K+K)).

6 The MinAvg Version

By Theorem 2, MinAvgSTC is solvable in polynomial time in the case of two
scenarios and by Theorem 5 in case of a constant number of scenarios and
bounded job weights. For general job weights, however, we need to design a
different dynamic program (DP) that solves MinAvgSTC in polynomial time for
any constant number of scenarios if there is also a constant number of machines;
see Section 6.1.
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In Section 6.2, we present a conjecture that, if true, leads to a polynomial
time dynamic programming algorithm for any number of machines. We prove
the conjecture for the special case of unit job weights which results in an efficient
algorithm for MinAvgSTC in this case that is faster than the one given in the
previous section as a function of the number of jobs, but slower as a function
of the number of machines. Moreover, it is not clear yet if the techniques carry
over to the more general case of job weights bounded by a constant.

6.1 Constant number of machines

We first describe the case of a constant number of machines. Recall that the
objective function for MinAvgSTC is defined as

K∑

k=1

m∑

i=1

∑

j∈Ji∩Sk

wj · |{j′ ∈ Ji ∩ Sk : j′ ≤ j}|,

with Ji the set of jobs assigned to machine i.
It is clear from the objective function that the contribution of some job j to

the cost of a solution depends only on the assignment of that job and any jobs
with higher weight, i.e., jobs 1, . . . , j − 1, to the various machines. In particular,
if we want to compute the contribution of job j to the cost of a solution in some
schedule, it is sufficient to know the following quantities for each i ∈ [m], k ∈ [K]

xik(j − 1) := |{j′ ∈ Ji ∩ Sk : j′ < j}|,

which together form a state of the scheduling process. If job j gets assigned to
machine i in that schedule, its contribution to the overall cost would then be

∑

k∈[K]:j∈Sk

wj(1 + xik(j − 1)).

In light of these observations, one can derive a dynamic program, leading to the
following theorem.

Theorem 6. The MinAvgSTC problem with constant number of machines and
constant number of scenarios can be solved in polynomial time.

Proof. We define a state in a dynamic programming decision process as a partial
schedule at the moment the first j jobs have been assigned and encode this by
a m×K matrix X(j), with xik(j) = |{j′ ∈ Ji ∩ Sk : j′ ≤ j}|.

This leads to a simple DP, using the following recursion, where we use
fj(X(j)) to denote the minimum cost associated with the first j jobs in any
schedule that can be represented by X(j):

fj(X(j)) = min
`∈[m]



fj−1(X(j − 1, `)) +

∑

k∈[K]:j∈Sk

wj(1 + x`k(j − 1))



 ,
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where X(j−1, `) is the matrix X(j−1) from which X(j) is obtained by assigning
job j to machine `. Equivalently, X(j−1, `) is the matrix obtained from X(j) by
diminishing all positive entries in row ` of X(j) by 1. It follows that X(j − 1, `)
has entries xik(j − 1) that satisfy x`k(j − 1) = x`k(j) − 1j∈Sk

for all k, and
xik(j − 1) = xik(j) for all i 6= `, and all k. Therefore, the computation of each
state can be done in time O(mK).

We initialize f0(0) = 0 (where 0 denotes the all-zero matrix) and set f0(X) =
∞ for any other possible X. Thus in each of the n phases (partial job assign-
ments) the number of possible states is bounded by (n+ 1)m×K , which, because
m and K are constants, implies that the DP runs in polynomial time. ut

The proof implies that the problem can be solved in time O(mKnmK+1),
which is polynomial given that m and K are constants in this particular case.

6.2 Any number of machines

In this section we develop another efficient algorithm for MinAvgSTC on an
arbitrary number of machines with a constant number of scenarios and unit job
weights. In contrast to the dynamic program presented in the proof of Theorem 5,
the running time is linear in n, the number of jobs, but polynomial in m with
the power a function of K, that is, the running time is of the form mh(K) · n for
some function h.

More importantly, the technique that we use here is new and we believe it
can be generalised to arbitrary job weights. For the time being it remains a
fascinating open question whether MinAvgSTC can even be solved efficiently
for arbitrary job weights. As we will explain, this is true under the assumption
that the following conjecture holds, which we do believe but can only prove for
the special case of unit job weights.

Conjecture 1. MinAvgSTC has an optimal solution such that for every scenario
k ∈ [K] and each j ∈ [n], the j largest jobs are assigned to the machines in such
a way that the difference in number of jobs assigned to each pair of machines is
bounded by a function g(K) of K only, or more formally

max
j∈[n],k∈[K]

{
max
i∈[m]

|{j′ ∈ Ji ∩ Sk : j′ ≤ j}| − min
i∈[m]

|{j′ ∈ Ji ∩ Sk : j′ ≤ j}|
}
≤ g(K).

We call the term on the left-hand side full disbalance of the schedule. To
adjust the DP to run in polynomial time for any number of machines under the
conjecture, we first observe that to compute a DP recursion step, the order of
the rows in each matrix X representing a partial schedule is irrelevant: we only
need to know how many machines have a certain number of jobs assigned to
them under each scenario, not exactly which machines.

A first step to encode partial schedules is using vectors ` ∈ C ⊆ {0, . . . , n}K ,
where we call C the set of machine configurations. If a machine has configura-
tion `, it means that in the partial schedule `k jobs have been scheduled on this
machine in scenario k. We then simply represent a partial schedule by storing
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the number of machines that have configuration `. We consider the space of
states that say how many machines have a certain configuration. We can further
compress this space by storing the smallest number of jobs on any machine in a
given scenario separately. That is

zk = min
i∈[m]

xik, k ∈ [K]

The crucial observation now is that under Conjecture 1, there is an optimal
solution such that for any partial schedule corresponding to that solution, 0 ≤
xik − zk ≤ g(K). We may therefore take C to be {0, . . . , g(K)}K , i.e., the excess
over zk, so that C has constant size for constant K. And we define

y` =
∑

i|xik−zk=`k, k∈[K]

1, ` ∈ C.

Since the entries of y are bounded by m and the entries of z are bounded
by n, the possible number of values for a pair (y, z) in the encoding above is

(m+ 1)(g(K)+1)K (n+ 1)K , yielding a polynomial time algorithm. Since the DP-
computation for each state in each phase (job assignment) is O(m) and there are
n consecutive job assignments in SPT-order in the DP, this yields a polynomial
time algorithm.

It is still open whether there exists an upper bound on the full disbalance of
the schedule depending only on K. In the following, we affirm this statement for
the case where all jobs have unit weights. Note that, in this case, the j largest
jobs are not well-defined. We therefore prove the stronger statement that for
any ordering of the jobs, the conjecture holds. To do so, we utilize the power of
integer programming, combining the theory of Hilbert bases with techniques of
an algorithmic nature.

Theorem 7. Conjecture 1 holds for unit weights and unit processing times,
where the jobs are given by an arbitrary (but fixed) order and the number m
of machines is part of the input.

The proof can be found in the full version.
One may wonder whether g(K) can be strengthened to be polynomial in K.

In the case of arbitrary weights, one can establish exponential lower bounds, for
which we refer to the full version of the paper as well.

7 Conclusion and Open Problems

We hope that our results inspire interest in the intriguing field of scenario
optimization problems. There are some obvious open questions that we left
unanswered. For example, is it true that MinMax versions are always harder
than MinAvg versions? For researchers interested in exact algorithms and fixed
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parameter tractability (FPT) results we have the following question. For the
scheduling problems that we have studied so far within the scenario model, we
have seen various exact polynomial time dynamic programming algorithms for
a constant number of scenarios K, but always with K in the exponent of a
function of the number of jobs or the number of machines. Can these results be
strengthened to algorithms that are FPT in K? Or are these problems W[1]-
hard? Similarly, researchers interested in approximation algorithms may wonder
how approximability is affected by introducing scenarios into a problem. We
have given some first results here, but it clearly is a research area that has so
far remained virtually unexplored.

Another interesting variation of the MinAvg version is obtained by assigning
probabilities to scenarios (i.e., a discrete distribution over scenarios) with the
objective to minimize the expected total (weighted) completion time. The DPs
underlying the results of Theorems 5 and 6 easily generalize to this version. But
Theorem 7 does not.

We see as a main challenge to derive structural insights why multiple (con-
stant number of) scenario versions are sometimes as easy as their single scenario
versions, like the MinAvg versions of linear programming or of the min-cut prob-
lem [4] or of the scheduling problem that we have studied here, and for other
problems, such as MinMaxSTC, become harder or even NP-hard.
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8 Appendix

8.1 Proofs of Propositions 1 and 2

For Proposition 1 we give sketches of the proof, because of similarly proven
inapproximability results in [13].

Proof (of Proposition 1: Sketches). For MinMaxSTC we can use essentially the
same reduction as in the proof of Theorem 1 in [13]. Consider a set of scenarios
with 2` + 1 jobs each, where in each scenario the jobs can be partitioned in a
perfectly balanced way. By the hardness of hypergraph balancing [5], it is NP-
hard to find a solution where none of the scenarios puts all jobs to one of the
machines. In a balanced solution the cost is

∑`
i=1 i +

∑`+1
i=1 i = (` + 1)2. If we

put all jobs on the same machine then the cost is
∑2`+1
i=1 i = (2`+ 1)(`+ 1).

For the MinAvg version we adapt the reduction in the proof of Theorem 6 in
[13] to the total completion time objective. Consider a Max Cut instance and
assign to each vertex a job with weight 1 and for each edge a scenario. Then a
cut gives a partition of the jobs. If the scenario is in the cut then the cost is 2,
if it is not in the cut then the jobs are on the same machine and the cost is 3.
Thus the objective value is 3 times the number of edges minus the size of the
cut. By this observation it follows that a (1+α)-approximation for MinAvgSTC
yields a (1−5α)-approximation for Max Cut and our results follow from known
inapproximability of Max Cut [15, 19]. ut

Proof (of Proposition 2). The result is an immediate consequence of the following
well known approximation result for the classical machine scheduling problem
without scenarios: If all jobs are assigned to machines independently and uni-
formly at random, the expected total weighted completion time of the resulting



16 Bosman et al.

schedule is at most a factor 3/2− 1/2m away from the optimum; see, e.g., [25, 27].
In our scenario scheduling model, this upper bound holds, in particular, for each
single scenario which yields a randomized (3/2− 1/2m)-approximation algorithm
by linearity of expectation. Furthermore, this algorithm can be derandomized
using standard techniques. ut

8.2 Proofs of Theorems 3 and 4

Proof (Proof of Theorem 3). We reduce Partition-3 (Partition into 3 subsets
instead of 2) to MinMaxSTC. Let {a1, . . . , an} be an instance of Partition-3, i.e.,
we are looking for a partition A1∪̇A2∪̇A3 = [n] with

∑
j∈A1

aj =
∑
j∈A2

aj =∑
j∈A3

aj = 1
3

∑n
j=1 aj .

We create (2m+ 2) ·n jobs, grouping them in (disjoint) subsets T1, . . . , Tn of
size 2m+ 2. For j = 1, . . . , n, we define the weights of the jobs in Tj as follows:

1. Three of the jobs have weight Qj , where (Qj)j∈{1,...,n} is a decreasing se-
quence of sufficiently large numbers to be determined later. These jobs ap-
pear in scenarios {1, 2}, {2, 3} and {1, 3} respectively. We shall refer to these
jobs as white, and depict them in figures accordingly.

2. Three of the jobs have weight Qj + aj . These jobs also appear in scenarios
{1, 2}, {2, 3} and {1, 3} respectively. We refer to these jobs as black and also
depict them in figures accordingly.

3. The remaining 2(m − 2) jobs appear in all three scenarios and have weight
Qj . We refer to them as the gray jobs.

In particular, there are no gray jobs for m = 2. Before determining Qj , we
formulate the assumptions that are needed for the reduction.

1. For j = 1, . . . , n− 1, jobs in Tj are executed before those in Tj+1.
2. Any optimal solution schedules two jobs from each phase on each machine

for each scenario.

Claim. For Ql > 4mn2amax +
∑n
j=l+1m · (4j − 1) · Qj , the above assumptions

are satisfied.

Proof. For the first condition to be fulfilled, we merely need Qj > Qj+1 + aj+1

for all j.
For the second, note that we have |Si ∩ Tj | = 2m for each i ∈ {1, 2, 3}

and j ∈ {1, . . . , n} (two white, two black, 2(k − 2) gray), which is a necessary
condition for the second assumption. Now it suffices to prove that any solution
satisfying the second property has strictly less weight than one that does not.

Any schedule that satisfies the second property places jobs from Tj to have
finishing times 2j − 1 and 2j. Since the weights of the jobs in Tj are upper
bounded by Qj + aj , such solutions cost at most

m ·
n∑

j=1

((2j − 1) + 2j) · (Qj + aj) ≤
n∑

j=1

m · (4j − 1) · (Qj + amax). (2)
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Now consider a schedule that does not satisfy the second property and let l be
the first index where it is violated, i.e. in every scenario, the two machines are
assigned two jobs from Tj each for j < l; and there exists a scenario where one
machine is assigned at least three jobs from Tl. For this scenario, the machine
with three jobs contributes to the weight by at least

l−1∑

j=1

((2j − 1) + 2j) ·Qj + (2l − 1) ·Ql + 2l ·Ql + (2l + 1) ·Ql. (3)

Here, we take the sum only over elements of T1∪ . . .∪Tl. The last summand cor-
responds to the third job from Tl that has finishing time 2l+1 by the minimality
of l. Similarly, the contribution of the other machines and jobs in T1 ∪ . . .∪Tl−1
is at least (m − 1) ·

∑l−1
j=1((2j − 1) + 2j) · Qj . On the other hand, we know by

|Si ∩ Tj | = 2m that there must be 2m − 3 other jobs in this scenario. At most
m−1 of these jobs can be completed at time 2l−1 because there are only m−1
other machines. The remaining m − 2 jobs are completed at time at least 2l.
These two cases together contribute at least another

((m− 1) · (2l − 1) + (m− 2) · 2l) ·Ql = (4ml − 6l −m+ 1) ·Ql (4)

to the weight. Considering the machine loaded with at least three jobs (lower
bounded by (3)) as well as the other machines (lower bounded by (4)), the weight
of the violating schedule is at least

l−1∑

j=1

m · (4j − 1) ·Qj + ((4ml − 6l −m+ 1) + 6l) ·Ql (5)

=

l∑

j=1

m · (4j − 1) ·Qj +Ql (6)

>

l∑

j=1

m · (4j − 1) ·Qj + 4mn2amax +

n∑

j=l+1

m · (4j − 1) ·Qj (7)

>

n∑

j=1

m · (4j − 1) · (Qj + amax). (8)

Comparing (2) and (8) yields a contradiction, finishing the proof of the claim.
ut

The exact values of the Qj are not relevant for the proof. We are rather
interested in their existence, which is evident given Claim 8.2. One can further
verify that e.g. the sequence Qj = (4mnamax)n−j satisfies the inequality in
Claim 8.2, meaning that the numbers Qj can be chosen polynomially large in
size of the input of Partition-3.

Since each job has unit processing time, the subsets Tj correspond to a de-
composition of the schedule into what we refer to as blocks, in which elements
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of Tj are completed in time 2j − 1 resp. 2j in any scenario. Therefore the con-
tribution of the elements of Tj to the sum of completion times is independent of
those in Tj′ with j′ 6= j.

Before continuing with the reduction, we make some observations about the
2k − 4 gray jobs. By the claim above, there is no optimal solution where these
jobs are assigned to the same machine as a non-gray job, for if this were the
case, then there would exist a scenario where either one job or three jobs would
be executed by this machine. Hence without loss of generality, we may assume
that gray jobs are assigned to machines 3 to m. In any optimal solution, these
machines then contribute the same amount of weight, which we neglect from
now on.

Let us consider the first two machines where no gray jobs are scheduled: For
any assignment of the jobs, there is one scenario where two black jobs appearing
in that scenario are assigned to the same machine. This is because two of the
three black jobs are assigned to the same machine, and there exists one scenario
where both these jobs are included. Given that the black jobs cost more than the
white ones and would ideally be completed at time 2j− 1, this creates an excess
weight in this particular scenario. More precisely, let (without loss of generality)
black jobs appearing in scenario S1 both be assigned to the first machine. In this
case, the j-th block contributes

(2j − 1) · (Qj + aj) + 2j · (Qj + aj) + (2j − 1) ·Qj + 2j ·Qj
=(8j − 2) ·Qj + (4j − 1) · aj .

In the scenarios S2 and S3 this contribution is

2 · (2j − 1) · (Qj + aj) + 2 · 2j ·Qj = (8j − 2) ·Qj + (4j − 2) · aj .

Note that the blocks in the scenarios S2 and S3 are optimal and the scenario
S1 costs aj more than these scenarios. The three scenarios are shown Figure 2.

For i ∈ {1, 2, 3} let Ai be the set of blocks j that cost more in the i-th scenario.
For instance, the block in Figure 2 is an element of A1. We immediately observe
that A1∪̇A2∪̇A3 = {1, . . . , n}. This yields for c(J ′) :=

∑
j∈J′ cj given J ′ ⊆ [n]

that

c(Si) =
n∑

j=1

c(Tj ∩ Si) =

n∑

j=1

((8j − 2) ·Qj + (4j − 2) · aj) +
∑

j∈Ai

aj .

Since c(S1) + c(S2) + c(S3) = 3
∑n
j=1((8j − 2) ·Qj + (4j − 2) · aj) +

∑n
j=1 aj , we

have

max
i=1,2,3

c(Si) ≥
n∑

j=1

((8j − 2) ·Qj + (4j − 2) · aj) +
1

3

n∑

j=1

aj .

This inequality is tight if and only if there is a partition of {1, . . . , n} into the
three sets A1, A2, A3 such that

∑
j∈A1

aj =
∑
j∈A2

aj =
∑
j∈A3

aj = 1
3

∑n
j=1 aj ,

i.e. if the set a1, . . . , an is a YES-instance of Partition-3. ut
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M1

M2

M3

Mk

1, 2 1, 3 2, 3

2, 3 1, 2 1, 3

1, 2, 3 1, 2, 3

...
...

1, 2, 3 1, 2, 3

M1

M2

M3

Mk

1, 2

1, 2

1, 3

1, 3

1, 2, 3 1, 2, 3

...
...

1, 2, 3 1, 2, 3

2, 3

1, 2

1, 2

2, 3

1, 2, 3 1, 2, 3

...
...

1, 2, 3 1, 2, 3

2, 3

1, 3

1, 3

2, 3

1, 2, 3 1, 2, 3

...
...

1, 2, 3 1, 2, 3

S1 S2 S3

Fig. 2. Left: The assignment to machines described above. Right: The blocks for sce-
narios S1, S2 and S3, respectively. The numbers denote the indices of the scenarios
that the jobs belong to.

Next, we prove the FPTAS for MinMaxSTC on a constant number of ma-
chines and a constant number of scenarios. To this end, we first find a pseu-
dopolynomial algorithm, to which the standard rounding techniques are applied.

Proof (Proof of Theorem 4). In order to develop a pseudopolynomial algorithm,
we first observe that the contribution of the i-th machine to the objective func-
tion value of MinMaxSTC is bounded by

max
k∈[K]

∑

j∈Ji∩Sk

wj · |{j′ ∈ Ji ∩ Sk : j′ ≤ j}| ≤ n2W,

where W := maxnj=1 wj .
We propose a dynamic program that, given integers zik, yik with i ∈ [m]

and k ∈ [K], decides whether there is an assignment of the jobs such that the
i-th machine has load yik and contributes exactly zik to the weighted sum of
completion times of the k-th scenario. More precisely, the dynamic program
stores assignments

Φj



y11 . . . y1K z11 . . . z1K
...

...
...

ym1 . . . ymK zm1 . . . zmK


 : [j]→ [m]

(e.g. as vectors) indexed by 2mK parameters with the property that this assign-
ment fulfills ∑

j∈Ji∩Sk

wj · |{j′ ∈ Ji ∩ Sk : j′ ≤ j}| = zik (9)

and
|{j′ ∈ Ji ∩ Sk : j′ ≤ n′}| = yik (10)
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where Ji denotes the set of jobs assigned to the i-th machine as usual. To allow
ourselves a more compact notation, we denote these maps by Φj [Y Z] whenever
the matrix entries are insignificant or evidently given by the matrices Y and Z.

The parameters yik are bounded by n and zik can each be bounded by n2W+1
because we are interested in an optimal schedule. Note that given matrices Y ∈
[n]m×K , Z ∈ {1, . . . , n2W}m×K , an assignment Φ[Y Z] does not have to exist
in general. However, as we shall see later, matrices (Y Z) without corresponding
assignments will not be called during the algorithm.

On the other hand, two different assignments can correspond to the same pa-
rameters Y, Z. This, however, will not be an issue for our purposes: If two assign-
ments ϕ,ϕ′ : [n′]→ [m] for some n′ ≤ n both corresponded to the same parame-
ters yik and zik, this implies that the loads and costs of the machines are identical
for the two assignments on each scenario. Therefore the dynamic program, whose
main purpose is to compute an optimal assignment Φn[Y, Z] : [n] → [m], could
use either of ϕ and ϕ′ as partial assignments, therefore we only store at most
one assignment per matrix (Y Z).

For n = 1, it is easy to decide whether a partial assignment for the given
matrix (Y Z) exists. This is the case if and only if

yik =

{
1 i = i′, 1 ∈ Jk
0 else

(11)

and

zik =

{
w1 i = i′, 1 ∈ Jk
0 else

(12)

for a fixed i′ ∈ [m]. In this case, the partial assignment Φ1[Y Z] : [1]→ [m] maps
the first and only job to the i′-th machine.

Now let 2 ≤ n′ ≤ n be fixed but arbitrary. By induction, we may assume
that we have defined the assignments

Φj



y11 . . . y1K z11 . . . z1K
...

...
...

ym1 . . . ymK zm1 . . . zmK


 : [j]→ [m]

for all j ≤ n′ − 1 and all possible values of (yik)i∈[m],k∈[K], (zik)i∈[m],k∈[K] for
which an assignment indeed exists so as to satisfy (10) and (9).

Now we consider the process of assigning the n′-th job to a machine, which
would mean an extension of an assignment Φn

′−1[Y ′Z ′] for appropriate matrices
Y ′ = (y′ik)i∈[m],k∈[K] and Z ′ = (z′ik)i∈[m],k∈[K]. This suggests in particular that
the appropriate Φn′−1[Y ′Z ′] is defined.

Assigning the n′-th job extends the map Φn
′−1[Y ′Z ′] and changes the load

and contribution of the machine to which we assign n′ to the objective function
value. That is, the resulting assignment would be encoded by parameters Y =
(yik) and Z = (zik) with entries yik = y′ik+1 and zik > z′ik whenever n′ ∈ Ji∩Sk,
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and yik = y′ik, zik = z′ik otherwise. To be more precise, the increase of the
contribution is given by

zik − z′ik = wn′ · |{j′ ∈ Ji ∩ Sk : j′ ≤ n′}| = wn′ · (y′ik + 1).

Our dynamic program checks for Y = (yik)i∈[m],k∈[K] and Z = (zik)i∈[m],k∈[K]

if there exists an m′ ≤ m such that the map

Φn′−1[Y ′Z′]:=: [n′−1]→[m] (13)

where the matrices Y ′ and Z ′ are defined as

Y ′ =




y11 . . . y1K
...

...
ym′1 − |{n′} ∩ S1| . . . ym′1 − |{n′} ∩ SK |

...
...

ym1 . . . ymK




(14)

and

Z ′ =




z11 . . . z1K
...

...
zm′1 − wn′ · ym′1 · |{n′} ∩ S1| . . . zm′K − wn′ · ym′K · |{n′} ∩ SK |

...
...

m1 . . . zmK




(15)

If this is the case, we define Φn
′
[Y Z] : [n′]→ [m] as

Φn
′
[Y Z](j) =

{
Φn
′−1[Z ′](j) j < n′

m′ j = n′

If such an m′ ≤ m does not exist, we do not define Φn
′
[Y Z]. This way,

Φn
′
[Y Z] is defined by the algorithm if and only if it is the extension of another

defined assignment Φn
′−1[Y ′Z ′] by the n-th job. By induction, the algorithm

therefore defines an assignment if and only if the corresponding schedule with
given yik, zik is indeed realizable. The recursion base n = 1 is given in (12).

Note that deciding whether m′ exists takes linearly many calls in m by linear
search. Moreover, there are at most polynomially many different maps in n, m
and W .

Given the dynamic program, we can solve the scheduling problem as follows:
Starting with ymax = zmax = 1 and incrementing upwards, we enumerate all
matrices Y Z with

∑
i=1 yik = |Sk| for all k ∈ [K] and maxKk=1

∑m
i=1 zik = zmax,

checking every time whether Φn[Y Z] has nontrivial domain. Once such a matrix
Z is found, we output the schedule Φn[Y Z]. Since there are polynomially many
matrices [Y Z] in n and W , this yields a pseudopolynomial algorithm.

We next show how to turn the pseudopolynomial algorithm into an FPTAS.
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Let I = (w1, . . . , wn, S1, . . . , SK) be an instance of MinMaxSTC and ε > 0.

For a number ρ to be determined later, we define w′j :=
⌈
wj

ρ

⌉
. We apply the

algorithm given above to the instance I ′ = (w′1, . . . , w
′
n, S1, . . . , SK) and output

the (exact) solution given by this algorithm for the instance I ′. Let J ′1, . . . , J
′
m

be the partitioning of the jobs given by an optimal schedule of the instance I.
Let alg denote the value of the output of our proposed FPTAS that returns the
optimal solution for the instance I ′, and opt the optimal value for the instance
I. Then we have

alg = max
k∈[K]

m∑

i=1

∑

j∈J′i∩Sk

wj · |{j′ ∈ J ′i ∩ Sk : j′ ≤ j}| (16)

≤ max
k∈[K]

m∑

i=1

∑

j∈J′i∩Sk

w′j · ρ · |{j′ ∈ J ′i ∩ Sk : j′ ≤ j}| (17)

≤ max
k∈[K]

m∑

i=1

∑

j∈Ji∩Sk

w′j · ρ · |{j′ ∈ Ji ∩ Sk : j′ ≤ j}| (18)

< max
k∈[K]

m∑

i=1

∑

j∈Ji∩Sk

(wj + ρ) · |{j′ ∈ Ji ∩ Sk : j′ ≤ j}| (19)

= opt + ρ · max
k∈[K]

m∑

i=1

∑

j∈Ji∩Sk

|{j′ ∈ Ji ∩ Sk : j′ ≤ j}| ≤ opt + ρmn2 (20)

On the other hand, we know that opt ≥ maxnj=1 wj =: W . Therefore,

alg

opt
< 1 +

ρmn2

opt
≤ 1 +

ρmn2

W

We set ρ := Wε
mn2 . Then we have alg

opt ≤ 1 + ε. Moreover, it holds that

w′j =

⌈
wjmn

2

Wε

⌉
≤ mn2

ε
+1,

therefore the algorithm has running time polynomial in m, n and 1
ε . ut

8.3 Proof of Theorem 5

We say that job j ∈ J is of type T = {k ∈ [K] | j ∈ Sk}. For T ⊆ [K], the subset
of jobs of type T is denoted by J(T ) and their number by nT := |J(T )|. Notice
that two jobs in J(T ) are indistinguishable as they occur in exactly the same
subset of scenarios and have the same (unit) weight.

Given an assignment φ : [n] → [m] of the machines to the jobs, a machine

configuration is a vector q(φ) = (q
(φ)
T )T⊆[K] with 0 ≤ q

(φ)
T ≤ nT , meaning that,

for every T ⊆ [K], exactly q
(φ)
T jobs of type T are assigned to a machine. For the
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sake of simplicity, we shall suppress the assignment in the following and denote
q(φ) simply by q.

For scenario k ∈ K, the number of jobs scheduled on a machine with con-
figuration q is n(q, k) :=

∑
T⊆[K]:k∈T qT , and the total completion time of ma-

chine configuration q in scenario k is c(q, k) := 1
2n(q, k)

(
n(q, k) + 1

)
; we de-

fine cq :=
(
c(q, k)

)
k∈[K]

.

The set of all possible machine configurations is denoted by Q. The number
of machine configurations is

|Q| =
∏

T⊆[K]

(nT + 1) ≤ (n+ 1)2
K

,

and thus polynomial in the input size. A feasible solution, i.e., an assignment
of jobs to machines, can be encoded by specifying, for every machine configura-
tion q, the number of machines yq of configuration q. More precisely, a feasible
solution is given by a vector y satisfying

∑

q∈Q
yq = m

∑

q∈Q
qT yq = nT for all T ⊆ [K]

The total completion time of solution y for scenario k is
∑
q c(q, k)yq.

Proof (of Theorem 5). We show how to efficiently solve MinAvgSTC and Min-
MaxSTC by dynamic programming. In the following we consider tuples (m′, π, d)
with π = (πT )T⊆[K], d = (dk)k∈[K], and

m′ ∈ {0, 1, . . . ,m}
πT ∈ {0, 1, . . . , nT } for every T ⊆ [K],

dk ∈ {0, 1, . . . , 12n(n+ 1)} for every k ∈ [K].

Notice that the number of such tuples is

(m+ 1)


 ∏

T⊆[K]

(nT + 1)


( 1

2n(n+ 1)
)K
,

which is polynomial in the input size. For each tuple (m′, π, d) define A(m′, π, d)
to be true if there is an assignment of πT jobs of type T , for every T ⊆ [K],
to m′ machines such that the total completion time in every scenario k ∈ [K]
is dk; otherwise, A(m′, π, d) is false. It thus holds that

A(0, π, d) =

{
true if πT = 0 for every T and dk = 0 for every k,

false otherwise.
(21)
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Moreover, for 1 ≤ m′ ≤ m,

A(m′, π, d) =
∨

q∈Q:q≤π

A(m′ − 1, π − q, d− cq); (22)

here we set A(m′− 1, π− q, d− cq) to false if d− cq 6≥ 0. With (21) and (22), all
values A(m′, π, d) can be computed in polynomial time.

The value of an optimum solution to MinMaxSTC can now be determined
by finding a tuple (m,n, d) with A(m,n, d) = true and maxk∈[K] dk minimum.
Similarly, the value of an optimum solution to MinAvgSTC can be determined
by finding a tuple (m,n, d) with A(m,n, d) = true and

∑
k∈[K] dk minimum.

Corresponding optimal machine assignments can be found by reverse engineer-
ing. ut

Notice that the dynamic program given in the proof above can be simpli-
fied for MinAvgSTC by only storing the total objective function value over all
scenarios

∑
k∈[K] dk in the state space. Since we present a considerably faster

algorithmic approach for MinAvgSTC in Section 6, we do not elaborate on this
any further.

8.4 Proof of Theorem 7

In the special case of unit weights (and unit processing times), we can prove
that there is an optimal solution to every instance such that the full disbalance
is bounded by a function only depending on the number K of scenarios.

To this end, we first prove a weaker statement regarding the disbalance at
the end of the schedule. We shall define the final disbalance under scenario k as

dk := max
i∈[m]

|Ji ∩ Sk| − min
i∈[m]

|Ji ∩ Sk|

and the final disbalance as d := maxk dk. If the final disbalance (under a
scenario k) refers to a solution ϕ which is not clear from the context, we denote
the respective final disbalance by d(ϕ) (dk(ϕ)).

Lemma 1. For an instance of MinAvgSTC with unit weights and unit process-
ing times which has a solution with final disbalance zero, the optimal solutions
are precisely those that have final disbalance zero.

Proof. Let Lk := Sk

m be the average load per machine in the k-th scenario. Then
the machines have load Lk + ak,1, . . . , Lk + ak,m for suitable rational numbers
ak,1, . . . , ak,m with

∑m
i=1 ak,i = 0. The objective value for this solution then

equals

K∑

k=1

n∑

i=1

(Lk + ak,i) (Lk + ak,i + 1)

2
=

K∑

k=1

1

2

(
L2
k + Lk + a2k,i

)
, (23)

which is minimized if and only if ak,i = 0 for all k ∈ [K] and i ∈ [m]. This is
the case if and only if |Ji ∩ Sk| = Lk for all i ∈ [m]. ut
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Lemma 2. For any optimal solution of an instance of MinAvgSTC with unit
weights and unit processing times, it holds that

dk ≤
√
K · 2K−1 for all k ∈ [K],

i.e., the final disbalance d of resulting schedules with respect to any scenario is
bounded by a function only dependent of the number K of scenarios.

Proof. Let an optimal solution ϕ : [n] → [m] be given to an instance with unit
weights and processing times. Assume for the sake of contradiction that in the
first scenario, the solution restricted to machines 1 and 2 (without loss of gen-
erality) admit a final disbalance strictly larger than

√
K · 2K−1, i.e.,

|J1 ∩ S1| − |J2 ∩ S1| >
√
K · 2K−1

for Ji = ϕ−1(i) (i = 1, 2). Our goal is to apply a redistribution of the jobs
assigned to machines 1 and 2 such that the objective value is strictly decreased
after the distribution, which contradicts the optimality of the initial solution.
Since the assignments to the remaining machines stay unchanged, it suffices to
show that the objective value of MinAvgSTC restricted to the first two machines
strictly decreases after the redistribution. Hence, for the remainder of this proof,
we may assume that m = 2.

For the redistribution of the jobs, notice that jobs that have the same scenario
profile are indistinguishable for our problem. Thus, we obtain disjoint subsets by
sorting jobs according to their scenario profile. Within each subset we order the
jobs in any fixed order, and assign them in this list order to the two machines,
always assigning the next job to the least loaded machine within the subset,
leading to an (almost) even load per machine per subset of equivalent jobs.

Formally, we redefine J1 and J2 as follows:

J1, J2 ← ∅
for I ⊆ [K], s.t. SI :=

⋂
k∈I Sk \

⋃
k/∈I Sk 6= ∅ do

Let SI := {jI1 , . . . , jIqI}
J1 ← J1 ∪ {jIi ∈ SI : i odd}
J2 ← J1 ∪ {jIi ∈ SI : i even}

For this solution, we immediately observe that the final disbalances d′k under

each scenario k satisfy d′k ≤ 2K−1 for each k. As we know that d1 >
√
K · 2K−1,

we obtain

K∑

k=1

d2k ≥ d21 > (
√
K · 2K−1)2 = K · 22K−2 ≥

K∑

k=1

(d′k)2,

giving a contradiction to ϕ being an optimal solution by the step (23) in the
proof of Lemma 1. ut

Recall that the full disbalance f of a schedule is given by f = maxk∈[K] fk,
where

fk := max
j∈[n]

{
max
i∈[m]

|{j′ ∈ Ji ∩ Sk : j′ ≤ j}| − min
i∈[m]

|{j′ ∈ Jl ∩ Sk : j′ ≤ j}|
}
.
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We propose an algorithm that provides a proof of the conjecture for the
unit weight case and m = 2. This algorithm will be used as a subroutine in an
algorithm that provides a proof of the unit weight case (with arbitrarily many
machines).

Proposition 3. There exists an algorithm that takes an instance of MinAvgSTC
on m = 2 machines as well as an optimal solution of this instance as input, and
outputs an optimal solution with full disbalance at most

(
22

K+1

· (K!)2 + 1
)2·2K

· 22
K+1+K+1 · (K!)2 +

√
K · 2K−1.

Proof. We describe an algorithm that produces the solution as in the conjecture,
starting from an arbitrary optimal solution.

Due to some restrictions of the techniques that we apply, we aim to start
with a solution ϕ : [n] → {1, 2} that has zero final disbalance for each scenario,

i.e.
∑K
k=1 dk = 0, though it is evident that an optimal solution of an arbitrary

instance need not satisfy this. However, by Lemma 2, we know that the final
disbalance of any optimal solution is at most

√
K · 2K−1. To obtain a solution

ψ : [n +
∑K
k=1 dk] → {1, 2} with zero final disbalance, we add dk auxiliary jobs

that appear only in scenario k for k = 1, . . . ,K. An optimal solution of this
extended instance now has zero final disbalance at the end of the schedule for
every scenario by Lemma 1. We apply our algorithm to this extended optimal
solution to obtain a solution ψ′ : [n +

∑K
k=1 dk] → {1, 2} and remove the aux-

iliary jobs at the end, obtaining an assignment ϕ′ : [n] → {1, 2}. The following
diagram demonstrates our reduction onto instances with a solution that satisfies∑K
k=1 dk = 0.

initial optimal
solution ϕ of in-
stance I

(optimal) solution
ψ of extended in-
stance I ′ with zero
final disbalance

(optimal) solution ψ′ of ex-
tended instance I ′ with zero
final disbalance and full disbal-
ance bounded by a value f(K)
only depending on K

solution ϕ′ of instance I with
full disbalance bounded by a
value g(K) only depending on
K

adding
auxiliary
jobs

algorithm

removing
auxiliary
jobs
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It is immediate that removing the auxiliary jobs increases each fk by at
most

√
K · 2K−1; therefore the full disbalance f(ϕ′) of the solution ϕ′ is at most

g(K)+
√
K ·2K−1 if the full disbalance of the solution ϕ is g(K). One also easily

observes that the resulting solution is an optimal one:

Claim. The solution ϕ′ as described above is optimal.

Proof. As observed in the step (23) the proof of Lemma 1 above, it suffices to

show that
∑K
k=1 dk(ϕ′)2 ≤

∑K
k=1 dk(ϕ)2. By our assumptions, we have dk(ψ′) =

0 for every k ∈ [K]. Moreover, removing auxiliary jobs can create at most as much
additional final disbalance for scenario k as there are auxiliary jobs appearing in
scenario k (which is dk(ϕ)); in total, we observe dk(ϕ′) ≤ dk(ψ′)+dk(ϕ) = dk(ϕ).
Taking squares of this equation and summing over each k, we obtain the desired
inequality. ut

Hence, in the following, we may assume that there exists a solution ϕ with∑K
k=1 dk(ϕ) = 0. In fact, precisely the optimal solutions satisfy this by Lemma 1.

For a fixed bijection σ : 2{1,...,K} → {1, . . . , 2K}, let M ∈ {0, 1}K×2K be given
by entries

Mkσ(S) :=

{
1 k ∈ S,
0 else.

This matrix helps us to compute how many jobs are assigned to each machine

for each scenario. Let x, y ∈ Z2K

≥0 encode the number of jobs of each profile in
machines 1 and 2, respectively. That is, for S ⊆ [K], the σ(S)-th entry of x
resp. y denotes the number of jobs appearing precisely in scenarios k ∈ S in
machine 1 resp. 2. Then, the vectors Mx,My ∈ ZK≥0 have entries corresponding
to the number of jobs appearing in each scenario, that is, their respective k-th
entry denotes the number of jobs on machine 1 resp. 2 that appear in scenario
k ∈ [K].

A solution ψ : [n]→ {1, 2} is optimal if and only if Mx = My. Motivated by
this observation, we consider the polyhedral cone

C := {(x, y) ∈ R2·2K
≥0 : Mx−My = 0}.

The set of optimal solutions is given by a subset of the lattice points CI :=

C ∩ Z2·2K . It is easy to observe that C is a pointed rational convex cone, that
is, we have

C = cone(r1, . . . , rq(K))

where r1, . . . , rq(K) are the extreme rays of C. We may assume that rp ∈ Z2K+1

and

‖rp‖∞ ≤
(K!)2

2
for p ∈ [q(K)]. (24)

without loss of generality. As there are 2K+1 inequalities defining C, there can be

at most 22
K+1

subsystems that can define an extreme ray, therefore the number

of extreme rays is bounded by q(K) ≤ 22
K+1

.
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An implication of C being a pointed cone is that the irreducible lattice points
of CI build a Hilbert basis B. In other words, every point in CI (and hence the
encoding of every optimal solution) is an integer linear combination of the set
of irreducible vectors in CI , that is, those that cannot be written as the sum of
two nonzero points in CI . Combinatorially, these correspond to partial solutions
with final disbalance zero that do not have subsolutions with final disbalance
zero.

Claim. For any vector b ∈ B of the Hilbert basis, we have ‖b‖∞ ≤ 22
K+1 · (K!)2.

Proof. It is well-known (cf. [24]) that all elements of B can be written as a linear

combination v =
∑q(K)
p=1 λpr

p for suitable λp ∈ [0, 1] and extreme rays rp of C
(` ∈ [q(K)]). Hence

‖b‖∞ =

∥∥∥∥∥∥

q(K)∑

p=1

λpr
`

∥∥∥∥∥∥
∞

≤
q(K)∑

p=1

λp‖rp‖∞ ≤ 22
K+1

· (K!)2

2

by (24). ut

Claim. For the Hilbert basis B, it holds that |B| ≤
(

22
K+1 · (K!)2 + 1

)2·2K
.

Proof. By Claim 8.4, each entry in a basis vector admits integral values between

0 and 22
K+1 · (K!)2. There are hence 22

K+1 · (K!)2 + 1 choices for each of the
2 · 2K entries. ut

Now consider an optimal schedule (i.e. one with final disbalance zero) and
the corresponding vector v ∈ CI . Then, by definition of a Hilbert basis, we find
a decomposition

v =
∑

b∈B

λbb (25)

with λb ∈ N and ‖b‖∞ ≤ 22
K+1 · (K!)2

2 . This means that we can decompose jobs
in our schedule into

∑
b∈B λb classes each of which has final disbalance zero.

These classes correspond to the basis elements b ∈ B, there are λb copies of such
classes for each b ∈ B.

The core idea of the algorithm is to exploit the fact that |B| is bounded by
a function of K. Since λb are not necessarily bounded by a function of K, the
most important detail is to bound the sum of full disbalances of classes that
contribute to the same b ∈ B.

To describe the algorithm, we first consider a fixed b ∈ B. Let τ : [n] →
2S , j 7→ {s ∈ S : j ∈ s} be the transversal to the scenario sets. Then each
job j contributes to the vector v by a unit vector; more precisely by eσ(τ(j))
if it is assigned to the first machine and by e2K+σ(τ(j)) if it is assigned to the
second. Our algorithm takes the jobs that contribute to the summand λbb of the
sum (25) according to the order σ and assigns each job to the class with the
smallest possible index in which τ(j) “fits”.
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More precisely, let B = {b1, . . . , b|B|} and let ψ : [n]→ {1, 2} be an asignment

with zero final disbalance which corresponds to a vector v =
∑B
p=1 λbpbp ∈

CI and let b1p, . . . , b
λbp
p denote copies of bp. We describe the new assignment

ψ′ : [n]→ {1, 2} as follows:

for j = 1 to n do
for p = 1 to |B| do

for ` = 1 to λbp do
if b`p − eσ(τ(j)) ≥ 0 then

b`p ← b`p − eσ(τ(j))
ψ(j)← 1
continue

else if b`p − e2K+σ(τ(j)) ≥ 0 then

b`p ← b`p − e2K+σ(τ(j))

ψ(j)← 2
continue

Claim. At any point of the algorithm, we have b`p ≤ b`
′

p for ` < `′.

Proof. We prove the claim via induction over the jobs j. At the beginning of the
algorithm, b`p and b`

′

p both equal bp, therefore the claim holds trivially.
Let j be an arbitrary job that is assigned to a machine at the p-th iteration of

the second inner loop and the `′-th iteration of the innermost loop. By induction,
we may assume that b`p ≤ b`

′

i right before the j-th iteration of the outermost

loop. This is the only case where b`
′

p is decreased, and since the values of b`p
and b`

′

p are monotonically decreasing throughout the algorithm, such jobs j are
the only reasons that the claim could become violated for the first time. Since
` < `′, the job j has not been assigned at the `-th iteration, meaning that
(bp(`))σ(τ(j)) = (bp(`))2K+σ(τ(j)) = 0 at the j-th iteration of the outermost loop.
On the other hand, we have (bp(`))σ(τ(j)), (bp(`))2K+σ(τ(j)) ≥ 0 at the end of the
j-th iteration, for else the assignment for j would have happened later. Since all
other entries of b`p and b`

′

p stay constant during this iteration, the claim follows.
ut

The monotonicity of the b`p in the parameter ` implies that at any point

of the algorithm, there is at most one ` such that (b`p)k − (b`p)k+2K 6= 0 holds
for some k ∈ [K]. This particular ` =: `(j) is the index of the only copy whose
corresponding jobs contribute to the current final disbalance. To be more precise,
we have for every j ∈ [n] and k ∈ [K]:

max
i∈{1,2}

|{j′ ∈ Ji ∩ Sk ∩Bp : j′ ≤ j}| − min
i∈{1,2}

|{j′ ∈ Ji ∩ Sk ∩Bp : j′ ≤ j}|

≤ max
i∈{1,2}

|{j′ ∈ Ji ∩ Sk ∩Bp`(j) : j′ ≤ j}| − min
i∈{1,2}

|{j′ ∈ Ji ∩ Sk ∩Bp`(j) : j′ ≤ j}|

where Bp resp. Bp`(j) denotes the set of jobs that are assigned during the middle
iteration p resp. the two innermost iterations (p, `(j)). The size of the latter is
bounded by ‖bp‖1 by the construction of the algorithm.
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Therefore, we have

max
j∈[n],k∈[K]

{
max
i∈{1,2}

|{j′ ∈ Ji ∩ Sk : j′ ≤ j}| − min
i∈{1,2}

|{j′ ∈ Ji ∩ Sk : j′ ≤ j}|
}

(26)

≤
|B|∑

p=1

max
j∈[n],k∈[K]

{
max
i∈{1,2}

|{j′ ∈ Ji ∩ Sk ∩Bp : j′ ≤ j}| − min
i∈{1,2}

|{j′ ∈ Ji ∩ Sk ∩Bp : j′ ≤ j}|
}

(27)

≤
|B|∑

p=1

max
j∈[n],k∈[K]

{
max
i∈{1,2}

|{j′ ∈ Ji ∩ Sk ∩Bp`(j) : j′ ≤ j}| − min
i∈{1,2}

|{j′ ∈ Ji ∩ Sk ∩Bp`(j) : j′ ≤ j}|
}

(28)

≤
|B|∑

p=1

‖bp‖1 ≤
|B|∑

p=1

2 · 2K · ‖bp‖∞ ≤
(

22
K+1

· (K!)2 + 1
)2·2K

· 2 · 2K · 22
K+1

· (K!)2

(29)

The last inequality holds by Claims 8.4 and 8.4. This inequality together with
the reduction at the beginning finishes the proof. ut

Proof (Proof of Theorem 7). We use the algorithm from Proposition 3 as a sub-
routine to apply on two machines, after which we obtain full disbalance bounded
by a function f(K) when restricted to these two machines (cf. proof of Proposi-
tion 3). We call this subroutine equalizing and denote by equalize(i1, i2) when
applied to machines i1 and i2. We equalize two machines at a time and prove
that for a suitable function value g(K) depending on the number K of scenar-
ios as well as a suitable choice of pairs of machines to equalize, the procedure
eventually terminates with the desired outcome.

Let Lk := Sk

m be the average load of a machine for scenario k ∈ [K]. Then
the procedure can be described as follows:

while there exists i ∈ [m], k ∈ [K] with ||Ji ∩ Sk| − Lk| > 2K · f(K) do
if |Ji ∩ Sk| > Lk then

equalize(i, argmini′∈[m]|Ji′ ∩ Sk|)
else

equalize(i, argmaxi′∈[m]|Ji′ ∩ Sk|)

By construction, the algorithm outputs a solution with full disbalance at
most 4K · f(K) if it terminates, because then we have for any two machines
i1, i2 ∈ [m] and for any scenario k ∈ [K]:

||Ji1 ∩ Sk| − |Ji2 ∩ Sk|| = |(|Ji1 ∩ Sk| − Lk)− (|Ji2 ∩ Sk| − Lk)|
≤ ||Ji1 ∩ Sk| − Lk|+ ||Ji2 ∩ Sk| − Lk| ≤ 2 · 2K · f(K)

Therefore, it suffices to show that the procedure terminates.

Claim. The sum L :=
∑m
i=1

∑K
k=1 ||Ji ∩ Sk| − Lk| strictly decreases at each

iteration of the procedure.
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Proof. After the subroutine equalize(i1, i2) is applied, all summands of L in-
dexed by i /∈ {i1, i2} stay constant. Let k be the scenario because of which
the subroutine was applied (i.e. one has ||Ji1 ∩ Sk| − Lk| > 2K · f(K) or
||Ji2 ∩ Sk| − Lk| > 2K · f(K)). Then the summands ||Ji1 ∩ Sk| − Lk| resp.
||Ji2 ∩ Sk| −Lk| were each decreased by at least 1

2 ||Ji1 ∩ Sk| −Lk| − f(K) resp.
1
2 ||Ji1∩Sk|−Lk|−f(K). For k′ 6= k, the increase each summand ||Ji1∩Sk′ |−Lk′ |
resp. ||Ji2 ∩ Sk′ | −Lk′ | is at most f(K). Therefore, the total decrease is at least

1

2
||Ji1 ∩ Sk| − Lk| − f(K) +

1

2
||Ji1 ∩ Sk| − Lk| − f(K)− 2(K − 1) · f(K)

>
1

2
· 4K · f(K)− 2K · f(K) = 0.

The claim implies that the procedure must terminate after finitely many steps
as we have L ≥ 0 throughout the procedure. ut

8.5 Exponential Lower Bound on Disbalance

Let us turn to the lower bound construction. First, we consider the following
related question. Suppose we are given a 0− 1 matrix A ∈ {0, 1}n×K such that
every column in A sums to c. We now want to know whether there exists a
proper n′×K submatrix A′ of A such that each column in A′ sums to c′ < c. If
this is not the case, we call matrix A unsplittable.

For every unsplittable matrix A such that every column sums to c, we can
create an instance of MinAvgSTC such that the disbalance of the schedule is
c. To see this, note that we may create an instance on 2 machines, consisting
of one job for every row in A with weight 1, and a scenario for each column in
A, where such a job j belongs to scenario k if and only if there is a 1 in the
corresponding entry. Furthermore, we create another set of c jobs appearing in
every scenario, with weight 1− ε. For ε small enough in the optimal solution the
jobs corresponding to the rows of A should be assigned to the same machine, say
machine 1, and the c additional jobs to machine 2. However, the DP will schedule
the rows of A first and therefore after having assigend all jobs corresponding to
the rows of A it has to create a disbalance of c, since machine 2 will have been
assigned no jobs yet.

We can now construct a family of instances showing that the disbalance of
the schedule is at least exponential in K. Let q be some natural number and let
I, J be the q × q identity respectively the all ones matrix, and let H be J − I.
We define the following q2 × 2q matrix.

A2
q =




I J
J H
...

...
J H


 ,

where the submatrix (J H) is repeated q−1 times. Now the columns sum to
q2− q+ 1, but no proper submatrix has columns summing to the same number.
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To see this, note that if we take a row from the top (I J), we must take all
of them, just to balance out the first q columns. But then the first q columns
contain in total q2 − q fewer ones than the last q columns. As every row in the
bottom has exactly one zero, it takes all of the bottom rows to make up the
difference.

We can use this insight to work up the example. Let Jm,n be the m × n
all ones matrix. Let B2

q = Jq2,2q − A2
q. Then B2

q has no proper submatrix with
uniform column sums either, but has every column summing to q − 1. Hence,
the following matrix is again unsplittable:

A3
q =




B2
q Jq2,q

Jq,2q H
...

...
Jq,2q H


 ,

where the submatrix (Jq,2q H) is repeated q2 − 2q + 2 times. Note that the
number of ones in B2

q is equal to 2q2 − 2q, whereas the number of ones in Jq2,q
equals q3. Since the difference is a multiple of q, we can add an integer number
of copies of (Jq,2q H) to obtain the unsplittable matrix A3

q. This matrix has
columns summing to q3 − 2q2 + 3q − 1. Repeating this construction will result
in matrix Atq, for t ≥ 4, for which the following theorem holds.

Theorem 8. Using the construction above, we obtain the unsplittable matrix
Atq, for t ≥ 2, satisfying the following properties:

1. The number of columns equals tq,
2. The number of rows is a polynomial in q of degree t, where the leading coef-

ficient equals 1,
3. The columns sum to a polynomial in q of degree t, where the leading coeffi-

cient equals 1.

Proof. We will proof the theorem using induction on t. We have already shown
that matrix A2

q satisfies the required properties. Now, we assume the theorem
holds for matrix At−1q . Let the number of rows of At−1q be equal to qt−1 + p1(q),
and let the column sum be equal to qt−1 + p2(q), where p1(q) and p2(q) are
polynomials in q of degree t− 2.

Let Bt−1q = Jqt−1+p1(q),(t−1)q − At−1q . Since At−1q is unsplittable, so is Bt−1q .
Each column of Bt−1q sums to

qt−1 + p1(q)− (qt−1 + p2(q)) = p1(q)− p2(q),

which is a polynomial of degree t− 2. In our construction, we would like to add
Jqt−1+p1(q),q to the right of Bt−1q , and add a number of copies of (Jq,(t−1)q H)
to balance the column sums. The resulting matrix is called Atq.

Note that the number of ones in Bt−1q equals (t−1)q(p1(q)−p2(q)), whereas
the number of ones in Jqt−1+p1(q),q equals qt+qp1(q). Since the difference between
these numbers is a multiple of q, we can actually add an integer number of copies
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of (Jq,(t−1)q H) to balance the columns. Now, matrix Atq has tq columns, and
the number of rows is equal to

qt−1 + p1(q) + qt + qp1(q)− (t− 1)q(p1(q)− p2(q)),

which is a polynomial in q of degree t, where the leading coefficient equals 1.
Similarly, each column of Atq sums to

p1(q)− p2(q) + qt + qp1(q)− (t− 1)q(p1(q)− p2(q)),

which is a polynomial in q of degree t, where leading coefficient equals 1. Hence,
Atq also satisfies the properties stated in the theorem. ut

Since Atq has tq columns summing to Ω(qt), we obtain an Ω(qK/q) lower
bound.

8.6 Consequences of our Results for Regret Scheduling

In the proof of Theorem 3, we applied our reduction by building very specific
instances of MinMaxSTC. This allows us to conclude that MinMaxSTC on a
restricted class of instances is also NP-hard.

Corollary 1. Let an instance of MinMaxSTC with unit processing times be
called scenario-symmetric if for any permutation of the scenarios, the sets of
unnumbered jobs are identical as sets of tuples of weight and scenarios, i.e. we
have for any permutation π : [K]→ [K]

{(wi, {k ∈ [K] : i ∈ Sk})}i∈[n] = {(wi, {π(k) ∈ [K] : i ∈ Sk})}i∈[n]

MinMaxSTC restricted to scenario-symmetric instances with unit processing times
is NP-hard.

Proof. In the proof of Theorem 3, the instance in the reduction is scenario-
symmetric because gray jobs appear in all three scenarios, while the three black
and three white jobs in each block appear in scenarios {1, 2}, {1, 3}, {2, 3} respec-
tively, which is invariant under permutations of the three scenarios. Hence any
polynomial-time algorithm for MinMaxSTC on scenario-symmetric instances im-
plies a polynomial-time algorithm for Partition-3. ut

We can thus relate our model to robust min-max regret scheduling with
arbitrary weights and unit processing times [26]. Indeed, the latter model seeks
to minimize

K
max
k=1

(
G(σ, k)− min

τ : [n]→[m]
G(τ, k)

)
,

while our model seeks to minimize maxKk=1 (G(σ, k)), where G(τ, k) denotes
the sum of completion times of the assignment τ in scenario k. In general, these
two objective functions do not have a one-to-one correspondence. However, under
the assumption that the scenarios are scenario-symmetrical, optimal solutions
of the two models coincide.
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Corollary 2. Scheduling with regret on m ≥ 2 machines, K = 3 scenarios and
unit processing times is NP-hard.

Moreover, the dynamic program used in the proof of Theorem 4 can also be
used to solve min-max regret scheduling by first computing minτ : [n]→[m]G(τ, k)
(where k is trivially the only scenario) and then finding assignments to match
every possible value of the objective value. It is then immediate that Theorem 4
can be applied as well, proving that robust min-max regret scheduling admits
an FPTAS.

One can also consider scheduling with regret with respect to the sum over
scenarios, that is, the model minimizing

K∑

k=1

(
G(σ, k)− min

τ : [n]→[m]
G(τ, k)

)
=

K∑

k=1

G(σ, k)−
K∑

k=1

min
τ : [n]→[m]

G(τ, k)

Once again, the latter term does not depend on the solution. Therefore,
it immediately follows that the optima of this problem coincide with those of
MinAvgSTC.


