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ABSTRACT
In an effort to improve occupational health and safety, we re-
cently proposed an approach to assess the audibility of acous-
tic danger signals. It is based on the use of a binary classifier
trained on perceptual data to predict the audibility of acoustic
alarms in audio clips. In the present article, we first inves-
tigate the impact of label noise in the training data induced
by a flexible annotation procedure on the model performance.
We show that a lighter annotation procedure at training still
allows for reaching close to human performance at test time.
Besides, threshold selection is a crucial aspect in our appli-
cation as it can have a direct impact on user safety. We thus
explore class weight to train a model that allows for a more
robust decision threshold selection, ensuring a low false pos-
itive rate.

Index Terms— Psychophysics, Machine Learning, Audi-
tory alarms, Acoustic Scene Analysis, Noisy labels

1. INTRODUCTION

In many occupational settings, the safety of workers largely
depends on the audibility of the acoustic alarms that are used
to warn of potential accidents. The ISO 7731 international
standard [1] specifies criteria for auditory danger signals in
public and work areas to be ”clearly audible”. One of these
imposes a 15 dB minimum signal-to-noise ratio (SNR) be-
tween the alarm and ambient noise levels. However, this crite-
rion is considered as ”rather conservative” and may lead to ex-
cessive alarm levels, especially in work environments where
the ambient noise level is already high [2]. Under such condi-
tions, workers are unnecessarily exposed to very high sound
levels which can damage their auditory systems.

From an occupational health and disease prevention per-
spective, a balance must be struck to ensure that an alarm is
audible without posing a risk to workers’ hearing. This comes
down to determining the level at which the alarm becomes just
”clearly audible”. In practice, the most reliable approach con-
sists in evaluating the audibility of acoustic alarms through
psychoacoustical experiments. Yet, such experiments have
two major drawbacks. First, they require time-consuming

procedures based on repeated measures design and involving
several participants [3]. Second, the audibility of an alarm
depends on various acoustic properties other than just the sig-
nal and noise levels [4]. For this reason, the experimental
approach is stimulus-dependent and new tests have to be con-
ducted whenever the listening condition changes, whether it is
a new alarm signal or a different background noise. To over-
come this issue, we proposed a data-driven method for pre-
dicting the audibility of acoustic alarms [5]. We first collected
a dataset consisting of sound clips made with alarm signals
mixed with background noises, annotated by several normal-
hearing people in perceptual experiments. This dataset was
then used to develop a convolutional neural network (CNN)
model to perform a binary classification task in which the
alarms present in the sound clips were classified as ”clearly
audible” or ”not clearly audible”. In the long term, the model
could be used to assess the audibility of new auditory alarms
without the need for specific perceptual evaluations.

To limit the time cost of data acquisition, an efficient so-
lution is to present every sound clip only once to one of all
possible annotators. However, such a procedure stands in con-
trast with conventional psychoacoustical methods that require
every measure to be repeated, and could result in noisy labels.
As label noise can be responsible for a decrease in classifica-
tion performance [6], there is an interest in questioning the
strategy adopted to collect the training data for our predic-
tive model. Consequently, a first motivation for the present
paper is to investigate the impact of the precision required in
the dataset annotation procedure on model performance. On
another note, the approach we developed in order to assess
the audibility of acoustic alarms should be studied in terms of
its applicability to the adjustment of alarm levels. Indeed, the
choice of a decision threshold to consider an alarm as ”clearly
audible” must be oriented by the imperative need to limit false
alarms as much as possible while avoiding excessive alarm
levels. Therefore, the present work also focuses on proposing
an optimal configuration of the model based on these consid-
erations.



2. EXPERIMENTAL SETUP

2.1. Dataset

The dataset contains audio clips made of auditory alarms, last-
ing between 0.2 and 1.8 s, mixed with 5.5 s background noises
from different work-related environments, such as factory or
roadwork noises. The alarms and noises were 44.1 kHz mono
WAV files mostly downloaded from public sources1, namely
Freesound [7], BigSoundBank [8], and medical alarms from a
scientific publication [9]. Each clip is associated with a label,
0 or 1. The label 1 means that the alarm is clearly audible,
while the label 0 means that it is not. These labels were ob-
tained by presenting the sound clips to normal-hearing anno-
tators before asking them ”Was the alarm clearly audible?”.
The material used for this stage was detailed in a previous
article [5]. Every clip in the dataset has been annotated by
several participants: 10 and 11 for development and test sets,
respectively. The actual labels were then set to 1 when more
than half of the annotations were positive, 0 otherwise.

In order to be able to compare our approach to standard
psychoacoustical methods, the test set was collected in well
defined and controlled listening conditions. It contains sev-
eral presentations of the same stimuli with varying SNRs and
ambient noise levels. To elaborate this test set, we picked 6
different alarm and background noise pairs. Each pair was
used to create 20 versions of a same clip by varying the SNR
(from −30 to +15 dB with a step of 5 dB) and using two dif-
ferent ambient noise levels (60 and 80 dBA), resulting in a
total of 120 clips.

The development set was purposely prepared with less
constrained listening conditions than the test set. It contains
2000 audio clips made by mixing an alarm with a background
noise, both randomly chosen among a total of 70 and 52 dif-
ferent alarms and background noises, respectively. The am-
bient noise levels were 60 and 80 dBA and the SNRs were
integers between −30 and +15 dB. For validation, a 20% sub-
set was randomly split from the training data and kept fixed
during all the experiments.

2.2. System

The system used in the following is a CNN with 4 convo-
lutional layers, each followed by ReLU activations and fre-
quency max pooling. The convolutional layers have [32, 64,
64, 128] filters and a 3-by-3 kernel size. The max-pooling is
[1, 4], [1, 4], [1, 2] and [1, 2], respectively. An 𝐿𝑝 aggrega-
tion, with 𝑝 = 2, is operated over the time axis on the outputs
of the last convolutional layer stacked along frequency axis.
The 𝐿𝑝 aggregation is followed by a single-neuron classifica-
tion layer with sigmoid activation.

The model takes mel-spectrograms as inputs and is in-
tended to produce binary estimates of the audibility of the

1Only one alarm was self-recorded.

alarms present in the sound clips. The features are ex-
tracted from the clips by computing a 1024-sample short-
time Fourier transform (STFT) with a Hamming window and
a hop size of 512. The spectrograms are then mapped into
64 mel-spaced frequency bins between 20 Hz and 22.05 kHz.
For the experiments, the whole development set is used to
compute standardization coefficients in order to standardize
all the mel-spectrograms to zero mean and unit variance.

The model is trained with a binary cross-entropy loss
function and Adam optimizer [10]. In Adam, the learning
rate is set to 0.0001 and a weight decay of 0.0001 is em-
ployed to reduce overfitting. For the same purpose, we also
apply dropout on the outputs of all convolutional layers with a
probability of 0.25. Training is made over a maximum of 250
epochs and the best model is retained based on the accuracy
on the validation set.

2.3. Metrics

To quantify the classification performance, we use the area
under the receiver operating characteristic curve (AUC) and
the F1-score. The metrics are computed on the outputs ob-
tained with 10 models trained with random initializations.
The scores are reported with average and 95% confidence in-
tervals.

3. ANNOTATION PROCEDURE AND LABEL NOISE

3.1. Problem definition

Annotating an audio dataset manually is a pretty challenging
task. In some cases, the annotation process can necessitate
several expert annotators and still be prone to annotators bi-
ases [11, 12, 13]. When it comes to perceptual annotation, we
are interested in obtaining ”perceptually relevant” labels at the
lowest possible time cost. In our problem, to lower annotation
time cost for the training data, we propose to deviate from
classical listening tests that require several participants, each
one presented a number of times with the same stimuli [1]. In-
stead, each stimulus in the dataset could be annotated by only
one person, randomly chosen among the participants sample
group. However, by proceeding in this way, we do not have
any information regarding the intra- and inter-individual vari-
ability in the answers for each example present in the dataset.
This can lead to mislabelled data. Indeed, a perceptual eval-
uation provided by one person after a single presentation is
not necessarily representative of the average of multiple eval-
uations of the same stimulus by a group of people with the
same hearing status. This section aims to answer the question
of the impact of these noisy labels in the training data on the
learning and performance of the model. Since it is intended
to produce predictions close to human judgements, we also
compare the model to an average ”human performance”.



3.2. ”Human performance” baseline

As detailed in Section 2.1, the test set was annotated by 11
normal-hearing participants. Consequently, for each of the
120 clips in the test set, we have 11 individual binary labels.
This allows us to define an average ”human performance” by
computing the evaluation metrics on the test set for each par-
ticipant (using the other 10 participants to obtain the reference
labels). We obtain an AUC of 91.7 ± 2.2 and a F1-score of
91.0 ± 2.5. It should however be noted that this performance
may be slightly overestimated since it is obtained from the
same data that were averaged to form the test set.

3.3. Experiments

Since the development set was annotated by 10 participants,
we conduct two experiments to investigate the effect of vary-
ing the number of annotators on the model performance.

First experiment: We define 𝑁 , the number of annota-
tors required to annotate each example. For each clip in the
development set, we randomly select 𝑁 in the 10 possible
annotators. The label of the clip is then set to 1 if more than
half of the 𝑁 annotators reported the alarm in the clip as
clearly audible, and to 0 otherwise. This random draw is per-
formed before each run and kept fixed for the whole training.
This experiment is repeated for different values of 𝑁 . As
reported in Figure 1, there is no significant improvement in
performance on the test set brought by increasing the number
of annotators of the training data from 1 to 10. This result
differs from what is observed on the development set. Indeed,
performance appears to get better on the development data
as we increase the value of 𝑁 . This can be interpreted as
evidence that the label noise induced by reducing the number
of annotators acts as a form of regularization and does not
actually deteriorate model performance. As a result, using a
lighter annotation procedure than standard psychoacoustical
tests is a viable alternative since it saves time without causing
a drop in classification performance.
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Fig. 1: Performance on development and test sets for the first
experiment as a function of 𝑁 .

Second experiment: We proceed similarly as in the first
experiment, except that the random draw is performed at ev-
ery epoch. The aim of this experiment is to determine whether
labels from multiple annotators can be used as data augmen-
tation. The results are presented in Figure 2. For 1 < 𝑁 < 10,
there is a slight increase in the average test performance com-
pared to the first experiment, but it is not significant. For
𝑁 = 1, the average performance is equivalent to the first ex-
periment but the variability is much higher. These results sup-
port the idea that annotating the training data using a single
annotator per clip should be preferred over other procedures.
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Fig. 2: Performance on development and test sets for the sec-
ond experiment as a function of 𝑁 .

Finally, we can compare the model to the ”human per-
formance” baseline described in Section 3.2. For now, the
human is still outperforming the model, although the model’s
performance is quite strong. Further studies will be made to
investigate the possibility of increasing model performance
by training on larger datasets, or by trying different architec-
tures. As for the F1-score in particular, improvements can
already be achieved by optimal thresholding [14]. However,
the choice of a threshold must follow rules that are determined
by the conditions of application of the system. These aspects
are discussed in the next section.

4. SELECTION OF A DECISION THRESHOLD

4.1. Problem definition

The target of our system is to predict at what level an alarm
becomes ”clearly audible” in a given sound environment. For
a same clip presented at different alarm-to-ambient noise level
ratios, the binary classifier is expected to produce an out-
put that is close to 1 when the SNR is high enough for the
alarm present in the clip to be ”clearly audible”, and close to
0 otherwise. This way, we can identify a minimal SNR value
for which the alarm becomes ”clearly audible”. In practice,
human perception does not have such hard thresholds. The
alarm level or SNR is rather to be mapped to a probability
of a given response (here, ”clearly audible” or ”not clearly
audible”). The mapping function, known as psychometric, is
never a step function [15]. In a previous article [5], we actu-
ally showed that the activation of the model’s last neuron also



increases progressively with SNR, just like the probability of
receiving a ”clearly audible” response. With this in mind, we
must now question the discrimination threshold employed in
the model to consider an alarm as ”clearly audible”.

When it comes to using the model to make decisions re-
garding alarm levels, care must be taken in selecting the dis-
crimination threshold. Indeed, for obvious safety reasons, we
do not want any alarm to be missed. From the perspective
of the model, it comes down to the necessity of minimizing
the false positive rate (FPR). That being said, in the interest of
preserving workers’ health, we also want to prevent the model
from recommending excessively high alarm levels. To satisfy
these two requirements, we suggest setting the discrimination
threshold of the model in such a way as to aim at a region
of the psychometric curve that ensures good audibility of the
alarm with a reasonable sound level. This section proposes
class weight training before selecting a decision threshold as
a solution to better meet the specifications of the model.

4.2. Method

As we aim to make sure that the alarms are clearly audible,
we must target a region of the psychometric function where
the probability of receiving a ”clearly audible” response is
high. We therefore prefer a 80 − 95% probability to a 50%
probability which is simply a majority vote. Consequently,
to configure the system, we should aim for a good match be-
tween the shapes of the psychometric curve and the activation
of the last layer of the model, particularly in the high proba-
bility regions. To this end, we propose to reformulate the loss
function in order to give more importance to the positive la-
bels. This is done by setting a weight to the positive class in
the binary cross-entropy loss function [16]:

𝐽𝑤𝐵𝐶𝐸 = − 1
𝑀

𝑀∑︁
𝑚=1

[𝑤𝑦𝑚 log(ℎ\ (𝑥𝑚)) (1)

+(1 − 𝑦𝑚) log(1 − ℎ\ (𝑥𝑚)]

where 𝑀 is the number of training examples, 𝑤 the
weight, ℎ\ the model with weights \, and (𝑥𝑚, 𝑦𝑚) the input
feature and target label for training example 𝑚, respectively.

After training the model using the loss function formu-
lated in Equation 1, we can select the discrimination threshold
that minimizes the false positive rate.

4.3. Experimental results

This subsection presents an experiment whose purpose is not
to select parameter values but to show trends. In order to con-
figure the model, the following observations should be made
at development stage on a validation set. However, since our
dataset is still relatively small, we settle for a preliminary ex-
periment showing interesting effects on the test set.
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Fig. 3: Experimental results. (a) AUC score as a function of
𝑤. (b) Psychometric function and last layer activation as a
function of SNR for different values of 𝑤. (c) FPR on test
set versus decision threshold. (d) F1-score on test set versus
decision threshold.

We train the model using different values of 𝑤. Figures 3a
and 3b show that when 𝑤 > 1, the AUC is maintained and
the model output (before thresholding) reaches higher values
for high SNRs. As a result, the distance between the model
output and the subjects’ psychometric function is reduced in
this area. This allows for a better performance compared to
the case 𝑤 = 1 (unweighted loss function) when setting a high
decision threshold. As depicted in Figures 3c and 3d, a same
threshold gives lower FPR and higher F1-score for 𝑤 > 1.

5. CONCLUSION

In this paper, we have showed that reducing the number of an-
notators for a single clip does not decrease the performance
of the model. This aspect can help drastically reducing the
annotation cost while maintaining performance at test time
that are aligned with those obtained with standard psychoa-
coustical tests. We also explored a method to improve the
robustness of the decision threshold selection in order to use
the model to specify the level of acoustic alarms. Prelimi-
nary results suggest that a right formulation of the loss func-
tion during training can help improving model performance
and reliability by lowering the false positive rate for a given
decision threshold. However, for now, our model is still out-
performed by the human baseline. Future developments will
come to improve model performance.
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