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ABSTRACT
Function-as-a-Service (FaaS) is a compelling new program-
ming model for developing applications running on fog in-
frastructures. FaaS applications are composed of short-lived,
event-triggered units, called functions. Functions can be flex-
ibly deployed on demand along the cloud-to-thing contin-
uum. However, deciding how to place those functions in the
fog presents multiple challenges. The fog contains diverse,
geo-distributed, and potentially resource-constrained nodes
that should be efficiently shared between applications with
latency requirements. Importantly, fog nodes are owned by
different entities that should be incentivized to share their re-
sources. Most function placement approaches ignore latency
requirements or the presence of multiple owners in fog infra-
structures.

To address these challenges, this article proposes a market-
based approach to place FaaS applications in the fog. Clients
submit function placement requests associated with SLAs
that specify expected guarantees over network latency and
allocated resources. The approach then organizes an auc-
tion among fog node providers to determine the nodes that
host each function and the revenue of the provider. The arti-
cle presents an open-source implementation of the approach
evaluated on the Grid’5000 testbed. Experiments demon-
strate that our approach can reduce client spending by up
to three times while delivering service quality that matches
or exceeds that of baseline methods.
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1 INTRODUCTION
The rapid growth of data exchange creates significant scala-
bility challenges, prompting the expansion of cloud comput-
ing into the fog computing domain [10]. Fog brings comput-
ing power closer to the border of the network where data
is generated and consumed. This proximity alleviates band-
width pressures on the cloud and enables low-latency appli-
cation responses. A compelling programming model for de-
veloping fog applications is serverless computing [16] using
the FaaS model. FaaS applications are made up of state-
less event-triggered functions that can be flexibly deployed
along the continuum from the cloud to the Internet network
border. Functions are dynamically provisioned and unpro-
visioned, ensuring that resources are allocated only when
needed, thus promoting efficient utilization of infrastructure
resources.

The delivery of FaaS applications that can optimally ex-
ploit fog infrastructures poses significant challenges. First,
fog-based applications often have stringent Quality-of-Service
(QoS) requirements, especially in terms of latency. For exam-
ple, constrained-time use cases, such as augmented reality
(AR) workloads [13], require controlled latency to ensure re-
liable and expected performance. Achieving such low-latency
responses in the fog is difficult because fog resources are
shared among highly dynamic workloads with ever-changing
resource demands. Second, fog resources are owned and oper-
ated by multiple independent infrastructure providers, such
as individuals, companies, communities, and established cloud
and edge providers. These various providers may have dif-
ferent resource management strategies and should be incen-
tivized to contribute their computational resources for host-
ing application functions.

Although initial research has explored the use of FaaS in
fog environments [2, 4], currently no system effectively ad-
dresses the challenges mentioned above. The broader issue
of placing computational tasks in the fog infrastructure has
received significant research attention [19]. However, most
of that research assumes resources are owned and managed
by a single provider and ignores the realistic scenario of
multi-provider infrastructures. Some research has addressed
the multi-provider requirement by using market-based ap-
proaches [12]. However, these systems primarily focus on
economic aspects, are evaluated through simulations, and
lack practical implementations that can be readily used in
close-to-real-world fog deployments at scale.

This article introduces a novel approach, named Global In-
tegration of Reverse Auctions and Fog Functions (GIRAFF),
to optimize the placement of FaaS applications in the fog
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taking into account economic concerns. The approach satis-
fies QoS requirements by exclusively reserving resources for
functions for a specified duration while incentivizing resource
providers through a market-based mechanism. In our pro-
posed solution, clients submit function placement requests
to a central marketplace. Function placement requests char-
acterize functions through Service-Level Agreements (SLAs),
which specify guarantees for network latency and required re-
sources. The marketplace then organizes an auction in which
fog nodes, owned by independent providers, compete for
hosting functions by making bids. After the auction selects
a fog node, the node allocates resources for a specified time
to the client’s function and receives payment from the client.
The approach is evaluated in a close-to-real-world testbed
by deploying a reproducible fog network on the Grid’5000
scientific infrastructure at scale. The article makes two main
contributions:

• we propose an auction-based approach for placing FaaS
functions in a multi-provider fog infrastructure;

• we assess the effectiveness of our approach1 through
reproducible experiments on the Grid’5000 testbed2,
comparing it with baseline algorithms, at scale.

The article continues with a review of related work (section 2)
and the design section (section 3), which discusses the system
model, our market-based algorithm, and its implementation.
The article then presents a comparison of the algorithm with
two baselines in the evaluation section (section 4). Finally,
section 5 concludes the article.

2 RELATED WORK
There is extensive research on the placement of computa-
tional entities in emerging fog infrastructures [19]. This re-
search assumes that resources are issued and managed by
a single entity. Some research targets multi-provider fog en-
vironments using auction-based approaches [12]. However,
these systems focus primarily on economic considerations,
rely on simulations for evaluation, and lack practical imple-
mentations that can be readily deployed in fog environments.
In the following, we only consider work related to the place-
ment of FaaS applications in fog environments.

Bocci et al. [5] present a declarative approach for plac-
ing FaaS applications in a fog infrastructure using a Pro-
log engine. The approach considers hardware and software
requirements, latency constraints, security constraints, and
trust relationships between stakeholders. However, the eco-
nomic goals of the stakeholders are not considered.

Rausch et al. [14] present a container scheduling system for
placing FaaS functions on a fog cluster. The scheduler uses
multi-objective optimization techniques, considering node ca-
pabilities, network topology, and data transfer requirements
of functions. Similarly to our work, the prototype relies on

1https://github.com/VolodiaPG/giraff; version used here is tagged
1.0.0 and is also available in the release section along with the raw
data used in section 4.
2www.grid5000.fr

OpenFaaS and Kubernetes. Unlike our approach, this sched-
uling system does not consider multiple clusters owned by
different entities.

Bermbach et al. [4] present an auction-based function place-
ment approach for FaaS applications running on fog plat-
forms. In this approach, application developers specify bids
on storage and processing resources, attached to function
placement requests. Bids are processed in batches. Fog nodes
then decide locally whether to serve the requests or offload
the requests to the next node on the path towards the cloud.
Unlike our approach, this work does not provide latency
guarantees to clients.

Ascigil et al. [1] examine FaaS resource provisioning over
computation spots distributed along the path to the cloud.
This work uses simulations to evaluate various centralized
and decentralized strategies for resource provisioning. Simi-
larly to our work, FaaS functions have latency requirements.
However, unlike our work, the contribution assumes that the
computing infrastructure is owned by a single organization.

Baresi et al. [3] propose NEPTUNE, a framework for man-
aging serverless applications with response-time requirements
on fog topologies. The framework supports function place-
ment, request routing, function scaling, and GPU manage-
ment using Mixed Integer Programming and control-theoretic
techniques. NEPTUNE divides the fog topology into inde-
pendent communities to simplify management but does not
consider competition between these communities.

Finally, Smolka and Mann’s [18] survey analyzes 99 arti-
cles in the fog placement literature. In this survey, 88% of
the articles use a simulator. Only 18% of analyzed articles
tested their techniques on more than 100 fog nodes. Usually,
the articles surveyed use a simulator for scaling, and they
validate their results on a small testbed. One of the survey’s
conclusions is that most experiments are conducted on unre-
alistically small problem instances. In this article, we deploy
up to 119 nodes. To the best of our knowledge, we are the
first to experiment on a scaled-up, reproducible testbed.

3 GIRAFF DESIGN
This section presents our system model, the SLA contents,
our auction-based placement method, the baseline methods,
and the system implementation.

3.1 System Model
The actors in the system are the fog nodes, the clients, the
end users, and the marketplace. Fog nodes contain resources
and are owned by providers. Clients create and manage ap-
plications that use fog node resources. In our case, these
applications are stateless functions that follow the FaaS par-
adigm. End users interact with client functions. The market-
place serves as a trusted intermediary between clients and fog
nodes. It enables monetary and placement decisions using a
reverse auction. In this auction, fog nodes are resource ven-
dors, while clients are purchasers. A second-price auction [7]
is held, in which the fog nodes submit bids, and the winner
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Figure 1: Provisioning function 𝑓

is the lowest bidder, yet gets paid the value of the second-
lowest bid. This type of auction encourages fog nodes to bid
their true resource cost, thus promoting economic efficiency.
The marketplace is aware of the fog topology and centralizes
payment and placement mechanisms. This design choice is in
line with existing security and authentication proposals [11,
17] that aim to ensure the security of application data [6].
Requests from end users to functions do not go through a
central gateway [15].

3.2 Service Level Agreement
The SLA specifies the constraints that must be met for a
function to run as intended by the client. SLA constraints
include the following: 𝑆𝐿𝐴𝑒𝑛𝑡𝑟𝑦𝑝𝑜𝑖𝑛𝑡 is the entry point, that
is, the node where the end user is connected (this is the
ideal node to provision the function). 𝑆𝐿𝐴𝑚𝑎𝑥_𝑙𝑎𝑡 is the maxi-
mum latency allowed for the function; the latency is defined
as the delay between the request of an end user entering
𝑆𝐿𝐴𝑒𝑛𝑡𝑟𝑦𝑝𝑜𝑖𝑛𝑡 and its reception by a function (when the net-
work packets are reconstructed and the function is ready to
unmarshal the data; see section 3.4). 𝑆𝐿𝐴𝑑𝑢𝑟 is the duration
of the reservation. 𝑆𝐿𝐴𝐶𝑃𝑈 and 𝑆𝐿𝐴𝑚𝑒𝑚 denote the CPU and
memory constraints.

3.3 Algorithms
This section presents GIRAFF and two baseline placement
methods.

3.3.1 GIRAFF approach. The interactions between the market-
place and the fog nodes are illustrated in figure 1. First, the
end user who desires to use a client application contacts the
client representative service (running in the cloud) to authen-
ticate and identify as a new user (Step 1, figure 1). The client
representative then sends an SLA of the required function to
the central marketplace (Step 2, figure 1). The marketplace
then sends the SLA to 𝑆𝐿𝐴𝑒𝑛𝑡𝑟𝑦𝑝𝑜𝑖𝑛𝑡 , the ideal node to serve

the end user, on the network border (Step 3, figure 1). Fog
nodes transmit the SLA to their neighbors as long as the
constraint 𝑆𝐿𝐴𝑚𝑎𝑥_𝑙𝑎𝑡 is respected (Step 4, figure 1). When
receiving an SLA, each node responds with a bid estimating
the cost of the function if they were to provision it. This ap-
proach encourages competition among providers, each acting
selfishly and autonomously to achieve their own goals, while
competition is kept under control by the use of second-price
auctions. The algorithms run by the marketplace and fog
nodes are described next.

GIRAFF marketplace accepts a client’s SLA as input. It
uses its knowledge of the fog network to find the IP ad-
dress and send the SLA to the 𝑆𝐿𝐴𝑒𝑛𝑡𝑟𝑦𝑝𝑜𝑖𝑛𝑡 . This node
then returns a list of bids made by nodes that meet the con-
straints described in the SLA. The algorithm proceeds with
the second-price auction and validates function provisioning
on the winning node.

GIRAFF participant evaluates the cost of the SLA for the
node (expressed as bid) and forwards the SLA to neighbors
of the node for further evaluation. The process repeats itself.
Additionally, the node increments a variable that measures
the accumulated latency between the first SLA reception by
a fog node and the current node. This variable is included in
the request to ensure adherence to the 𝑆𝐿𝐴𝑚𝑎𝑥_𝑙𝑎𝑡 constraint.
If this constraint cannot be met, the SLA is not sent to the
neighbor.

3.3.2 Baseline placement methods. This subsection introduces
the two baseline placement methods with which we compare
our GIRAFF method; that is, the edge-furthest and edge-
ward methods. These methods follow a collective approach in
which the fog nodes collaboratively manage their resources,
disregarding their interests.

Edge-furthest seeks to anticipate future placements. The
SLA is accepted by a single node, the furthest possible, while
still adhering to the SLA. The motivation is to keep available
resources closer to entry points, allowing more constrained
functions to be accepted as they arrive. This algorithm was
chosen as a straightforward approach to increase the utiliza-
tion of the fog platform while respecting SLAs.

Edge-ward is an algorithm implemented in iFogSim [9]. It
establishes a path between the 𝑆𝐿𝐴𝑒𝑛𝑡𝑟𝑦𝑝𝑜𝑖𝑛𝑡 and the cloud.
It attempts to greedily allocate the SLA at each layer, stop-
ping at the first positive response. The algorithm ignores the
latency constraint in the SLA.

3.4 Implementation
As described in section 3.3.1, our system is divided into the
marketplace and fog node software. The first acts as the fog
network’s gateway for clients and coordinates function provi-
sioning. The second runs on each fog node that participates
in the fog network and is implemented on top of OpenFaaS3

running on K3S4. The entire project is managed with Nix5.

3www.openfaas.com
4k3s.io is a lightweight distribution of Kubernetes
5nixos.org is a package manager for reproducibility and determinism
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Nix is used to generate deterministic and reproducible vir-
tual machines (VMs) for our experiments.

4 EVALUATION
This section discusses experimental settings, the adopted
cost model, and comparisons between GIRAFF and the two
baselines concerning placement quality, client spending, and
deployment time.

4.1 Experimental settings
The experiments were run on Grid’5000. The servers use In-
tel Xeons Gold 5220 from 2019, each of which has 36 SMT
threads and 96 GiB of RAM. Each server runs multiple VMs
that act as fog nodes. Depending on its location in our 4-
layer deep fog network, each VM can use from 2 vCPUs
and 4 GiB of RAM up to 16 vCPUs and 46 GiB of RAM
when the node is located closer to the cloud. In our exper-
iments, we used up to 20 servers for 119 fog nodes. The
number of nodes and the network’s topology are randomly
generated to fit onto a certain number of servers.A fog net-
work requires that latency be set between all pairs of VMs.
To this end, we employ Netem6, wrapped by Enoslib7 (the
deployment library that we use for Grid’5000). Then, a ded-
icated VM acting as all end users (cf. figure 1) generates a
load for 300 seconds. This load is low (low-load; one request
sent every 1000 ms) or high (high-load; one request sent ev-
ery 8 ms). Furthermore, the submitted functions are divided
in low-latency (10𝑚𝑠 ≤ 𝑆𝐿𝐴𝑚𝑎𝑥_𝑙𝑎𝑡 ≤ 16𝑚𝑠) and high-latency
(80𝑚𝑠 ≤ 𝑆𝐿𝐴𝑚𝑎𝑥_𝑙𝑎𝑡 ≤ 125𝑚𝑠). 𝑆𝐿𝐴𝑚𝑎𝑥_𝑙𝑎𝑡 is randomly set
between the given intervals.

4.2 Cost model
In our experiments, fog nodes adopt a cost model similar to
the pricing model used by most cloud offerings (e.g., a fixed
cost per vCPU per second). Allocating a resource unit at a
given fog node incurs a fixed cost per second; we call this the
unit cost. The unit cost typically decreases as the nodes are
closer to the cloud [8]. Thus, a fog node 𝑖 can estimate the
cost of running a client’s function for 𝑆𝐿𝐴𝑑𝑢𝑟 seconds using:
𝑐𝑜𝑠𝑡𝑖 (𝑆𝐿𝐴) = 𝑆𝐿𝐴𝑑𝑢𝑟 ×∑[𝐶𝑃𝑈 ,𝑚𝑒𝑚]

𝑟𝑒𝑠 𝑆𝐿𝐴𝑟𝑒𝑠 ×𝑈𝑛𝑖𝑡𝐶𝑜𝑠𝑡𝑟𝑒𝑠,𝑖

4.3 Placement quality
This section evaluates the quality of the function placement
produced by the methods. We first examine the placed func-
tion ratio. This is defined as the number of provisioned func-
tions over the number of submitted functions. Second, we
look at the satisfaction rate, defined as the ratio of the num-
ber of requests that arrive under the 𝑆𝐿𝐴𝑚𝑎𝑥_𝑙𝑎𝑡 +1𝑚𝑠 thresh-
old8 over the total received number requests per function.
Figure 2 shows the placed function ratio split into two buck-
ets (≈ 30 and ≈ 100 nodes). We use a two-way analysis of

6www.linux.org/docs/man8/tc-netem.html
7discovery.gitlabpages.inria.fr/enoslib/index.html
81𝑚𝑠 is added to compensate for the lack of precision of the NTP clock
and proxy overhead, cf. figure 1.

variance (ANOVA) test followed by a Tuckey honest signif-
icant difference test to reveal differences between the place-
ment methods for the buckets. Differences are highlighted
by the use of the compact letter display procedure, in which
variables are statistically indistinguishable if and only if they
share at least one letter. Edge-ward is the only method that
provisions significantly fewer functions when the size of the
network grows. Meanwhile, GIRAFF successfully places 80%
of the functions on average, which is statistically indistin-
guishable from the other baselines, independently of the size
of the network. Figure 3 displays the mean satisfaction rate.
A one-way ANOVA followed by a Tuckey’s test was used
to analyze the data. It shows that in the case of both high-
latency and low-latency functions, GIRAFF is indistinguish-
able from edge-furthest. In the case of high-latency func-
tions, the GIRAFF satisfaction rate is 98.8% and edge-ward
is 99.6%. However, in the case of low-latency functions, our
method serves 94.7% of requests against 63.7% for edge-ward.
In conclusion, GIRAFF reliably places as many functions
as the other baselines, regardless of the size of the fog net-
work. Furthermore, GIRAFF manages to satisfy 49% more
requests directed to low-latency functions than edge-ward.

4.4 Client spending
This section examines economic performance from the point
of view of the client. The economic performance of each place-
ment method is given by the mean monetary spending to
provision a function; it is displayed in figure 5. The figure fea-
tures a one-way ANOVA test followed by a Tuckey’s test for
each function category. When considering high-latency func-
tions, the client spends the least using GIRAFF. For the case
of high-latency high-load functions, GIRAFF is on par with
edge-ward. For high-latency low-load functions, edge-ward’s
client spending is 3 times that of GIRAFF. Low-latency low-
load functions do not show any difference between the meth-
ods. Lastly, for low-latency high-load functions, our method
is similar to edge-furthest, but results in 75% more spending
than edge-ward. This is expected since edge-ward does not
enforce the 𝑆𝐿𝐴𝑚𝑎𝑥_𝑙𝑎𝑡 constraint. Since low-latency func-
tions can be provisioned on fog nodes closer to the cloud,
they have lower prices (cf. section 4.2), and edge-ward shows
lower spending but fails to deliver proper SLA satisfaction,
as shown in figure 3. The valid comparison for that category
of functions is against edge-furthest, which is similar in client
spending to our method.

4.5 Deployment time
This section examines the deployment time of functions. This
is the time between the arrival of the client’s SLA at the
marketplace (step 2, figure 1) and the start of function pro-
visioning on the selected node (step 5, figure 1). Figure 4
illustrates the mean deployment time for high-latency and
low-latency functions. A one-way ANOVA test followed by
a Tuckey’s test reveals that the GIRAFF mean deployment
time is 2 times that of edge-ward, with an average overhead
of under 300ms in this experiment. However, this difference
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Figure 5: Mean cost of a function by type

is only present for high-latency functions whose SLAs travel
deeper in the fog network.

5 CONCLUSION
This article proposes the GIRAFF approach to FaaS appli-
cation placement in a multi-provider fog infrastructure. The
approach uses an auction mechanism to distribute functions
among independent fog nodes while ensuring that the latency
and resource requirements of these functions are satisfied.

The approach was assessed using a reproducible open-
source testbed running on Grid’5000. Within this environ-
ment, we run experiments with up to 119 fog nodes. In these
experiments, we evaluated GIRAFF in comparison to two
baseline methods, that is, edge-ward [9] and edge-furthest.
We found that GIRAFF reduced by up to 3 times client
spending on a function while maintaining the expected client’s
QoS. We also found that GIRAFF increased deployment
time, specifically for functions with relaxed latency require-
ments. In conclusion, this study shows that the GIRAFF
approach, featuring independent, competing fog providers,
does not adversely affect performance compared to collab-
orative baselines. Our method makes the client spend less
when possible, without being detrimental to the QoS.

The study has revealed numerous avenues for further re-
search. We first intend to investigate the placement of di-
rected acyclic graphs of functions. We also intend to allow
for a more opportunistic approach to executing functions, in
addition to always reserving resources. These additions will

increase the versatility and applicability of our proposed sys-
tem to more realistic fog computing scenarios.
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