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ABSTRACT
Min-max optimization problems recently arose in various settings.

From Generative Adversarial Networks (GANs) to aerodynamic

optimization through Game Theory, the assumptions on the objec-

tive function vary. Motivated by the applications to deep learning

and especially GANs, most recent works assume differentiability

to design local search algorithms such as Gradient Descend Ascent

(GDA). In contrast, this work will only require 𝛼-Hölder properties

to tackle general game-theoretic problems with poor continuity as-

sumptions. Focusing on the example of problems in which max and

min optimization variables live in simplices, we provide a simple

algorithm, based on Deterministic Optimistic Optimization (DOO),

relying on an outer min-optimization using the solutions of an

inner max-optimization. The algorithm is shown to converge in

finite time to an 𝜖-global optimum. Experimental validations are

given and the time complexity of our algorithm is studied.
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1 INTRODUCTION
There is a growing interest in min -max problems from various

communities. Generative Adversarial Networks [22, 25], fair sta-

tistical inference [14, 26], robust decision-making [5], and general

resource allocation [8] witness its importance for machine learning.

While it has been known for a long time that formulating real-life

problems as games is relevant to economics [11], physical phe-

nomena [4] are also interestingly linked to such an optimization

problem. Basically, any situation in which two entities are trying

to optimize different criteria by interacting with a common system

might be seen through a game-theoretic perspective. The players’

actions having heterogeneous influences on the system, min -max

optimization is a problem whose hypotheses and, thus, difficulty

substantially vary depending on the context.
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As emphasized by Daskalakis [6], applications of game theory to

Deep Learning require modeling more and more complex interac-

tions, making the usual convex-concavity or even differentiability

assumptions unfortunately too restrictive. This paper thus provides

a first answer to tackle such problems, only requiring mild 𝛼-Hölder

properties.

Moving on to a formal problem definition, for any given function

𝑓 : X×Y → R (whereX ⊂ R𝑛 andY ⊂ R𝑝 ), the general min -max

problem is to compute at least one pair (𝒙∗,𝒚∗) such that

𝒙∗ ∈ argmin

𝑥
max

𝑦
𝑓 (𝒙,𝒚), (1)

𝒚∗ ∈ argmax

𝑦
𝑓 (𝒙∗,𝒚). (2)

The simplest case, introduced by von Neumann [29], assumes

that (i) X and Y are respectively the unit simplices of R𝑛 and

R𝑝 , and (ii) 𝑓 is bilinear. Then, min -max equals max -min, the

problem corresponds to finding Nash Equilibrium of a 2-player 0-

sum Normal-Form Game, and is solved by a simple linear program

in polynomial time [27]. Even though Sion [28] showed that (i) and

(ii) can be respectively replaced by (iii) X and Y convex and (iv) 𝑓

convex-concave with min -max still being equal to max -min, such

equality and simplicity of resolution does not hold in the general

case.

Relaxing assumptions (iii) and (iv) on 𝑓 leads to various concerns.

If 𝑓 is not convex or not concave, Nash Equilibria do not necessarily

exist [6]. Even if they do, the computational cost of finding one

might be very high, as deciding whether a Nash Equilibrium exists

when the game is not convex-concave is NP-Hard in general [7].

Assuming only differentiability (but not that a Nash equilib-

rium necessarily exists), the most common approach to solve the

min -max problem is to alternate between gradient ascents and de-

scents to respectively comply with max and min’s will. The result-

ing algorithm is known as Gradient Descent Ascent (GDA). However,
this can fail [13], even for some simple zero-sum bilinear games

[17, 18].

For this reason, under continuous differentiability assumption, a

First-order Nash Equilibrium (FNE) solution concept was defined

through the first order Taylor expansion approximation of the func-

tion, and the existence of at least one FNE is guaranteed for twice

differentiable functions [21]. Recent work introduced modifications

to the GDA algorithm [13, 21, 25] to provide algorithms asymptoti-

cally converging towards a FNE in a number of gradient evaluations

going fromO(𝜖−2) toO(𝜖−6) [24] throughO(𝜖−4) [15, 16], depend-
ing on the assumptions made on 𝑓 . As a matter of fact, computing

𝜖-FNEs has been shown to be in ExpTime with respect to either

1/𝜖 , the smoothness of the game, or its dimensionality [7].

The intensive study of gradient-based approaches might be due

to its utility for deep learning. Thus, min -max problems without,
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at least, differentiability assumptions were not studied even though

they naturally appear [6, Figure 1,b][1, 2]. Since we are interested

in games with poor continuity properties, we will focus on the

min -max solution concept that is well-defined and exists.

Encouragingly, the min -max problem always admits a solution

(by 𝑓 ’s continuity) and the optima of a “local”, i.e. players can only

deviate within a ball of radius 𝛿 from their strategy, min -max ver-

sion of the problem [15] are strongly linked to the stable limit point

of GDA [15]. Besides, the min−max computation makes sense as it

corresponds to finding security values for player min by searching

for the most rewarding strategy that she can announce to player

max and the resulting problem is called a zero-sum Stackelberg
game.

For now, relaxing assumptions faces the instability and diver-

gent behavior of gradient-based approaches. To tackle this problem,

we build on a global optimizing algorithm for functions with light

continuity assumptions, namely Munos’ Deterministic Optimistic

Optimization (DOO) [19], to 𝜖-optimally solve the min−max prob-

lem in finite time for functions with only mild 𝛼-Hölder continuity

properties. This allows to deal with a larger class of games, starting

with the ones including entropy measures in the payoff function

[6, Figure 1,b][1, 2].

After providing some technical background regarding game the-

ory and DOO in Section 2, Section 3 introduces two adaptations

of DOO in order to provide a finite-time convergent algorithm

whenever the variables live in simplices. Section 4 then derives

an algorithm to 𝜖-optimally solve the min-max problem, and this

resulting algorithm is experimentally studied in Section 5.

2 BACKGROUND
Note : Vectors 𝒙 of R𝑛 are written in bold, and the 𝑘-th component of
𝒙 is 𝑥𝑘 .

First, we start by providing some necessary background about

game theory and insights about the relevance of the 𝛼-Hölder

condition in games.

2.1 Games and solution concepts
Definition 2.1 (Two player zero-sumGame). A two player zero-sum

game is defined by a tuple ⟨A1,A2, 𝑓 ⟩ where, for each 𝑖 ∈ {1, 2},
there exists 𝑝𝑖 ∈ N such that A𝑖

is a compact subset of R𝑝𝑖 , and
𝑓 : A1 × A2 → R is continuous but not necessarily differentiable.

The game will be called a normal-form game if (i) A1
and A2

are

respectively the unit simplex S𝑝1 of R𝑝1 and the unit simplex S𝑝2
of R𝑝2 and (ii) 𝑓 is a matrix belonging toM𝑝1,𝑝2 .

A simple, yet interesting, example consists in a zero-sum normal-

form game ⟨S2,S2, 𝑀⟩ in which player 1 (resp. 2) also wants to

minimize (resp. maximize) the entropy of her mixed strategy, while

not degrading too much their expected payoff.

Example 2.2 ([6]). Consider the classical matching pennies game

given by the payoff matrix𝑀

𝑀 =

(
1/2 −1/2
−1/2 1/2

)
, (3)

and the bilinear payoff function 𝒙⊤ ·𝑀 · 𝒚. The payoff function of

the modified matching pennies game in which player 1 is rewarded

for a high entropy strategy but 2 is penalized for a high entropy

strategy is formally given by 𝑓 (𝒙,𝒚) = 𝒙⊤ · 𝑀 · 𝒚 + 𝑥1 log(𝑥1) +
𝑥2 log(𝑥2) +𝑦1 log(𝑦1) +𝑦2 log(𝑦2). In this zero-sum game, no Nash

equilibrium exists, and the payoff function is neither convex nor

concave. Still, the payoff function is 𝛼-Hölder for any 𝛼 ∈]0, 1[.

Definition 2.3 (𝛼-Hölder condition). For any norm ∥ · ∥, a function
𝑓 : X → R satisfies the 𝛼-Hölder condition with respect to ∥ · ∥ if
and only if there exists 𝛼 ∈]0, 1] and 𝐶 ∈ R+ such that

∀(𝒙, 𝒙̃) ∈ X2, |𝑓 (𝒙) − 𝑓 (𝒙̃) | ≤ 𝐶 ∥𝒙 − 𝒙̃ ∥𝛼 . (4)

As mentioned in the introduction, Nash Equilibrium points do

not necessarily exist, in which case max -min > min -max, even

in a local sense [15]. Players thus can not agree on a joint strategy.

Thus, they might want to search for the individual strategy that

has the greatest value against any strategy of their opponent, i.e.
(for player 1) compute argmin𝒙 max𝒚 𝑓 (𝒙,𝒚).

Since this paper aims to tackle games with poor continuity

properties of the payoff function, we will only assume that 𝑓 is

𝛼-Hölder1.

2.2 Deterministic Optimimistic Optimization
(DOO)

Let 𝑓 : X → R be a 𝜆-Lipschitz function with respect to any semi-

metric 𝑙 (i.e. ∀(𝒙, 𝒙′) ∈ X2, |𝑓 (𝒙) − 𝑓 (𝒙′) | ≤ 𝜆𝑙 (𝒙, 𝒙′)) defined over
X ⊂ R𝑛 .

If X is bounded, DOO 𝜖-optimally solves min𝒙∈X 𝑓 (𝒙) for a
given error 𝜖 > 0 by creating a non-uniform covering of the domain

with a finite number of cells where the variations of the function

are controlled.

Given any semi-metric 𝑙 , a cell S and point 𝒙̃ in S, 𝑓 ’s Lipschitz
continuity with respect to 𝑙 allows optimistically bounding (i.e.
lower bounding) its value within S by 𝑓 (𝒙̃) − 𝜆𝐷𝑖𝑎𝑚(S), where
𝐷𝑖𝑎𝑚(S) = max𝒙,𝒚∈𝑆 𝑙 (𝒙,𝒚). The smaller the diameter of the cell,

the closer the optimistic bound is to the values of 𝑓 in it.

Let us assume that X is such that (i) there is an analytic way

to create a first covering with cells, and (ii) each cell can again be

covered with children-cells. The algorithm (given in Algorithm 1)

starts with the first covering of X (line 2), and computes the opti-

mistic bound in every cell (line 3). Then, each iteration consists in

selecting the most promising cell according to the optimistic bound

(line 6), covering it (line 7), and computing the optimistic bound of

each new cell (line 8). The final returned value is the encountered

point with the lowest value. Figure 1 gives an illustration of an

execution of DOO.

If the cells are “well-formed” (following Assumption 1) and their

diameter decreases w.r.t their depth in the tree (following Assump-

tion 2), the approximation error shrinks with the radius around the

most promising area as the algorithm iterates. Thus, the difference

𝑟 (𝑛) between the highest value of 𝑓 and DOO’s returned value after

performing 𝑛 coverings of cells with children cells can be bounded

[19].

Assumption 1 (Valid cell (Assumption 4 in [19])). There exists
𝜈 ∈ R+,∗ such that for any cell 𝑆 ⊂ X, there exists 𝒙 ∈ 𝑆 such that
1
for the sake of simplicity, we only expose the results for 𝛼-Hölder functions even

though [19] presents the result for Lipschitz functions with respect to any semi metric

𝑙 (not just ∥ · ∥𝛼 ).
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Algorithm 1: DOO

1 Fct DOO(
[
X → R ; 𝑥 ↦→ 𝑓 (𝑥)

]
, 𝑛, 𝑙)

input : 𝑓 : R→ R is a 𝛼-Hölder function with respect

to a semi-norm 𝑙

input :𝐶 a 𝛼-Hölder constant of 𝑓

2 Initialize I and (𝑆𝑖 )𝑖∈I s.t. X ⊆ ∪𝑖∈I𝑆𝑖
/* The diameter of a set 𝑆𝑖 is noted 𝜌𝑖. */

3 ∀𝑖 ∈ I, compute 𝑓 (𝒙 𝒊) −𝐶𝜌𝛼𝑖
4 𝑡𝑖𝑚𝑒 ← 0

5 while 𝑡𝑖𝑚𝑒 ≤ 𝑛 do
6 𝑖∗ ← argmin𝑖∈I 𝑓 (𝒙 𝒊) −𝐶𝜌𝛼𝑖
7 Recover 𝑆𝑖∗ by ∪𝑗∈I∗𝑆 𝑗 (⊇ 𝑆𝑖∗ )

∀𝑗 ∈ I∗, 𝒙𝒋 ← 𝑅𝑒𝑝𝑟 (𝑆 𝑗 )
/* Here, 𝑅𝑒𝑝𝑟 (𝑆 𝑗 ) is any function returning

a point that belongs to 𝑆 𝑗 and to X. */

8 I ← [I \ {𝑖∗}] ∪ I∗
9 𝑡𝑖𝑚𝑒 ← 𝑡𝑖𝑚𝑒 + 1

10 return ⟨arg&min𝑥𝑖 𝑓 (𝑥𝑖 )⟩

0 1 2 3 4 5 6

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

Figure 1: Representation of DOO’s execution to minimize
𝑥 ↦→ sin(𝑥) on [0, 2𝜋]. The interval is tiled with cells (i.e. here,
intervals) of different sizes where the function sin is lower-
bounded by "Lipschitz cones", themselves lower-bounded
by a constant. The cones, along with their constant lower
bounds, form the triangular shapes.

B𝑙 (𝒙, 𝜈𝐷𝑖𝑎𝑚(𝑆)) ⊂ 𝑆 where B𝑙 (𝒙, 𝜌) = {𝑦 ∈ X|𝑙 (𝒙,𝒚) ≤ 𝜌} denote
the ball of radius 𝜌 centered in 𝒙 for the semi-metric 𝑙 .

Assumption 2. There exists a decreasing sequence 𝛿 (ℎ) such
that for any depth ℎ ≥ 0, for any cell 𝑆ℎ,𝑖 of depth ℎ in the tree,
𝐷𝑖𝑎𝑚(𝑆ℎ,𝑖 ) ≤ 𝛿 (ℎ).

Remark 2.4. Fortunately, for any given norm ∥ · ∥, one can re-

mark that (i) an 𝛼-Hölder function with constant 𝐶 is exactly a

𝐶-Lipschitz function with respect to the semi-metric ∥ · ∥𝛼 , and
(ii) balls B∥ · ∥𝛼 (𝒙, 𝜌) are valid cells. We might thus be able to adapt

Munos’ work to tackle min -max problems for 𝛼-Hölder functions,

using simple balls B∥ · ∥𝛼 (·, ·).

The next two sections respectively show (i) how DOO can be

applied to the special case of optimization over a simplex and (ii)

how DOO can be adapted to solve a min -max problem.

3 FINITE-TIME CONVERGENT DOO FOR
SIMPLEX SPACES

In this section, we come back to vanilla minimization (rather than

min -max optimization) and provide two modifications to the orig-

inal DOO algorithm in order to match usual requirements of game

theory. First, we require our algorithm to converge in finite time

to an 𝜖-optimum instead of bounding the regret for a given time

budget. This leads to introducing a pessimistic bound which will

also be useful later as a pruning criterion. Secondly, we show that

DOO can be used when the search space is a simplex by applying

iterative simplex discretization methods.

3.1 Modifying the stopping criterion
The initial analysis of DOO’s complexity bounds its error with

respect to a given budget 𝑛. We change viewpoint to show that, for

any 𝜖 > 0, one can derive a stopping criterion that is reached in

finite time. To do so, we introduce upper and lower bounds of the

optimal value, which will monotonically shrink as the algorithm

iterates. The algorithm returns whenever the difference between

the maximum value of the upper-bound and the maximum value

of the lower-bound is smaller than 𝜖 .

Definition 3.1 (Upper and lower bounds). Let 𝑓 be an 𝛼-Hölder

function and𝐶 be an𝛼-Hölder constant of 𝑓 . Let (B∥ · ∥∞ (𝒙 𝒊, 𝜌𝑖 ))𝑖 be
a set of cells partitioning 𝑓 ’s domain. Then, min𝒙∈X 𝑓 (𝒙) is upper-
and lower-bounded respectively by min𝒙𝒊 𝑓 (𝒙 𝒊) and min𝒙𝒊 𝑓 (𝒙 𝒊) −
𝐶𝜌𝛼

𝑖
.

A straightforward adaptation of Munos’ regret-bounding proof

leads to the following convergence theorem.

Theorem 3.2 (adapted from [20]). Let 𝜖 > 0 be a given error.
Let (B∥ · ∥∞ (𝑥𝑖 , 𝜌𝑖 ))𝑖 be the set of cells covering [ad] partitioning-
>covering 𝑓 ’s domain, updated as the algorithm iterates. The quan-
tity |min𝑖

[
𝑓 (𝒙 𝒊) −𝐶𝜌𝛼𝑖

]
−min𝑖 [𝑓 (𝒙 𝒊)] | decreases throughout the

optimization process and is smaller than 𝜖 after a finite number of
iterations.

Remark 3.3. One could derive a precise complexity bound, but at

the cost of introducing function-dependent topological constants

whose computation is, in general, even harder than the optimiza-

tion problem. Instead, Theorem 4.3 (Section 4.1) will provide an

upper bound of the complexity, based on the worst-case scenario

of optimizing a constant function.

Note that (i) min𝑖 𝑓 (𝒙𝑖 ) −𝐶𝜌𝛼𝑖 and min𝑖 𝑓 (𝒙𝑖 ) have no reason

to be attained in the same cell; and (ii) Theorem 3.2 leads to simply

modifying line 5 of Algorithm 1 to stop whenever the gap between

bounds is less than 𝜖 . The parameter 𝑛 in Algorithm 1 is thus

replaced by 𝜖 .
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3.2 DOO for simplex spaces
Subdivision process. We now detail a process to subdivide the

𝑛-dimensional unit simplex 𝑆𝑛 using smaller and smaller hyper-

cubes as the process iterates. Simplex decomposition techniques

are not new since Edelsbrunner and Grayson [9], and Paulavičius

and Žilinskas [23] already introduced some and Paulavičius and

Žilinskas did so to perform Lipschitz global search in the single

level case.

Still, we introduce our new simple subdivision process that is well

suited to the use of DOO. The process starts with the 𝑛-dimensional

hypercube (i.e. the closed ball B∥ · ∥∞ (0, 1) = {𝑥 ∈ R𝑛 | ∥𝒙 − 0∥∞ ≤
1} centered in 0 with a radius 1) Note that hypercubes are cells

that cover [0, 1]𝑛 whereas their intersection with the unit simplex

are cells covering the 𝑛 − 1 dimensional simplex. The following

theorem shows how to determine whether a hypercube intersects

the simplex or not, and how to compute a referent point, on which

the function will be evaluated. All the created hypercubes can again

be covered with 2
𝑛
hypercubes, and so on, which creates an iterative

covering of the unit simplex with smaller and smaller hypercubes.

Theorem 3.4 (Intersection between the 𝑛-dimensional unit

simplex and an 𝑛-dimensional hypercube). Let 𝑛 ∈ N∗ \ {1}.
Let 𝐻 be an 𝑛-dimensional cube (i.e. a closed ball for ∥·∥∞) of radius
𝜂 whose center is called𝑚. Then, 𝐻 and 𝑆𝑛 (1) intersect (i.e., (𝐻 ∩
𝑆𝑛 (1)) ≠ ∅) if and only if ∃(𝒙 𝒊, 𝒙𝒋) ∈ 𝐻2 such that

∑𝑛
𝑘=1

𝑥𝑘
𝑖
≤ 1 and∑𝑛

𝑘=1
𝑥𝑘
𝑗
≥ 1, and an intersection point (called referent point) can be

computed.

Proof. Let us consider the diagonal from the lowest point (𝒙𝑖𝑛𝑓 =

(𝑚1−𝜂, . . . ,𝑚𝑛−𝜂)) to the highest point (𝒙𝑖𝑛𝑓 = (𝑚1+𝜂, . . . ,𝑚𝑛+𝜂))
of 𝐻 , and apply the Intermediate Value Theorem. There is no inter-

section point if

∑
𝑘 𝒙

𝑘
𝑖𝑛𝑓

> 1 or

∑
𝑘 𝒙

𝑘
𝑠𝑢𝑝 < 1. Else, the intersection

point is 𝑥 = 𝒙𝑖𝑛𝑓 + 𝑡 (𝒙𝑠𝑢𝑝 − 𝒙𝑖𝑛𝑓 ), where 𝑡 =
1−∑𝑛

𝑘=1
𝒙𝑘
𝑖𝑛𝑓

2𝑛𝜂 . Indeed,

𝑛∑︁
𝑘=1

𝑥𝑘 = 1 ⇐⇒
𝑛∑︁

𝑘=1

[
𝒙𝑘
𝑖𝑛𝑓
+ 𝑡 (𝒙𝑘𝑠𝑢𝑝 − 𝒙𝑘𝑖𝑛𝑓 )

]
= 1 (5)

⇐⇒ 𝑡 =
1 −∑𝑛

𝑘=1
𝒙𝑘
𝑖𝑛𝑓∑

𝑘 𝒙
𝑘
𝑠𝑢𝑝 − 𝒙𝑘𝑖𝑛𝑓

(6)

⇐⇒ 𝑡 =
1 −∑𝑛

𝑘=1
𝒙𝑘
𝑖𝑛𝑓

𝑛 · ∥𝒙𝑠𝑢𝑝 − 𝒙𝑖𝑛𝑓 ∥∞
(7)

⇐⇒ 𝑡 =
1 −∑𝑛

𝑘=1
𝒙𝑘
𝑖𝑛𝑓

𝑛 · 2𝜂 . (8)

□

Figure 3 illustrates the iterative subdivision of the 2-dimensional

unit simplex by 2-dimensional hypercubes (i.e., squares). Let us
point out that the subdivision operation is here concentrated around

the optimum: (0, 1). Squares with an “x” do not intersect with the

simplex and are pruned, while the other ones do and are therefore

kept. The unit-simplex being of dimensionality 𝑛−1 and the hyper-
cubes of dimensionality 𝑛, as illustrated by Figure 2, we conjecture

that lim𝑛 ↦→∞ #𝐻 (𝑁 ) = 𝑁 · 2𝑛−1, where #𝐻 (𝑁 ) denotes the number
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Figure 2: Number of hypercubes kept when optimizing over
the 𝑛-dimensional simplex (here, 𝑛 = 3) as a function of
DOO’s number of iterations (N).
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Figure 3: Illustration of the subdividing process

of hypercubes kept after 𝑁 iterations and 𝑛 is the dimension of the

covered simplex.

4 MIN-MAX 𝛼-HÖLDER OPTIMIZATION
In this section, we come back to the min -max problem to provide

a global optimization algorithm that converges in finite time to an

𝜖-optimal solution.

To do so, one can first notice the 𝛼-Hölder continuity of the outer

function 𝒙 ↦→ max𝒚 𝑓 (𝒙,𝒚).

Lemma 4.1. Let 𝑓 be a 𝛼-Hölder function and let 𝐶 be one of its
𝛼-Hölder constants. The function 𝒙 ↦→ max𝒚 𝑓 (𝒙,𝒚) is 𝛼-Hölder and
𝐶 is one of its 𝛼-Hölder constants.
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Proof. Let

𝑔(𝒙) def

= max

𝒚
𝑓 (𝒙,𝒚) .

Then, for any 𝒙 and 𝒙′, assuming wlog that 𝑔(𝒙) > 𝑔(𝒙′),

𝑔(𝒙) − 𝑔(𝒙′) = max

𝒚
𝑓 (𝒙,𝒚) −max

𝒚
𝑓 (𝒙′,𝒚)

≤ max

𝒚

(
𝑓 (𝒙′,𝒚) +𝐶 ∥(𝒙,𝒚) − (𝒙′,𝒚)∥𝛼

)
−max

𝒚
𝑓 (𝒙′,𝒚)

= max

𝒚

(
𝑓 (𝒙′,𝒚)

)
+𝐶 ∥𝒙 − 𝒙′∥𝛼 −max

𝒚
𝑓 (𝒙′,𝒚)

= 𝐶 ∥𝒙 − 𝒙′∥𝛼 .

Similar result holds if 𝑔(𝒙′) > 𝑔(𝒙) and this concludes the proof.

□

With this property, we solve our min -max optimization problem

by using two nested DOO processes, i.e.,

• an outer 𝜖1-optimal DOO minimizing the function 𝒙 ↦→
min𝒚 𝑓 (𝒙,𝒚), using the solution of

• an inner 𝜖2-optimal DOO maximizing the function 𝒚 ↦→
𝑓 (𝒙,𝒚) for fixed 𝒙

(see Algorithm 2). Munos’ proof can be adapted to this case to show

that the final error is 𝜖 = 𝜖1 + 𝜖2.

Algorithm 2: BiDOO

1 Fct BiDOO(
[
A1 × A2 → R ; 𝑥,𝑦 ↦→ 𝑓 (𝑥,𝑦)

]
, 𝜖1, 𝜖2,𝐶))

input : 𝑓 : A1 × A2 → R an 𝛼-Hölder function

2 ⟨𝑥min, 𝑣min⟩ ← DOO([
A1 → R ; 𝑥 ↦→ −𝑔𝑒𝑡𝑀𝑖𝑛(

(
DOO(

[
A2 → R ; 𝑦 ↦→ −𝑓 (𝑥,𝑦)

]
, 𝜖2,𝐶))]

, 𝜖1,𝐶)

/* 𝑔𝑒𝑡𝑀𝑖𝑛 ( ·, · ) here returns its second argument, i.e., the minimum

of the inner DOO computation. */

3 return ⟨𝑥min, 𝑣min⟩

Remark 4.2 (Pruning the inner process). Using a pessimistic bound

for the outer process is not only useful to provide a finite-time

convergent algorithm, but it also helps to prune some irrelevant

parts of the search space. The current pessimistic bound of the outer

DOO is passed to the inner DOO when called, so that it can stop

whenever the value of 𝑥 is necessarily higher than the pessimistic

bound of the inner process.

4.1 Complexity analysis
Let us now upper bound the number of iterations it takes for BiDOO

to converge by analyzing it in the worst case, i.e., optimizing a

constant function. Let us assume that BiDOO is called to solve

(𝑥,𝑦) ∈ S𝑛 × S𝑝 ↦→ 𝐴 ∈ R, but is given an (overestimating) 𝛼-

Hölder constant 𝐶 > 0. In this case, BiDOO iteratively covers up

the simplex with a thinner and thinner uniform grid, and the exact

number of iterations it takes before reaching a stopping criterion 𝜖

can be found analytically.

Theorem 4.3 (Complexity upper-bound). For any zero-sum
game ⟨A1,A2, 𝑓 = (𝑥,𝑦) ↦→ 0, ⟩, BiDOO return an 𝜖-optimum

(𝑥∗, 𝑦∗) in less than
[∑𝑙𝑜𝑔2 (𝐶/𝜖 )

𝑖=0
(2𝑛)𝑖

]
×
[∑𝑙𝑜𝑔2 (𝐶/𝜖 )

𝑖=0
(2𝑝 )𝑖

]
subdivi-

sion processes, where𝐶 is any 𝛼-Hölder constant of 𝑓 given to BiDOO.

4.2 Games with dependent feasible set
In this section, we will look at games with dependent feasible sets,

formally given by the computation of

min

𝑥∈A1

max

𝑦∈𝐹 (𝑥 )⊂A2

𝑓 (𝑥,𝑦) (9)

for some 𝐹 . Such games received a growing interest recently, es-

pecially in the form of Fisher market problems [10], formulated

as a game with dependent feasible set in [12]. Assuming that 𝑓

is 𝛼-Hölder in the whole space A1 × A2
, the following provides a

sufficient hypothesis on 𝐹 to ensure BiDOO’s convergence on such

a game.

Theorem 4.4. Let B(A2) denote the Borelian algebra of A2. If,
∀𝑥 ∈ A1, 𝐹 (𝑥) is a bounded, closed and convex (i.e. compact convex)
element B(A2) and 𝐹 is 𝜆-Lipschitz continuous for the Haussdorf
distance, then BiDOO converges towards an 𝜖-optimum in finite time.

Proof. Let us start by defining the Haussdorf distance for com-

pact sets of B(A2):

𝐻 : B(A2)2 → R+

(𝐴, 𝐵) ↦→ max{sup
𝑎∈𝐴

inf

𝑏∈𝐵
∥𝑎 − 𝑏∥∞, sup

𝑏∈𝐵
inf

𝑎∈𝐴
∥𝑎 − 𝑏∥∞}.

Let 𝑓 : A1 × A2 → R be 𝛼-Hölder, and 𝐶 be a Hölder constant

of 𝑓 . Assume that 𝐹 : A1 → B(A2) is 𝜆-Lipschitz-continuous for
the Haussdorf distance.

Let 𝑥 ∈ A1
. Let 𝜖 > 0. We aim at bounding the variations of

𝑥 ↦→ max𝑦∈𝐹 (𝑥 ) 𝑓 (𝑥,𝑦) within a ball of radius 𝜖 around 𝑥 , formally

given by sup𝑥̃∈𝐵∥·∥∞ (𝑥,𝜖 ) |max𝑦∈𝐹 (𝑥 ) 𝑓 (𝑥,𝑦) −max𝑦∈𝐹 (𝑥̃ ) 𝑓 (𝑥,𝑦) |.
A first observation is that ∀𝑥 ∈ 𝐵 ∥ · ∥∞ (𝑥, 𝜖),

∀𝑦 ∈ 𝐹 (𝑥), 𝑓 (𝑥,𝑦) ≤ 𝑓 (𝑥,𝑦) +𝐶 ∥𝑥 − 𝑥 ∥𝛼∞,

since 𝑓 is 𝛼-Hölder in the whole space A1 × A2
, so that

max

𝑦∈𝐹 (𝑥̃ )
𝑓 (𝑥,𝑦) ≤ max

𝑦∈𝐹 (𝑥̃ )
[𝑓 (𝑥,𝑦)] +𝐶 ∥𝑥 − 𝑥 ∥𝛼∞ .

Now, for any 𝑥 ∈ 𝐵 ∥ · ∥∞ (𝑥, 𝜖), let us define 𝐼 as

𝐼
def

= | max

𝑦∈𝐹 (𝑥̃ )
𝑓 (𝑥,𝑦) − max

𝑦∈𝐹 (𝑥 )
𝑓 (𝑥,𝑦) |. (10)

Let 𝑦∗ ∈ argmax𝑦∈𝐹 (𝑥 ) 𝑓 (𝑥,𝑦) and 𝑦∗ ∈ argmax𝑦∈𝐹 (𝑥̃ ) 𝑓 (𝑥,𝑦)
(whose existence is given by 𝑓 ’s continuity on a compact set).

Assuming wlog that 𝑓 (𝑥,𝑦∗) ≥ 𝑓 (𝑥,𝑦∗), we have

|𝐼 | = 𝑓 (𝑥,𝑦∗) − max

𝑦∈𝐹 (𝑥̃ )
𝑓 (𝑥,𝑦) ≤ 𝑓 (𝑥,𝑦∗) − 𝑓 (𝑥,Π𝐹 (𝑥̃ ) (𝑦∗))

(11)

where Π𝐹 (𝑥̃ ) (𝑦) ∈ argmin𝛽∈𝐹 (𝑥̃ ) ∥𝑦∗ − 𝛽 ∥∞, which exists as a

minimum as we are dealing with compact convex sets of R𝑛 . Now,

∥𝑦∗ − Π𝐹 (𝑥̃ ) ∥∞ ≤ sup

𝑦∈𝐹 (𝑥 )
∥𝑦 − Π𝐹 (𝑥̃ ) (𝑦)∥∞ (12)

≤ 𝐻 (𝐹 (𝑥), 𝐹 (𝑥)) . (13)
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Thus,

𝑓 (𝑥,𝑦∗) − 𝑓 (𝑥,Π𝐹 (𝑥̃ ) (𝑦)) ≤ 𝐶𝐻 (𝐹 (𝑥), 𝐹 (𝑥))𝛼 (14)

≤ 𝐶𝜆∥𝑥 − 𝑥 ∥𝛼∞ (15)

and, finally, |𝐼 | ≤ 𝐶𝜆∥𝑥 − 𝑥 ∥𝛼∞ ≤ 𝐶𝜆𝜖𝛼 so that ∀𝑥 ∈ 𝐵 ∥ · ∥∞ (𝑥, 𝜖),���� min

𝑦∈𝐹 (𝑥 )
𝑓 (𝑥,𝑦) − min

𝑦∈𝐹 (𝑥̃ )
𝑓 (𝑥,𝑦)

���� ≤ 𝐶 ∥𝑥 − 𝑥 ∥𝛼∞ +𝐶𝜆∥𝑥 − 𝑥 ∥∞

≤ 𝐶𝜖

(
1 + 𝜖𝛼

𝜖

)
.

This defines the upper bound of a cell 𝐵 ∥ · ∥∞ (𝑥, 𝜖) so that DOO ap-

plies to the computation of the outer function𝑔 : 𝑥 ↦→ max𝑦∈𝐹 (𝑥 ) 𝑓 (𝑥,𝑦).
□

5 EXPERIMENTS
The following aims at studying the behavior of BiDOO (i) rela-

tively to its hyperparameters (Secs. 5.1 and 5.2) and (ii) for games

with dependent feasible set (Sec. 5.3). All experiments ran on an

Ubuntu machine with i7-10810U 1.10 GHz Intel processor, 16 GB

available RAM and the code used is available at https://github.com/

aurelienDelageInsaLyon/minimaxDOO under MIT license.

When considering normal-form games, the exactmin -max value

is given by the resolution of a linear program using Cplex
2
. The 𝛼-

Hölder constants of the inner and the outer processes are obtained

using the following lemma.

Lemma 5.1. 𝑓 : 𝒙 ↦→ max𝒚 𝒙⊤ ·𝑀 ·𝒚 is
∑

𝑗 max𝑖 |𝑚𝑖, 𝑗 |-Lipschitz
and ∀𝒙 , 𝒚 ↦→ 𝒙⊤ · 𝑀 · 𝒚 is

∑
𝑖 max𝑗 |𝑚𝑖, 𝑗 |-Lipschitz when 𝒙 ,𝒚 are

elements of the unit simplex of R𝑛 .

Proof. First, we show that ∀𝒙,𝒚 ↦→ 𝒙⊤ ·𝑀 ·𝒚 is

∑
𝑗 max𝑖 |𝑚𝑖, 𝑗 |-

Lipschitz.

sup

𝒚,𝒚̃∈𝑆𝑛 (1)

|𝒙⊤ ·𝑀 · 𝒚 − 𝒙⊤ ·𝑀 · 𝒚̃ |
∥𝒚 − 𝒚̃∥∞

(16)

= sup

𝒚,𝒚̃∈𝑆𝑛 (1)

|𝒙⊤ ·𝑀 · (𝒚 − 𝒚̃) |
∥𝒚 − 𝒚̃∥∞

(17)

= sup

𝒚,𝒚̃∈𝑆𝑛 (1)

|∑𝑗 (𝒙𝑀) 𝑗 (𝒚 𝑗 − 𝒚̃ 𝑗 ) |
∥𝒚 − 𝒚̃∥∞

(18)

≤ sup

𝒚,𝒚̃∈𝑆𝑛 (1)

∑
𝑗 | (𝒙𝑀) 𝑗 | |𝑦 𝑗 − 𝑦 𝑗 |
∥𝒚 − 𝒚̃∥∞

(19)

≤ sup

𝒚,𝒚̃∈𝑆𝑛 (1)

((((((
max𝑗 |𝑦 𝑗 − 𝑦 𝑗 |

∑
𝑗 | (𝒙𝑀) 𝑗 |

����∥𝒚 − 𝒚̃∥∞
(20)

= sup

𝒚,𝒚̃∈𝑆𝑛 (1)

∑︁
𝑗

∑︁
𝑖

𝑥𝑖 |𝑚𝑖, 𝑗 | (21)

≤ sup

𝒚,𝒚̃∈𝑆𝑛 (1)

∑︁
𝑗

max

𝑖
|𝑚𝑖, 𝑗 |

∑︁
𝑖

𝑥𝑖 (22)

=
∑︁
𝑗

max

𝑖
|𝑚𝑖, 𝑗 | since 𝒙 ∈ 𝑆𝑛 (1). (23)

2
Cplex 12.1 free version https://www.ibm.com/fr-fr/analytics/cplex-optimizer
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Figure 4: BiDOO’s convergence time (average and standard
error) as a function of 𝜖 for 3 different distributions.

Now, we show that 𝒙 ↦→ max𝒚 𝒙⊤ · 𝑀 · 𝒚 is

∑
𝑖 max𝑗 |𝑚𝑖, 𝑗 |-

Lipschitz.∀(𝒙, 𝒙̃), assuming that max𝒚 𝒙⊤ ·𝑀 ·𝒚 ≥ max𝒚 𝒙̃⊤ ·𝑀 ·𝒚,
and noting 𝒚∗ an element of argmax𝒚 𝒙⊤ ·𝑀 · 𝒚,

|max

𝒚
𝒙⊤ ·𝑀 · 𝒚 −max

𝒚
𝒙̃⊤ ·𝑀 · 𝒚 | (24)

≤ 𝒙⊤ ·𝑀 · 𝒚∗ − 𝒙̃⊤ ·𝑀 · 𝒚∗ (25)

= (𝒙 − 𝒙̃)⊤ ·𝑀 · 𝒚∗ (26)

≤
∑︁
𝑖

| (𝑀 · 𝒚∗) |𝑖 ∥𝑥 − 𝑥 ∥∞ (27)

≤ (
∑︁
𝑖

max

𝑗
|𝑚𝑖, 𝑗 |))∥𝑥 − 𝑥 ∥∞ since 𝑦 ∈ 𝑆𝑛 (1), (28)

so that sup𝑥,𝑥̃

|max𝒚 𝒙⊤ ·𝑀 ·𝒚−max𝒚 𝒙̃⊤ ·𝑀 ·𝒚 |
∥𝑥−𝑥̃ ∥∞ ≤ ∑

𝑖 max𝑗 |𝑚𝑖, 𝑗 |. □

5.1 Choosing the 𝜖-distribution
A question is whether one should choose 𝜖1 = 𝜖2 =

1

2
𝜖 or another

distribution, such as 𝜖1 = 3

4
𝜖 or 𝜖2 = 1

4
𝜖 . To partially study this,

Figures 4 and 5 respectively provide BiDOOs computation time

and actual error when solving the min -max problem for randomly

generated 3𝑥3 matrices taken in [0, 1]3×3. Results are randomized

over 30 matrixes. We observe that (i) with the 50/50 distribution,

BiDOO appears to converge faster, but (ii) with the 25/75 distri-

bution, BiDOO provides a lower error in average. While the error

results appear very intuitive, the time ones are a bit more surprising.

One could expect the 25/75 distribution BiDOO to be faster than

the 50/50 one as it is less demanding with the inner process, which

is called exponentially more often than the outer one. Still, as the

number of iterations required to provably reach an error less than a

given 𝜖 = 𝜖1+𝜖2 is exponential w.r.t 𝜖 , the 25/75 distribution BiDOO
may require way more time for the outer DOO to converge. This

might, as a whole, take more time. In all the following experiments,

we pick 𝜖1 = 𝜖2.

https://github.com/aurelienDelageInsaLyon/minimaxDOO
https://github.com/aurelienDelageInsaLyon/minimaxDOO
https://www.ibm.com/fr-fr/analytics/cplex-optimizer
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Figure 5: BiDOO’s observed error (average and standard error)
as a function of 𝜖 for 3 different distributions.
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Figure 6: Computation time (in seconds) for Algorithm 2 as
a function of the error 𝜖 imposed, for different Hölder con-
stants. If 𝐶𝑒𝑥𝑡 and 𝐶𝑖𝑛𝑡 respectively denote the 1-Hölderian
constants of the outer and the inner DOOprocesses, the curve
labeled “lambda : 1.1” corresponds to launching BiDOO with
𝐶𝑒𝑥𝑡 · 1.1 and 𝐶𝑖𝑛𝑡 · 1.1.

5.2 Validating the approach
We consider 100 randomly generated matrices𝑀 ∈ [0, 1]3×3. Fig-
ures 6 and 7 respectively give the error compared to the exact value

and the computation time as a function of the error imposed to the

algorithm.

Several things are to be noted on this figure. Firstly, we observe

consistency, i.e. BiDOO’s error with respect to the exact value

always being lower than the error 𝜖 imposed to DOO. Secondly,

and as predicted by Section 4.1, the time taken by the algorithm to

converge appears exponential with respect to 𝜖 . Interestingly, DOO

returns a value that is guaranteed to be 𝜖-close to the optimal, but
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Figure 7: Error ofAlgorithm2 compared to the exactmin -max

value given by Cplex as a function of the error 𝜖 imposed,
for different Hölder constants. If 𝐶𝑒𝑥𝑡 and 𝐶𝑖𝑛𝑡 respectively
denote the 1-Hölderian constants of the outer and the inner
DOO processes, the curve labelled “lambda : 1.1” corresponds
to launching BiDOO with 𝐶𝑒𝑥𝑡 · 1.1 and 𝐶𝑖𝑛𝑡 · 1.1.

which is actually around 𝜖/10-close to the exact value returned by

linear programming.

Looking back at Theorem 4.3, we compared a uniform search

iteratively building a small enough uniform grid to BiDOO using

the same set of 100 randomly-generated 3× 3 matrices, for 𝜖 = 0.15.

It takes the uniform search in average 7.8 s (std. error 0.9 s) to end,

whereas BiDOO converges on average in 2.4 s (std. error 0.2 s).

5.3 Comparison with the state of the art
Bilinear Games and Gradient Descent Ascent. It is known [30]

that “vanilla” GDA (i.e. with constant step size) can fail even for

the bilinear game 𝒙⊤ · 𝐼𝑛 · 𝒚, where 𝑥,𝑦 ∈ R𝑛 , and 𝐼𝑛 is the 𝑛-

dimensional identity matrix. An illustration of GDA’s behavior is

given in Figure 8. As the game is bilinear, it is a fortiori 𝛼-Hölder
and BiDOO provably solves the min -max problem.

Games with dependent feasible sets. Goktas and Greenwald [13]

illustrate the difficulties with running a gradient-based algorithm

to solve general min -max problems through the computation of

min

𝑥∈[−1,1]
max

𝑦∈[−1,1],1−(𝑥+𝑦)≥0
𝑥2 + 𝑦 + 1. (29)

In such a game, GDA converges to (0, 1), which is not a solution of

themin -max problem, whereas BiDOO does converge as illustrated

in Figure 9,provided the subdivision process is modified to satisfy

the constraint 𝑦 ∈ [−1, 1], 1 − (𝑥 + 𝑦) ≥ 0. This result is expected

as this example satisfies the assumption of Section 4.2 as proven

below.

Example 5.2. 𝐹 : 𝑥 ↦→ {𝑦 |1 − (𝑥 + 𝑦) ≥ 0, 𝑦 ≥ 0} only yields

compact convex subsets of R, and is Lipschitz for the Haussdorf

distance 𝐻 .
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Figure 8: GDA applied to the problem max𝑥 min𝑦 𝑥 · 𝑦⊤. Red
points correspond to points visited by the GDA algorithm.

Proof. Let 𝑥 ∈ [0, 1]. We have 𝐹 (𝑥) = {𝑦 |1 − (𝑥 + 𝑦) ≥ 0, 𝑦 ≥
0} = {𝑦 |𝑦 ≤ 1− 𝑥,𝑦 ≥ 0} = [0, 1− 𝑥], which is bounded, closed (i.e.
compact) and convex. Now, for any (𝑥, 𝑥) ∈ [0, 1]2,

𝐻 (𝐹 (𝑥), 𝐹 (𝑥)) = max{ sup

𝑦∈[0,1−𝑥 ]
inf

𝑦∈[0,1−𝑥̃ ]
|𝑦 − 𝑦 |, (30)

sup

𝑦∈[0,1−𝑥̃ ]
inf

𝑦∈[0,1−𝑥 ]
|𝑦 − 𝑦 |}. (31)

Assume now without loss of generality that 𝑥 > 𝑥 . Then, 𝐹 (𝑥) =
[0, 1 − 𝑥] ⊂ [0, 1 − 𝑥] = 𝐹 (𝑥) and

∀𝑦 ∈ 𝐹 (𝑥), inf

𝑦∈𝐹 (𝑥 )
|𝑦 − 𝑦 | =

{
0 if 𝑦 ∈ 𝐹 (𝑥),
|𝑦 − (1 − 𝑥) | else.

Thus,

sup

𝑦̃∈𝐹 (𝑥̃ )
inf

𝑦∈𝐹 (𝑥 )
|𝑦 − 𝑦 | = |1 − 𝑥 − (1 − 𝑥) |.

Now, since 𝐹 (𝑥) ⊂ 𝐹 (𝑥),
∀𝑦 ∈ 𝐹 (𝑥), inf

𝑦̃∈𝐹 (𝑥̃ )
|𝑦 − 𝑦 | = |𝑦 − 𝑦 | = 0, so that

sup

𝑦∈𝐹 (𝑥 )
inf

𝑦̃∈𝐹 (𝑥̃ )
|𝑦 − 𝑦 | = 0.

Finally,𝐻 (𝐹 (𝑥), 𝐹 (𝑥)) = |𝑥 −𝑥 | and 𝐹 is 1-Lipschitz, thus justifying

that BiDOO successfully solves themin -max problem of Section 4.2.

□

Interestingly, Figure 9 shows a pessimistic bound within 𝜖 to

the optimum way earlier than the optimistic bound. This behavior

is frequent with approaches which guarantee 𝜖-optimality using

optimistic and pessimistic bounds; proving optimality (i.e., lower-
ing the optimistic bound 𝜖-closely to the optimum) is harder than

heuristically finding near-optimal points.

6 DISCUSSION
The time complexity of the proposed algorithm was shown to be

exponential with respect to (i) the dimension of the game and

(ii) 1/𝜖 . This theoretical claim is supported by our experiments.

This is an expected result as computing local Nash Equilibrium,
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Figure 9: Upper and lower bounds as a function of the itera-
tion number.

when the game has stronger properties than the 𝛼-Hölder one

(differentiability and Lipschitz gradient) [6], is already in ExpTime

with respect to either the game’s dimension, 1/𝜖 or the game’s

smoothness. We introduced the BiDOO algorithm, which is (to the

best of our knowledge) the first algorithm to provably converge

towards an 𝜖-min−max of any 𝛼-Hölder game. The algorithm

being simple, we believe that it may inspire further work. As an

example, if the game’s payoff is convex with respect to player 2,

then the inner DOO process can be replaced by a quicker gradient

descent. Moreover, our algorithm can be extended to the unknown

smoothness case, building on SOO [19] instead of DOO. BiDOO

might also pave the way to tackle general-sum games with any

number of players with independent divergent payoff functions by

extending our algorithm to multi-level optimization problems. Still,

this remains an open question as the function giving 1’s value for a

strategy 𝒙 given that 2 best responds to it according to her payoff

function is discontinuous, and the computation of discontinuities

is a harder problem than computing a Stackelberg Equilibrium.

Showing that there only exists a finite number of discontinuities

(which was proven for the one-dimensional case for a dense set

of payoff functions in by Bressan and Jiang [3]) should enable the

use of an 𝜖-greedy version of BiDOO asymptotically converging

towards an 𝜖-Stackelberg equilibrium for any 𝛼-Hölder game.

7 CONCLUSION
This paper proposes a method to deal with min -max optimization

of 𝛼-Hölder functions, leading to a finite-time convergent algorithm

towards an 𝜖-global optimum. We focused on the optimization over

simplices, derived an algorithm and evaluated it. We hope our

method can be useful whenever such a problem arises.
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