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A Survey of Designs for Combined 2D+3D Visual Representations

Jiayi Hong (), Rostyslav Hnatyshyn (&, Ebrar A. D. Santos, Ross Maciejewski (%, and Tobias Isenberg
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Fig. 1: Overview of our proposed design space for combined 2D+3D representations.

Abstract —We examine visual representations of data that make use of combinations of both 2D and 3D data mappings. Combining
2D and 3D representations is a common technique that allows viewers to understand multiple facets of the data with which they are
interacting. While 3D representations focus on the spatial character of the data or the dedicated 3D data mapping, 2D representations
often show abstract data properties and take advantage of the unique bene ts of mapping to a plane. Many systems have used
unigue combinations of both types of data mappings effectively. Yet there are no systematic reviews of the methods in linking 2D
and 3D representations. We systematically survey the relationships between 2D and 3D visual representations in major visualization
publications—IEEE VIS, IEEE TVCG, and EuroVis—from 2012 to 2022. We closely examined 105 papers where 2D and 3D
representations are connected visually, interactively, or through animation. These approaches are designed based on their visual
environment, the relationships between their visual representations, and their possible layouts. Through our analysis, we introduce a
design space as well as provide design guidelines for effectively linking 2D and 3D visual representations.

Index Terms —Visualization, 2D visual representations, 3D visual representations, design space.

+

1 INTRODUCTION

Visual representations are often connected to help viewers locate objéegdity (MR) [84]; we found, however, that combinations of 2D and 3D
of interest that are displayed in multiple diagrams [154]. Connected répresentations have relationships that do not fall into the frameworks
resentations allow us to examine data from multiple perspectives. TRkgsented by these surveys and design spaces. For instance, the rela-
linking can be realized using various means: through interactions, e tpnship between two representations when they are embedded in one
brushing [12], focus and linking [21], focus+context [26], and usingnother [50,119, 139] cannot be described by the frameworks because
the same visual encoding [36, 98]. Our work focuses on semanticaﬁye representations share the same view and do not transform into each
connected 2D and 3D visualizations, i. e., visual representations that @feer. In fact, it seems that existing literature mainly focused on 2D
related because they provide information about the same entity. Linkifgpresentations shown on traditional displays and 3D representations
2D and 3D visualizations facilitates exploring various levels of detail MR yet missed the necessity of systematically investigating their
and abstraction, as well as completing tasks [140]. Rendering object§fiinbinations in various environments.
3D is a common technique used in a variety of applications [34], such Despite the numerous bene ts of linking representations of varying
as representing the organ structures [35] or the universe [41]. Unlittgnensions [129], there has not been a systematic review of methods to
their 2D counterparts, 3D representations use an additional dimensgdigctively classify and design these links. To Il this gap, we surveyed
to encode values [19] and provide intuitive insight into spatial [99)apers from IEEE VIS, EuroVis, and TVCG (only those presented
or spatiotemporal data [139]. With 3D visualizations it can be dif at VIS) from 2012 to 2022 and identi edlO5 relevant publications.
cult, however, to navigate and interpret hidden information such as theom our survey we created a design space (Fig. 1) with four dimen-
relationships between 3D objects [56]. As such, 2D representaticgigns to categorize these connectioMativetion for linking these
are far more common; they are used for visualizing abstract informi@presentation:Display Ervironment Layout of the representations,
tion [101, 132] and other descriptive data [48, 71]. Previous work hasd Agproachesfor interacting with the links (see Fig. 1). We also
demonstrated that 2D and 3D representations can be more effectinglemented a website for readers to explore this design space. As a
when combined with one another [7, 140], and there is an increasMifjole, our work emphasizes the importance of cognitive connections
body of work that combines 2D and 3D visualizations [98, 115, 139]formed between visual representations of varying dimensions. We aim

Categorizations currently exist for providing links between multiplé0 assist future designers in building effective links between 2D and 3D
views [134] and transforming 2D and 3D representations in mixédsual representations. In summary, with this work, we contribute:

» a survey of recent visualization work that links 2D and 3D data

representations,
a design space and guidelines for systems with linked 2D+3D data
representations, and
an interactive website rihaciejewski.faculty.asu.edu/
2dplus3d.github.io ).
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2.1 2D and 3D Visual Representations composite visualizations, we extracted a set of design dimensions for

Visual representations use graphical elements to encode data, and4pigh 2D and 3D representations can be linked. This linking is often
dimensionality of a visualization is determined by the number of diore complicated than regular linked views, and there are a number of
mensions it employs to encode the data. 2D representations have HE¥AUe approaches that do not get utilized when linking two representa-
broadly explored in the visualization eld [103, 150] as they have bediPnS Of the same type. We rst describe our general approach before
shown to effectively encode abstract relationships or 2D spatial d3Y§.describe the details of our design space.
3D representations are largely used in scienti ¢ contexts [158], €.¢.¢  pethod
exploring spatial or spatiotemporal data [23]. They can use unique prop-
erties, such as meshes and surfaces, to represent complicated data. Wgefitially collected every paper from IEEE VIS, EuroVis, and TVCG
are also more ef cient when people are able to manipulate them [59pticles presented at VIS from 2012 to 2022 that used both 2D and 3D
due to the fact that 3D representations enhance people's spatial mé#tial representations. One author then skimmed all papers in the set,
ory [137]. Other than spatial data, 3D representations can also repred@fk notes, and removed those that did not t our criteria (Section 3.2).
trees [111, 118] and multidimensional data [112]; these representatidMg then discussed the mutual points of all papers from the notes and
fall under the category @D information visualizatiofi19]. built a preliminary version of the design space. Then, the author who
In our survey, we thus explore the design choices of combinirgfimmed the papers tagged each paper with its appropriate design
2D+3D representations. The bene ts of linking both types of represefimensions. After they initially categorized each paper, we discussed
tations have previously been investigated. Tory et al. [140] perform&¢ design space again to make sure that its structure was clear and
experiments to compare the performance of 2D and 3D displays,{B8t €ach category was reasonable. We adjusted the design space if we
well as their combinations. They found that combining displays irfund that it could not describe a paper that was relevant. o
proves task performance and provides an intuitive experience. AminiNext, another author reviewed each paper to verify its categorization.
et al. [7] compared 2D and 3D representations of spatiotemporal daf¥ey carefully read it, watched its accompanying video, and ran its
and found that they were most effective when combined. In this studgmo if available. If we could not nd any relevant material, we e-
researchers treated the combination as placing 2D and 3D represdhgiled the authors to clarify their use of 2D+3D techniques in the work.
tions separately, but there are also other approaches to combining tHEe did not get a reply from the authors, we used our best judgment
beyond positions, such as data transformation. Lee et al. [84], e!@ decide whether a paper should be included or not. We discussed any
explored the design space of transforming 3D into 2D representatidfi§agreement between the two examiners in regular meetings with all
in virtual reality. We consider the transformation as one type of 2D+3@uthors until we all reached a consensus. Each paper was examined by
combination because they are semantically linked. Other combinati@Heast two authors to increase the reliability of the categories. We note
approaches include using an additional operation element to control @t there is other related work that connects 2D and 3D representations;
statuses of both representations [79]. Although speci c combinatidipwever, these papers are beyond our systematic collection. When
approaches have been studied, there is no systematic review of Wkgvant, we refer to those papers during the discussion.

when, and how to combine 2D+3D representations—which we provi%e2 Inclusion Criteria

2.2 Linking Multiple Visualizations We arrived at a set of inclusion criteria through our paper selection

Though 2D and 3D representations are not necessarily always displapg@cess and our study of previous work. We de ne 2D and 3D repre-
in different views, we can learn from previous work in linking multiSentations based on the work of Dubel et al. [31], who introduced the
ple views about their design [47, 77,97, 134]. For example, Javed sfi'cepts of attribute spage(the rendering of the data), reference space
Elmqvist [65] proposed a design space with guidelines for compositioRdthe data being referenced), a8lito represent the dimensionality
of multiple visualizations, which they called composite visualizatioflN) of the space§). The number of dimensions used to encode data
views. Based on this work, Deng et al. [29] explored compositiongetermines the type of representation for us. We #éat R? as 2D
patterns from visualization papers, and Chen et al. [25] studied effégpresentations. We excluded sliders and buttons from the category
tive multiple-view visualization designs. Both of them discussed thHd 2D visualizations, such as done by Marton et al. [93]. Due to this
multiple visualization layout. Similarly, Bach et al. [9] investigatedie nition, we consider some abstract 3D data mappings [19] as 2D
design patterns for dashboards. Sun et al. [134] followed by explorifgpresentations, e. g., tilted line charts [19]. As a result, we Itered out
cross-view data visualizations, which culminated in design recommé®apers with 2D representations in 3D environments (e. g., [116]). In
dations for linking multiple views. Also relevant for our work arecontrast, we considex® RS as 3D representations. Finalg? R®
techniques that link visualizations between different devices. BadamdA® R? are embedded 2D and 3D visual representations.
and Elmqvist [10] worked on cross-device visualization and interaction. It can be dif cult to determine the dimensions of representations
Satriadi et al. [123] explored how multiple views can be used in VRRhen data is encoded with physical objects because all of them are in a
settings. They found that viewers prefer egocentric arrangements, i3@ environment. We kept our criteria as the number of dimensions used
arranging views around a rst-person reference point, which provideg@ encode data, and some representations are not three-dimensional
better overview of the system and facilitates detailed exploration. Adlithin this inclusion criteria. Zooids [81], e. g., are interactive robots
of the aforementioned work discusses 2D representations without 8t rest on a table. They physically move around on a tabletop in
Although another related publication [88] discusses 3D visualizatiogsoups to form shapes that serve as tangible visual representations of
where Liu et al. compared the layout of multiple 3D representatiomise data they are displaying. As the interface is located on a 2D plane,
in VR, most previous work discusses multiple views for 2D visuahe third dimension is not encoded. Therefore, we excluded the paper
representations, excluding cases where there are 3D visualizations gad used Zooids to encode data [82].
different visualizations share the same view. Yet, in linking 2D and 3D Once we had de ned the 2D and 3D representations on which to
visual representations we can still have both types of representatifsus, we removed those papers that did not link 2D and 3D representa-
in the same view. These result in the fact that the current surveysiibns. A paper may include multiple visual representations where only
linking multiple visualizations cannot directly be applied to 2D+3@ome links meet our inclusion criteria, and a paper was included as
representation combinations—which is a goal we pursue with our woliing as it contained at least one linking method that t our criteria. In
total, we thus included a set of 105 papers in our survey.
3 DESIGN SPACE
Despite the prevalence and utility of combining 2D and 3D representx3  Design Space Dimensions
tions as we described above, to the best of our knowledge no deslgrdevelop our design space and based on our paper summaries (Sec-
space has been established that provides researchers and practitidioer8.1), we aligned the design dimensions with the one for visualiza-
with guidance on how to build respective 2D+3D visualization systent&n tasks [128] because the aim of 2D+3D combination is to complete
Based on previous surveys on linking multiple visualizations as well &sualization tasks. We organized the design space based on the “5



W's”: WHY, WHAT, WHERE, WHO, and WHEN, as well as HOW. important because it can affect the interactions between the representa-
In our concept, we focus on answering on WHY, WHERE, and HOWbns (Fig. 3). We tagged systems with multiple display environments
because WHO and WHEN rarely in uence the design space and WHAY marking all that applied (as shown in Tab. 2).
remains constant (always refers to 2D and _3D representatiqns). The®™ Deshop is the predominarDisplay Ervironment Input is

We rst examined WHY people link two visual representations. 20y4\ided through the use of mice and keyboards, and output is displayed
and 3D representations are combined because they need the othghi@omputer monitors. This type of input and output is most familiar
assist in accomplishing tasks. This lead to a desigiMotivation, 5 aydiences of varying expertise. As such, it is especially useful when
which can vary from providing additional information to providingyerforming complicated tasks. Another advantage of desktop environ-
advanced interactions. Then, with representations and goals esfghhs is the relative maturity of the platform; there are many libraries
lished, we investigated WHERE the links are placed, speci cally thenq 1ools for building visualizations on desktops. Screen real estate,
Display Ervironment—the input and output devices that display the,\ever, is a major constraint on desktop applications. In addition,
visual representations. Finally, we explored ways of HOW 2D+3Rgase 3D visual representations need to be displayed on a 2D desktop,

representations are linked from two aspects: iLayoutandAgproach  eqple may lose some depth cues and spatial understanding [18].
TheLayout of each representation facilitates mental links, while the

Approachemphasizes the relationships of the components within each”Another type oiDisplay Ervironmentis % Mixed Reality, where

representation. We discuss the details of each design dimension beRff? 2D and 3D representations are embedded in immersive environ-
ments. Input devices are controllers or gestures, while output devices

3.4 Motivation: WHY are typically head-mounted equipment. Immersive systems have been

owing in popularity due to their natural ability to convey size and

- . . r
When designing a link between 2D and 3D representations, the r%(Eale in spatial datasets [39]. In addition, virtual reality does not suffer

factor to consider is thMotivation as it in uences the rest of the des'gn'frtﬁrln screen real estate constraints, facilitating the detailed exploration

The reason for connecting 2D and 3D representations often aligns Wit arious views [61]. Complex operations, however, may be dif cult

the purpose of designing visualizations: to facilitate the completiqe become familiar with due to the nature of the input devicess.

of tasks [103]. We grouped all the motivations based on these tag': . : : ; :
into three categoriess SUFPIEMETELOn, - ABSARIOR, ande COF Mixed Reality, as a special environment, displays both 2D and 3D in

h n immersive environment [92], where 2D representations are typically
trol—based on how the two types of representations work togetherﬁg layed on a xed plane [157] or rendered in a distorted manner for

complete tasks (Fig. 2). There are cases where one motivation cannp:
fully describe the need to have both 3D and 2D representations and
then include multiple motivations. We list all tagged papers in Tab.
The rst motivation type is" Sugplemertation where 2D and 3D ] ) i oo
representations provide different information for the same object(s). In/AnotherDisplay Ervironmentwe identi ed is the ¢ Touct Screen.
this case, completing a task requires information from both represertibough the output is often displayed on a digital screen, the input is
tions. 2D representations can present extra data for 3D objects, sBt¢¥ided by a person's ngers or hands. This approach achieves a high
as context [11] and user interaction history [159], while 3D represent@vel of directness in the manipulation space [20]. Haptic interaction
tions can encode other values for 2D diagrams, e. g., temporal [139] dRgthods have been shown to engage people more than traditional input
spatial [71] data. Placing two representations in one interface providé&vices [51]. There are cases in which § ¢Touck Screen input device
an overview of the problem and facilitates the decision-making proced8d the output device are not necessarily the same, e. g., [13]. We do not
In some situations, people can nish a task with either 2D or 3|90n§|der such works to be__e. Desltop appllcatlo_n becausg the gesture
representations. In this case, the purpose of combining these repre&afin uence the's Interactively Cornected design (Section 3.6.2).
tations is to provide information about different aspects of the same § Targible Systems are the nal set of display environments we
object. The 2D and 3D representations share the same data, ancefa@nined. With tangible interfaces, physical objects are used to control
2D representations often serve as«irAbstradtion of the 3D visu- or form visualizations. As witl?® Mixed Reality, 2D representations
alization. This type of relationship usually forms a focus+contexre displayed in 3D space in this category if there is no other display
view of the target objects. 3D views can also show different visuahvironment. When physical objects act as input devices, they are
abstractions [146, 147] of spatial data (e. g., [101]). considered to bangible user interfacefd43]. We identi ed one paper
There are three types & Abstracdion techniques employed for that t into this group where Jackson et al. [63] proposed a tangible
generating 2D and 3D view: Prcjection, Flattering, and paper prop as an input device for controlling the 3D orientations of
Slicing. Prcjection reduces the dimension count and showa cross-sectional view of a ber in virtual reality. Physical objects
data typically in 2D diagrams. Projections can show, e. g., the innesin also represent data in a process terdzad physicalizatiorfi64].
structure of 3D objects without providing extra informatics..¢ Flai-  Physicalization provides numerous bene ts, such as enhancing sen-
tering uses techniques such as parameterization to map 3D objects @y perception through touch [83] and improving the accessibility of
a 2D plane [36]. Finally Slicing indicates cases where 2D imageslata [64]. There is one paper in our collection falling into this category.
are cross-section views of 3D objects or slices from microscopes, eHron et al. [60] studied the use of tangible items as glyphs. Partici-
[100, 126]. It usually offers additional data. For microscope slices, tfpants were tasked with creating visual representations using colorful
2D representations add further context to the 3D representation, sotekens. Placing tokens evenly on a plane created a 2D representation,
consider them to be examples’sfSugplemertation. while stacking them vertically generated a 3D representation (Fig. 3(d)).
The third possible motivation &2 Cortrol. These are representa-The authors designed three steps for the study and discovered that par-
tions included in a system as a means to control other representatitiofants would switch between 2D and 3D representations. They would
e.g., [99,101]2 Cortrol is usually accompanied by another type ofnove and organize the tokens based on their needs, connecting the two
motivation because visual representations have data to encode, wiyges of representations through manual animation.
means they contain information 5 Sugplemertation or = Abstra-
tion. In this case, we did not consider those interfaces with operation
elements as 2D representations. Normally, there are one or more - | ayout & Approach: HOW
mary representations and one or more secondary visualizations, where
the secondary representations manipulate the primary visualizationgfter we have described WHY and WHERE 2D and 3D visualizations
. . are linked, we now investigate HOW they are linked. Two design
3.5 Display Environment: WHERE dimensions exist that link two representations togetLayout andAg-
With theMativation in mind, the next factor to consider when designingroach The relative layout of each representation provides an inherent
a link is itsDisplay Ervironment(Tab. 2). These categories are distinemphasis on the relationship between them. The approach directly
guished by their input and output devices. The display environmenthighlights the relationship between each representation.

ed 3D displays [116]. Theoretically, 2D visual representations can
So be placed on an additional device, such as a digital screen [78];
owever, there is no such example in our selections.



Table 1: Reasons of WHY to connect 2D and 3D representations. See examples in Fig. 2.

Motivation Papers
86 papers [26,8,11,1416,22,23,27,28,30,32,33,388,40,42,44,46,48,535,57,58, 6%
Surplemertation 63,68,69,71,75,76,79,80,8%7,90,91,9496,98-100,105-110,113115,117,119121, 126,

130-133,136,138,139,141,142,144,145,151-153, 155, 157,159-162]
Prcjection 7 papers [30,50, 70,80, 106, 120, 121]

Abstradtion
Flaitering 14 papers [6, 36, 37,45,53,74,86,87,98,99,101, 104, 105, 156]
Slicing 21 papers [1,13,23,33,35,37,43,48,49,54,66,67,69,72,73,79,100, 107,126,132, 162]
Cortrol 24 papers [1,2,8,15,40,43,46,49,53,55,57,58,61,72,73,87,99,101,105,109,136,142,151,162]
@ ® © @ ®

Fig. 2: Examples of various motivations for linking 2D+3D representations (a) ‘& Supplementation where 2D and 3D representations provide
additional information for one another [14]; (b) Projection as it maps 3D data to a 2D plane using the geometry-preserving techniques [30]; (c)

Flattening where 3D mitral valve meshes (bottom) are attened (top) to facilitate locating regions on the mesh [36]; (d) Slicing where it
renders 2D slices (top) next to 3D volume renders (bottom) [132]; (e) link providing &2 Control—the 2D diagram on the left controls the cell on the
right [101].

Table 2: The display environment of each paper we surveyed (WHERE). See examples in Fig. 3.

Display Environment Papers
96 papers [46,8,11,1416,22-24,27,28, 30, 32, 33,388, 40,4246, 4850,5355,57,58,62, 63,686, 79,
= Deskop 80,85-87,89-91,94-96,98-101,104-110,113115,117,119121,126,130133,136, 138,139, 141,142, 144,
145,151-153,159-162]
Mixed Reality 4 papers [61,155-157]
§ Toucl Screen 3 papers [13,66,67]
7 Targible System 2 papers [60, 63]

©) ® © @

Fig. 3: Examples for different environments: (a) Abstractocyte [101] as a traditional ® Desktop application; (b) use of ¢ Mixed Reality [61]; (c) &
Touch Screen [66]; (d) § Tangible System [60] showing how vertically combined 2D+3D tangible objects.

3.6.1 Layout Conrpounded view usi Sultstituted, Stpelimposed, and
. . . Embecded methods. In substituted layouts, the representations

Layouts can give designers valuable examples to follow or to be inspirggh rendered in the same position at different times. This conserves
by. There are two main layout types (Tab. *: Jwteposed anc creen space but leads to a loss of information when one representation
Comrpounded (Fig. 4), inspired by composite visualization types [65)s focused. Sipeiimposed layouts designate a role for each

Most systems juxtapose two representations; i. e., they place difi@jpresentation, one being themary representation, and one being
ent views side-by-side.: Juxtsposed representations do not overlaphe secondaryrepresentation. They are rendered on top of one another.
and they can be on different surfac:;.Juxteposed layouts provide a In most cases, the secondary representation either remains static or
clear view of each representation, most useful in cases where both yggets to changes in the position from which the primary representation
resentations are needed during the decision-making process. Althoigheing observed. Although this approach can suffer from occlusion
they use more screen space, these layouts enable designers to usgyeptems Stpeiimposed layouts can situate representations over
ous kinds o/Agproaches: Compounded layouts use the same displayarget objects to facilitate detailed exploration.
space or transition between the views and, in contrast, require designer- Embecded layouts position two representations in the exact
to design custom links—especia™:  Sutstituted anc Em-  same place and emphasize relationships through position. Both repre-
becded ones. Links ol:- Juitsposed views can be relocated acrosgentations are likely to move together as the camera rotates. Embedded
different devices with the same links. Since they fail to emphasize thg,outs, however, may also suffer from occlusion. To mitigate this
connection through their positions, however, they often require the uggue, one representation is usually larger and contains more informa-
of additional linking methods to facilitate building mental connectiongion, while the others add supplementary information. Such layering
such as using the sars:@ Color or adding Animated approaches. (e. g., [139]) avoids the problems of densely packed visualizations.

Systems that place 2D and 3D representations within the “.ume When an interface contains multiple 2D and 3D representations, they



Table 3: The layout of each paper we surveyed (HOW). See examples in Fig. 4.

Layout Papers
83 papers [46, 11,1316, 22, 23, 27, 28, 30, 32, 33,388, 40, 4246, 48, 49, 5355, 57, 61, 62,
Jwteposed 62,63,66,67, 7473, 75, 76, 79, 80, 887, 90, 91, 9496, 98-101, 104, 106, 108.10, 113, 114,
117,120,121,126, 132,133,136, 138, 141, 142, 144, 151153, 159, 161, 162]
Sulstituted 9 papers [28, 50, 61, 70, 74, 99, 101, 130, 156]
Compounded Stpeiimposed 9 papers [8,33, 35,53, 55,58,105,131, 157]
22 papers [11,27, 35, 38, 46,53, 61, 68, 69, 95,98, 107, 115,119, 121, 126, 130, 132, 139, 145,
Emrbecded 155,160]
® ® © O

Fig. 4: Examples of layout types: (a) | Juxtaposed [1]—cross section views are displayed in top-left, top-right, and bottom-left, while the 3D
representation is shown in the bottom-right; (b) Substituted [50]—the 3D DNA structure can be transformed into 2D representations in one
view; (c) Superimposed [131]—representative bers are shown in the main 3D view, while the 2D views of ber con dence intervals are in the
bottom-left corner; (d) Embedded [139]—the 3D stacked representation shows spatiotemporal data, which is displayed on top of a 2D map.

may contain multiple layouts; e. g., [61,107]. We tagged systems wiffig. 6 and, next, list and discuss the links between categories that we

multiple layouts by marking any layout that was applied. observed in previously published approaches.

. Sutkstituted is linked to Pcsition: When both types
3.6.2 Approach of representations are placed in the same view but are rendered at
We identi ed three groups of possible linking approact-sVistally different times, they are typically connected by sharing the same
Cornected:y Intelactively Cornected, ani# Animated (Fig. 5). We position. This often occurs wit# & Transformation animations

listed all the papers in Tab. <& Vistally Cornected approaches are because maintaining the positions of the representations highlights
cases in which the relationship between the representations is higheorrelations between them (e. g., [50, 101]).
lighted visually. We found four types of visual encodings to be uset: A Sutstituted layout also implies that two representations are
% Color, @ & Pcsition, @ % Shape, anie .* Guides. Visually unlikely to be®y Interactively Connectedbecause it is dif cult
connecting two representations throtate; Color is achieved by us-  to interact with the visualization while it changes. Usually, the
ing the same color to represent the same object in both representationgubstituting interaction is controlled by another panel, such as a
Two representations can be visually connected through s Pc- slider, or sometimes by ¢ Abstradion(e. g., [99, 101]).
sition by either placing two representations relative to one another,orAn Embedded layout implies that the two representations
having them share their position. If a 3D visualization is embedded in ashare theiis & Pcsition because the positions in both represen-
2D diagram, e. g., both share their positions. If a cross-section diagrantations need to be meaningful. For example, 2D representations
is placed near its corresponding 3D structure, they are linked throughelated to a speci ¢ 3D object can be displayed on it [119], and 3D
their relative positions. Two representations can also be visually conspatiotemporal data can be visualized and located on a 2D map to
nected througls % Shape by using the same shapes to represent arimatch the trajectory [139].
object in both representatior. .= Guides can be used to link visual® There are also inherent relationships between L 1% Projection
components between the representations. or Slicing and visual connections throusi1% Shape When a
Another sub-category within the category of approach¢s In- 2D visualizationis a proje(;tion of or a slice from a 3D representation,
teractively Cornected linking. In this case, viewers interact with one the structure of the 3D objects remains the same [99, 132], although
of the representations and get feedback from another. We found threéhey are not necessarily in the same orientation [69, 72].

sub-types o7 Intelactively Cornected approacks; = 2D Cortrol * Besides, there is also a connection between the two categories of
3D, =y "=~ 3D Cortrol 2D, and:y -:- Bidirectional. Control and®y Interactively Connected If the link is built for
Finally, » Animated links can be used. When there # & Tran«- the purposes of controlling the representations, then the 2D and 3D

formetion animation between two representations, one representatiof€Presentations must necessarily be interactively connected [72,101].
transitions to another [84], e. g., transitioning a 3D shape model td a Control does not stand on its own as a motivation. To control
diagrammatic 2D counterpart [99]. Transformations facilitate locating @nother representation, the representation must show additional in-
the same data points in multiple representations. When two representd0rmation, e. g., the status of 3D structures [101] or an overview [43].
tions are linked throug# ¢ Modi cetion, interacting with interface

components allows viewers to mentally link them.

3.7 Inherent Relationships between Categories 3.8 Website

Each design dimension is independent, and the design choices withia implemented a website that allows users to explore the papers we
every dimension are formed together to generate a 2D+3D combinatisurveyed. The website allows viewers to interactively and easily locate
Yet, we found some inherent connections within dimensions. To nelxamples of papers that lie within our design space, based on their
supporting evidence, we also analyzed the ow of previous work irequirements. Searches can be re ned by Itering papers based on their
picking and combining different design dimensions. We plotted thdesign dimensions and related subcategories. We describe details of
proportions of design combinations from our literature collection inur website in Appendix A.



Table 4: The linking approaches of selected papers (HOW). See examples in Fig. 5.

Approach Papers

44 papers [13,15, 28,388, 40,43, 45,49,50,57,61,62,66,67,76,79,85,86,90,91,

& Color 95,96,98,100,101,104,107,110,113,114,126,131,132,136, 138,141, 142, 144,
156,157,161,162]
30 papers [11,27, 35, 38, 46,50, 61,88, 96, 98,101, 106, 107,110,113,115,419

 HsEIRE 121,126,130, 132, 139, 145, 155, 156, 159, 160]

Vistally Cornected , Shape 35 papers [1,6,13, 23,30, 33, 35, 37, 43,88, 53, 54, 66, 67, 69, 70, 72, 73, 79, 80,
\ 86,87,100,101,105-108, 120, 121, 126, 132, 156, 162]
% Guides 5 papers [30, 35, 55, 145, 160]

42 papers [1,36,15,16,28,35,37,38,40,42-445,48,49,54,55,58,62,66, 71,73,

#2DCortrol 3D g7'95 100,101,108-110, 113-115,117,120, 126, 131, 136, 161, 162]

+ Interactively Cornected v = 3D Cortrol 2D 4 papers [13,33,104,157]
- Bidirectional 34 papers [2,8,11,14,22,27,32,36,43,53,57,61,67,72,76, 80, 85, 86,90, 94, 98,
= Bidirectiona 99,105,106, 121,132, 133,139, 141, 142, 144, 151-153]
Animated 2 & Tranformetion 7 papers [50,61,74,99,101, 130, 156]
¢ Modi cétion 7 papers [27,46,63,75,79,98,126]
@ ® ©
@ ® ®
Fig. 5: Examples of different ways to connect 2D+3D views. First row—® Visually Connected methods: @ & Color (a) [98], @ £ Position (a) [98],
4 Shape (b) [132], and @ .= Guides (d) [55]; second row—:% Interactively Connected methods: ©¢ “i* 2D Control 3D (d) [55], ©¢ "=~ 3D Control
2D (e) [157], and <5 “z* Bidirectional (f) [32]; third ron—/ Animated approaches: # ) Transformation (c) [50] and # & Modi cation (a) [98].
4 DESIGN GUIDELINES or add additional data, such as temporal data. A 3D representation

We now describe a set of design guidelines. We arrived at them % A be”supple(;n%nltegé)yzrspresentatlo?s that dlsplayddatzé t?at It's not
efrng 0 ractiona visualzaton dsign 103 and to o desglL151 1E0CE0 120, 2D epiesenatons conpiovde shetactons
space. We rst re ected on how previous work may have arrived th bpt tion h ) tial t Also. 3D t

their design with our design space. Then, by analyzing different € abstraction has no spaual component. ASO, representa-

and 3D representation combinations, we studied potential reasonsa’ﬂ S can serve as abstractions for other representations when designers

. o t to show simpli ed 3D structures. Using:1% Prcjection can
?;stluql?gsvcgasyurr;arnggktﬁg folfff)r\],v!Lngkggs%%péﬁﬁfgﬁsés Based on thal viewers in understanding the inner structure of the 3D data, while

Flattering representations can provide a comprehensive overview.

S Also, Using a Slicing view can aid viewers in understanding the
4.1 Guideline Contents inner structure of the 3D data.
1. De ne the motivation behind adding a link between two repre- Determining the motivation for adding a link is important, as adding

sentations.First, theMotivation for linking a representation to anotherunnecessary links between representations can be detrimental to the

should be established. Designers need to consider if an existing repystem's design [149]. Links while often bene cial, can also increase a

sentation is able to facilitate the completion of tasks on its own. If #ystem's visual complexity and impact its performance.

cannot stand on its own, a link between the representation and anothe2. Determine if the proposed link is best for the current display

that describes supplementary data can be consids ¢Sugplemer-  environment. The display environment in uences the way the link

tation). If the visualization suffers from occlusion or is too complexvill be rendered as well as how it is interactively used. A designer

to examine uently, an abstract representation could be u=2Ab- should consider how the two representations can be best linked, given

stradtion). If an existing visualization is dif cult to navigate or control,the current display environment. In some cases, it may be fruitful to

a simpli ed representation can be providez Cortrol). If possible, combine multiple display environments together or change the environ-

designers should leverage existing representations before adding nemt altogether. A drastic change in the design, however, should be

ones as multiple representations can cause cognitive overhead [14f]sti ed considering the amount of time and resources it may cost to
The dimensionality of the existing representation plays an importatiesign representations for alternative display environments.

role in the design of a link. A 2D representation is supplemented by aDigital screend®™ Desltop and$ Touct Screen) are familiar to

3D representation when a designer needs to refer to the spatial strucaudiences, easy to develop visualizations for, and simple to interact
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Fig. 6: Alluvial diagram of overall counts in the classes. Note that one paper can be in multiple categories.

with. The vast majority of systems we surveyed (97 papers) used thepresentation. In cases where one representation provides a non-
display type for these reasons, but there are situations in which usintgractive overview or additional data, such as a mini-map showing the
another type of environment is warranted when facing issues wittewer's relative position in a 3D world, this layout can be effective.
screen space or when extensible complicated structures are n¥:ded. 4. Connect the two representations visually or through inter-
Mixed Reality can solve these problems, but can be challenging to leaation and animations. Layouts may inherently connect two repre-
A § Targible System is straightforward, but changing its data encodingentations through the® & Pcsition. To further enhance the link,
may be dif cult. Alternatively, combining multiple environments candesigners can consider whether the relationship is best expressed visu-
be advantageous for certain complex visualization tasks: ally or via interaction. Visually encoding linked objects is best when
« Digital Screens &% Mixed Reality: Large 3D spatial datasets thatthere is a limited amount of related objects in both representations: it
cannot t on traditional digital screens due to their limited spaceeduces the cognitive load experienced by the viewer when using the
could benet from involving%® Mixed Reality [148]. An addi- system. Otherwise, interaction that navigates through and lIters objects
tional advantage ¢%¢ Mixed Realityis its ability to naturally encode of interest is necessary for viewers to be able to complete their tasks.
depth and space, providing an enhanced spatial understanding of thé a designer decides to visually connect two representations, they
dataset as opposedDigital Screens need to consider the encoding to use. Encoding thraig) Color
« Digital Screens &§ Targible System: When the 2D+3D com- is a simple and powerful way to highlight related objects. However, it
binations are designed for edutainment purposes, a designer roay make systems inaccessible to those with dif culties distinguishing
consider using :§ Targible System because playing with physical colors. Moreover, colors can only encode a limited number of classes
objects assists users in better understanding [124]. Such enharteefdre it becomes dif cult to distinguish them. Encoding throis 1=
understanding can apply to both 2D [135] and 3D [125] views. Shape is most useful when there is a need to highlight the shape of a 3D
e § Targible System & % Mixed Reality: When realistic visual con- structure; in this case, 2D representations can display an outline of the
tent portrayal and a sense of touch to enhance the data understan@idbghape. Care should be taken, however, when linking representations
are both important, combinations of both environments could wottkrough< = Shape as viewers often have trouble comparing the area
3. Design an appropriate Layout. The relative positioning, i. e., of two shapes. Rendering lines and other mark#&= Guides is
the Layout of the representations, is important, as it can build cogran intuitive way to connect two representations together. Guides are
tive connections between related objects through their proximity, i. also applicable in situations when multiple representations supplement
@ sa Pcsition. The layout should always emphasize the key elemerige main representation (e. g., [35]). Guides, however, can also easily
of each representation and allocate an appropriate amount of screleitter the interface when many related objects are present at once.
space according to the importance of each representation. Therefotaieover, guides often carry the constraint of requiring designers to
when designing a layout, the designer should consider the data thatpleee two representations next to each other to avoid losing screen space
two representations share as well as how the layout can facilitate thdines drawn across the screen. GenerizyVisLally Cornected
completion of tasks. If the representations share a small proportionvigws can be powerful, but they often need to be supplemented with
their data or if they are simultaneously needed for decision-makingteraction to remain effective for a large number of objects.
they could be placed i’= Juxtsposed views. In this way, the two Interactively connecting two representations makes it easy for view-
representations will not occlude each other when completing tasiss to build cognitive links between two representations. Controlling
When a large amount of data is shared between two representi 'ons3D representations with 2D diagrams is most effective in situations
Conpounded layouts, especia’ ' i1 Embecded ones, can highlight where portions of the 3D structure are useful. In this case, the 2D
their common parts. For example, if the surface of 3D objects neediagram is used to navigate to important portions of the 3D structure.
extra information to be shown, embedding 2D representations on 3Be 2D representation is typically visually connected to the 3D repre-
ones can explain the detailed information clearly near the target objesentation to facilitate navigation. A 3D representation can control a
(e.g., [119]), while when the 2D diagram needs to present other da&iB, diagram that is supplemented with data that does not naturally map
such as temporal data, adding 3D representations on it can balatec8 dimensions, such as detailed analytical data about a certain 3D
the contexts and supplementary information (e. g., [139]). Other thpaint, e. g., [157]. The controlling diagram should be chosen based on
these situations, if it is necessary to keep track of changes between tive ease of interacting with the primary representation. Bi-directional
representations, people can bene t from i ¢ = Sulstituted layout. interactions are best in situations when partial 3D representations with
This type of layout may not be appropriate, however, when both reptieir additional information are needed. In this case, interacting with
sentations are necessary for decision-making because switching ko update 2D can show corresponding information, while manip-
and forth between two layout modes creates a high cognitive load. ulating 2D to control 3D allows users to target the intended 3D data.
Stpeiimposed layouts are often rendered on a much smalldmumber of factors should be considered when using animations to
scale in a corner of the display that contains the full-size primagncode links. A# & Tranformetion animation requires that the two



representations use the same dataset. It works best for cases véhgnen dimension to address alternative cases. As we detailed in Sec-
the process of reducing or projection a representation is importaitn 3.8 and in Appendix A, certain combinations exhibit potential for
i.e., when a viewer needs to keep track of how the process occuriaspiring future design endeavors. For instance, adding a cross-section
Modi cation animations are best when rendering temporal data. Bottew side-by-side to a complicated 3D structure can help people to
types of animations can be controlled with interface elements outsisielect 3D parts occluded from the view [48]. As an alternative, placing

of the two representations. the corresponding image view as the background of the 3D structure
can provide detailed contexts [69, 139]. With all these existing exam-
4.2 Case study ples and enriching literature collections with tags from the design space

To exemplify the practical application of our design guidelines, wias the potential to create a robust training Qataset fora reinfo_rcement
analysed a paper authored by Eulzer et al. [35] from the perspecti@@rning model. This model can then provide recommendations on
of our guideline framework. This paper was chosen because it ind§ting 2D and 3D representations in speci ¢ cases. As discussed
porates multiple 2D and 3D visualizations with various combinatiori/eviously, unnecessary links between representations can burden view-
The Motivetion of integrating 2D and 3D representations lies in thérs and negatively impact task performance. As such, further studies
inherent advantages of each: human spine data is effectively showcaakirequired to investigate questions such as to what degree 2D+3D
in 3D representations, while abstract data, such as disc deformatfstinbinations should be linked, without being overloaded.
is better illustrated in 2D visualizations. Additionally, displaying the Toward a Programmatic Framework for Linking Representa-
moving spinal structures makes it challenging to examine force impd@ns. Although there are many techniques designed for creating 2D
directions. Slicing the structures demonstrates clear relative impai@grams (e. g., [17]) and 3D models (e. g., [127]) separately, there is a
angles. These rationales align with our identi ed categorissSug-  lack of tools designed for linking them. Currently, creating a system
plemertetion and Slicing. The choice of implementing the systemthat integrates linked 2D and 3D representations is labor-intensive,
on a™ Desltop might be due to experts' familiarity with this envi-as designers must develop effective designs and manually establish
ronment. The layouts employed for 2D+3D visualizations includeonnections. This repetitive process is undertaken by numerous re-
Juxtaposed (Fig. 7(a)) Sipeiimposed (Fig. 7(b)), anr searchers for their speci c cases. Representations that can be linked
Embecded (Fig. 7(c)). The 3D animation window in the bottom righimust share part of their data,; this fact can be leveraged to develop tools
corner of Fig. 7(a) requires patient anatomy details, thus favoring tf@ linking representations. For instance, a meta-API for programmers
Jwtaposed layout for such presentations. Accurately representitfgeasily link representations could be developed. Alternatively, a rein-
the actual force impact necessitates having the direction on the cofegsement learning model can be trained and used, as we mentioned
sponding spinal structures, whe:2Conrpounded layouts are effective.in the previous paragraph, for designers to generate design ideas for
Regarding theApproaches Embecded layout inherently com- proper combinations. In this way, we can encourage and inspire more
bines 3D force impact with 2D anatomy slices throws|lsa Pcsition.  approaches to connect 2D and 3D representations.
Given that the system includes temporal data to depict dynamic forceLimitations. We only included a selection of visualization venues,
impact, controlling time in 2D diagrams to update the 3D animatian particular without those papers published in the human-computer

falls into the approac® 2D Cortrol 3D. Additionally, as shown in interaction eld (e.g., CHI) or speci c scienti ¢ elds (e.g., cell bi-
Fig. 7, designers linked 3D disc deformation data with the correspordegy). It is possible that papers in these venues may help extend
ing anatomy through line .= Guides. Overall, the system enableshe design space and reveal new insights. In the future, we plan to

experts to correlate data with speci c anatomical parts effectively. investigate a broader range of venues as well. Second, our primary
focus was on existing literature; however, it is plausible that designers
5 DISCUSSION OF FUTURE DIRECTIONS AND LIMITATIONS may have identi ed additional combinations for connecting 2D and

In this section, we re ect on our design space and examine future wosk’ "eépresentations. Organizing a design workshop could serve to re-
in developing a design framework for linking 2D and 3D represent&force and expand upon the connections we have established in our
tions, as well as consider examples we found in the literature that w&gamination of these papers. Third, while we established the design
beyond the scope of our paper. space through collaborative efforts among all authors based on our
Re ecting on the use of 2D and 3D representationsThe objective PreVious work [122], we recognize that further scrutiny and re nement
of a visualization is either to aid in the analysis of an object or teAn b€ achieved by engaging a broader group of experts. Splitting and
present facts and results about an object or experiment [128]. WHgfnmarizing the literature by different facets may bene tin a in-depth
building a visualization for analytical purposes, it is essential to includé'derstanding of 2D+3D representations. Also to this end, organizing
pertinent and comprehensive information. As such, combining 2®wc_)rkshop with |nd_|V|duaIs pro cientin 2D+3D visual representation
and 3D representations may not always be necessary. For instaﬁ@é',gn could prove _|nvaluable, as it would allow us to collect feedback
experts in some elds may be more used to refer to 2D diagrani@,énhance the design space.
e.g., slices from the microscope, and involving 3D representations
can cause extra mental efforts for them [57]. In other cases whéte CONCLUSION
experts primarily explore 3D data, 2D representations can be substituigdhis paper, we explored the design of combinations of 2D and 3D
with data itself [102]. Overall, designers need to balance the targepresentations based on a survey of published work in the visualization
users' preferences aiMotivetions. The cumulative effects can exceedeld. Echoing the sentiment expressed by Brath [19], we emphasize
the summation of the individual type of visual representations in thigat the combination of 2D and 3D representatiorisei® to stay Yet
analysis when (1) the supplemented information is necessary and beigher than merelgealing withit, we should actively seek timke ad-
shown in the other type of representation; (2) precise abstracted vieygsitageof it andembracat. By harnessing the design choices offered
are crucial; or (3) one representation has multiple statuses to switgfiour design dimensions, we showcase a multitude of possibilities for
and the other can display the overview and control the statuses. Wh@amlessly linking 2D and 3D representations. These representations
building a visualization that focuses on presenting data, it is importagén be applied not only to 2D/3D data but also to scenarios where data
to make it attractive and intuitive. Designers can thus consider buildifgditionally adheres tonly 2D or only 3D visualization norms. Rec-
intuitive links based on our design space, e. g., adding modalities otlgizing the diversity of design opportunities that we found is crucial,

than the visual channel to the representations. For instance, we canaf our survey—in conjunction with the accompanying website—can
immersive VR [52] or tangible interfaces [135] to represent data.  serve as a valuable resource in this regard.

Use of links between 2D and 3D representationdVe acknowledge
that deS|gn challenges are |nherently complex a}nd can vary signi capgyCKNOWLEDGMENTS
across different scenarios. Identifying and validating the optimal link
design for a speci ¢ case can be a formidable task, which undersco¥¥s thank the authors we contacted for their support in clarifying their
the considerable potential of leveraging various subcategories witlmiapers and the Vader team for their general comments. The work was



Fig. 7: Screenshots from the system by Eulzer et al. [35]: (a) includes the disc deformation in a 2D diagram and corresponding 3D spinal structures;
(b) presents the disc deformation with a 3D representation; (c) shows the detailed direction of forces impacting the spinal dices.
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A Survey of Designs for Combined 2D
Appendix

A WEBSITE
A.1 Website Interaction

Our  website  (maciejewski.faculty.asu.edu/2dplus3d
.github.io ) shows our classi cation of all 105 papers we identi ed

in our survey that contain examples for how to link 2D with 3D data
views. We initially present an icon-based overview of the papers, as
we illustrate in Fig. 10. From there, people may wish to focus on a
speci ¢ subcategory, e. g Embecded layout. This selection can

be easily accomplished by means of the corresponding icon at the top
of the page to engage a corresponding lter. If people are interested
in multiple layout types, they have the exibility to select multiple
options for an OR-based Iter combination. Furthermore, to conduct
a cross-dimensional analysis, they can pick additional features in
which they are interested from another category (for an AND-based
combination), e.g.7y Intelactively Cornected. This selection then
results in a view as we show in Fig. 8. To access detailed information
about a given speci ¢ paper, people can simply click on its icon (see an
example in Fig. 9). Then we show details about the publication and
provide a direct link to the digital library entry of the original paper via
the paper's of cial DOL.

A.2 Implementation

The website for our survey was generated using a Python framework
we built speci cally for generating websites for survey papegithub
.com/VADERASU/survey_framework Authors can generate their
survey paper websites with the framework we built. They simply
need to supply a metadata le, a LaTeX bibliography ftel{ib ), as

well as directories containing icons and image data. An extraction
script utilizes all these aforementioned data to generate a front-end
and database. It generates a MongoDB database, which is accessible
through a front-end powered by React by running the FastAPI back-end
server we included. As such, this framework can facilitate the addition
of future 2D+3D combination designs for our website over the long
term.

IMAGES COPYRIGHT

Figures 8-10 are screenshots of our website in use and r@ajrihis
paper's authors and are used under the Creative Commons Attribution
4.0 International (  CC BY 4.0 license (shared atsf.io/rhygf ).

+3D Visual Representations
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Fig. 9: Screenshot with details about the paper by Tominski et al. [139].

Embedded layout and “¢ Interactively Connected.



Fig. 10: Screenshot our website without any Itering, showing an overview of all papers.
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