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Abstract. Monitoring concurrent programs typically rely on collect-
ing traces to abstract program executions. However, existing approaches
targeting general behavioral properties are either not tailored for online
monitoring, are no longer maintained, or implement naive instrumenta-
tion that often leads to unsound verdicts. We first define the notion of
when a trace is representative of a concurrent execution. We then present
a non-blocking vector clock algorithm to collect sound concurrent traces
on the fly reflecting the partial order between events. Moreover, con-
current events in the representative trace pose a soundness problem for
monitors synthesized from total order formalisms. For this, we extract a
causal dependence relation from the monitor to check if the trace has the
needed orderings and define the conditions to decide at runtime when a
collected trace is monitorable. We implement our contributions in a tool,
FACTS, which instruments programs compiling to Java bytecode, con-
structs sound representative traces, and warns the monitor about non-
monitorable traces. We evaluate our work and compare it with existing
approaches.

1 Introduction

Guaranteeing the correctness of concurrent programs often relies on dynamic
verification which requires observing and abstracting the program behavior.
Abstraction is typically provided by traces that contain the executed actions
which can be analyzed online or post-mortem. Traces serve as a model for
property-based detection and prediction techniques which choose their trace col-
lection approaches differently based on the class of targeted properties. Some
approaches target generic classic concurrency errors such as data-races [38/32],
deadlocks [I4], and atomicity violations [31I74I54]. Other techniques target gen-
eral behavioral properties; those are typically order violations such as null-
pointer dereferences [30], and typestate violations [3937U67] and more generally
runtime verification [4827].

When properties require reasoning about concurrency in the program, causal-
ity between events must be established during trace collection. Data race detec-
tion techniques for instance require it to check for concurrent accesses to shared
variables; as well as predictive approaches targeting behavioral properties such
as [22I39167I38] in order to explore other feasible executions. Causality is best
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expressed as a partial order over events, which are compatible with various for-
malisms for the behavior of concurrent programs such as weak memory consis-
tency models [A753], Mazurkiewicz traces [57134], parallel series [49], Message
Sequence Charts graphs [58], and Petri Nets [59].

However, while a concurrent program behaves non-sequentially, trace collec-
tion is sequential and the causality between events must be established during or
after observation. For many monitoring approaches, the program is a black box
and the trace is the sole system information provided. Thus, providing traces
with correct and sufficient ordering information is necessary for sound and ex-
pressive monitoring. Any representative trace for a concurrent execution must
only include correct information and must reflect all the ordering information
needed to verify a behavioral property. Thus, it is best modeled as a partial
order over program actions.

This paper addresses the problem of providing representative traces for exist-
ing verification techniques to soundly monitor concurrent programs online. We
focus on general behavioral properties targeting violations that cannot be traced
back to classical concurrency errors. These properties are usually expressed us-
ing total-order formalisms such as LTL and finite-state machines [5I/I]. One
example is a precedence property, which specifies that a resource can only be
granted (event g) in response to a request (event r), and can be expressed in
LTL as =g W r. Unfortunately, these properties have received less attention in
the literature in the context of concurrent programs.

Existing approaches that monitor such properties are either not tailored for
online monitoring, no longer maintained, or implement naive instrumentation.
Let us first consider dynamic predictive techniques that target behavioral prop-
erties, such as [22I396738|. These techniques often rely on vector clock algo-
rithms to timestamp events, construct partial orders and build causal models to
explore feasible executions. Although they capture representative traces, they
are expensive to use online and often intended for the design phase of the pro-
gram and not in production environments (see Sec. . Moreover, by serializing
reads and writes in the program, they assume a sequentially consistent execution
model [36]. For simple detection, this forces a specific schedule on the execution,
and for prediction, it restricts the space of possible interleavings. Furthermore,
such techniques are incomplete and cannot prove the absence of property viola-
tions (they never claimed it) which is a reason why online monitoring is inevitable
for many systems.

We turn to classical monitoring (detection) techniques and we find that many
top existing approaches (based on the competitions on RV [28/6311]) were ini-
tially developed to monitor single-threaded programs and later adapted to mul-
tithreaded programs. Unfortunately, as shown in [25], these approaches problem-
atically impose a total order on events using incorrect assumptions. They have
wrongly taken for granted that the instrumentation always yields representative
traces. When events of interest execute in concurrent regions, these tools often
produce unsound and inconsistent verdicts. These approaches can leverage rep-
resentative traces to produce sound verdicts in the presence of concurrent events,
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and their expressiveness can be extended to check concurrency-related behav-
ioral properties. For example, one might be interested to verify the correctness
of the scheduling algorithms of tasks with data dependencies (e.g., [73]).

We first revisit traces and qualify two properties that determine if they are
good representatives of an execution: soundness and faithfulness (Sec. . Sound-
ness holds when the trace does not provide false information about the order of
events. Faithfulness holds when the trace contains all the information about the
order of events from the execution. RQ1: Can we collect a representative trace
of a concurrent execution on the fly with minimal interference on the program?
Vector clock algorithms have been employed and refined for several decades
now [I854/565]. However, very few (we know of [64]) are directed towards on-
line monitoring of behavioral properties; where a final trace consists of property-
related events only. These algorithms typically require blocking the execution; by
synchronizing the instrumentation, program actions, and algorithm’s processing
to avoid data races [I8]. With the quadratic bound on their runtime complex-
ity and the coarse-grained synchronization they introduce, one might want to
run such an algorithm off the critical path of the program. We present a vector
clock algorithm (Sec. |p) that does not require blocking the execution and can
run either synchronously or asynchronously with the program. Asynchronous
trace collection is ideal for scenarios where the monitoring overhead cannot be
afforded and a small delay in the verdict can be tolerated. For instance, in real-
time systems where the system is expected to produce a result within a defined
strict deadline [68]. Our algorithm constructs representative concurrent traces
that are sound and very often faithfuﬂ As far as we know, it is unique in the
context of monitoring behavioral properties that can run off the critical path of
the execution.

RQ2: Is the collected concurrent trace good enough to soundly monitor a
property? Monitoring single-threaded programs depend on instrumentation, which
is assumed to be correct, to provide all relevant events [12]. For concurrent pro-
grams, we notice that monitorability with classical approaches depends also on
the ordering information available in the trace (resp. the execution). Firstly,
consider for instance the precedence property seen previously. If events r and
g happen to execute concurrently in the program, a sound trace would have
them as unordered events and a sound monitor should report a violation of the
property. However, in practice, when monitoring such property with an automa-
ton, the partial order must be linearized before passing it to the monitor. The
linearization will produce an arbitrary order between r and g, for instance, r.g
which would make the oblivious monitor miss the violation. In such a case, the
trace is not fit for monitoring the property and the monitor should be warned.
Secondly, in certain scenarios due to some partial instrumentation or logging
failure, some synchronization actions might be missing from the trace, result-
ing in unfaithful traces where some orderings cannot be established. This also
poses soundness problems to the monitor similar to the problems with lossy

! The algorithm might miss, in some marginal cases, ordering information resulting in
sound but unfaithful traces (see Sec. .
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Thread 0 r(x) notify(r,x)

Thread 1 notify(g, x)

Fig. 1: Unsound instrumentation.

traces [40]. To handle the mentioned problems, we extract a causal dependence
relation from a given property to know which events cannot permute in a trace
and check whether a trace contains enough order information (Sec. @ We then
redefine trace monitorability for concurrent executions with a necessary condi-
tion on the trace to guarantee a sound verdict when monitoring. If the condition
is not met, we produce warnings for the monitor.

In this paper we target shared memory concurrency, however, our work can be
adapted to message passing. We implement our contributions in a tool, FACTS,
which attaches to programs running on the JVM, instruments and collects sound
and faithful traces, and checks the monitorability criteria. We evaluate our ap-
proach and demonstrate its effectiveness in capturing concurrent traces and pro-
vide a cost estimation on the execution time overheads (Sec. @ We also imple-
ment the algorithm from [65], used in [66/39122], and show how our algorithm
has better advantages.

2 Issues with Linear Traces

Monitoring approaches relying on total-order formalisms such as LTL and finite
state machines require linear traces to be fed to the monitors as their input
consists of words. One might be tempted to immediately capture linear traces
from a concurrent execution without reestablishing the causal order. In this
section, we discuss issues of collecting linear traces to motivate concurrent traces.

Advice Atomicity Assumption General purpose runtime verification frameworks
such as Java-MOP [21], Tracematches [8], and others [II] rely on instrumenta-
tion for extracting events for traces. To handle concurrent programs, RV tools
provide a feature to synchronize the monitor to protect it from concurrent access
and data races. As such, threads acquire a lock before notifying the monitor and
release it afterward. However, when a program action is executed, its advice will
not always execute atomically with it unless both are wrapped in a synchro-
nization block. Consider Fig. [I|and the property r precedes g. A context switch
happens at t1 after the r(x) is executed (but before notifying the monitor), al-
lowing the execution of g(x) and its advice before notify(r,x). It is clear how
this would result in unsound monitoring. This observation problem cannot be
solved by simply checking for the absence of data races. One needs to guarantee
atomicity between all executing program actions and their advice. However, the
problem will not appear if r and g are synchronized and executed with their ad-
vice within mutually exclusive regions. Nevertheless, we might sometimes want
to capture events from concurrent regions.
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Forced Atomicity One way to solve the lack of advice atomicity is to force it.
Forced atomicity can be achieved by instrumenting synchronization blocksﬂ that
wrap the program actions with their advice in mutually exclusive regions. How-
ever, forcing atomicity introduces two new problems, one at the program level
and the other at the monitor level. First, it forces a total order between concur-
rent program actions; interfering with the parallelism of the program and chang-
ing its behavior. One needs also to minimize the area for which the lock is applied
and avoid coarse-grained synchronization. From the monitor side, the verdict will
be dependent on the specific scheduling of the execution. Take r precedes g for
instance, if these events are concurrent in the program, monitoring will produce
a different verdict at each run. Although the verdict is correct, we would like to
warn the user. Second, any information about parallel actions in the program is
lost and one can no longer determine whether two actions execute concurrently
initially in the non-instrumented program. In that case, it becomes impossible
to express properties on the concurrent parts of the execution. Furthermore, RV
tools mentioned above rely on AspectJ [4I] for a high-level specification of in-
strumentation which is rather unfitting to instrument synchronization blocks as
it cannot instrument at the bytecode level.

3 Characterizing a Concurrent Execution

We first choose the smallest observable execution step done by a program, such
as a method call or write operation, and refer to this step as an action. An action
is a tuple of attribute-value pairs. Common attributes are id, associated resource
i.e. shared variable, integer id to distinguish different actions corresponding to
the same instructionf] Actions executing in the same thread follow a thread
order. The set of all program actions is denoted by A. We distinguish between two
types of actions: reqular actions and synchronization actions. Regular actions are
relevant to the property we want to monitor. Synchronization actions, denoted by
the set SA, are used for synchronization between different threads. They provide
release-acquire ordering semantics [3] and establish a synchronization order on
the execution. Essentially, an acquire action a’ on a resource by some thread
synchronizes with the latest release action a, if it exists, on that same resource
by some other thread. Given two threads ¢t and u, we highlight the following
synchronization actions that can establish release-acquire:

unlock(t,1)/lock(t,1): release/acquire of lock [ by ¢;
fork(t,u)/begin(u): fork of u by t/first action by w;
end(t)/join(u,t): last action ¢/ u blocking until ¢ ends;
write(t, x,v)/read(t, x,v): value v on shared variable x.
notify(t, s)/wait(t, s): notify /wait a signal s.

2 Such as synchronized in Java.
3 We depict actions using the notation id.labelfld .. in diagrams.
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The ezecution order = C (A xA) is the transitive closure of both thread and syn-
chronization orders. This order between actions is a partial orderﬂ and is general
enough to represent various formalisms and models of concurrent systems.

Definition 1 (Concurrent Execution). A concurrent execution is a partially-
ordered set of actions (A, ).

4 Sound and Faithful Concurrent Traces

Our goal is to capture a representative trace from a concurrent execution. In [69],
we introduce two fundamental notions for concurrent traces: soundness and faith-
fulness. We first revisit both notions here, then proceed to show how such traces
preserve the properties of an execution. We note that the trace actions & are
often called event in monitoring and verification approaches.

Definition 2 (Concurrent Trace). A concurrent trace is a partially ordered
set t = (£,5) of events such that £ C A.

Informally, a trace is a sound trace if it does not provide false information
about the execution.

Definition 3 (Trace Soundness). A concurrent trace t is said to be a sound
trace of a concurrent execution e (noted snd(e, t)) iff (i) € C A and (i) S>CS.

To be sound, a trace (i) should not capture an action not found in the execution,
and (ii) should not order unrelated actions.

While a trace that does not provide incorrect information about the execution
model leads to sound monitoring, a trace can still not provide enough information
about the order (for a monitor to determine a verdict). Faithfulness is similar
to completness; it is expensive as it requires capturing all relevant causality in
the program. Informally, a faithful trace contains all information on the order of
events that occurred in the execution model.

Definition 4 (Trace Faithfulness). A concurrent trace t is said to be faithful
to an execution e (noted faith(e,t)) iff 32 (S NE x ).

Ezample 1 (Soundness and Faithfulness). Consider an execution of a properly
synchronized Java program with three threads, a writer, and two readers, where
the reader threads performed a concurrent read in between two write oper-
ations. We omit the depiction of actions performed by each thread such as
locks, etc., for brevity. Four different collected traces from such execution are
presented in Figure 2] For a behavioral property such as “no read or write
happen concurrently with another read or write”, we are interested in the ac-
tions r and w. The order relative to these events in the execution is —¢,=
{{0.w°, 1), (0.w° r?), (r!, 1.w°), (r?, 1.w°), (0.w°, 1.w%) }. Fig. |2al presents a linear

4 We assume familiarity with partial orders and partially ordered sets.
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0.v'pg = pg - g [ * g0 'pgt v’
(a) S/F Linear (to) (b) S/F Linear (t1)
Bl
P
m‘ﬂ,

(c) S/F Partial (t2) (d) S/F Partial (t3)

Fig. 2: Four different collected traces from the execution of 1-Writer 2-Readers.

trace of the execution ¢y as captured by Java-MOP using advice atomicity as-
sumption, see Sec. [2 One can see that the order is —;,=—, U{(r!,r?)}. We
notice that we have faithfulness (faith(eg, to)) as —¢, C—+,. However we do not
have soundness (—snd(eq,to)) as the pair (r',r?) €—.,, as the reads happened
concurrently. Fig. 2D] shows a trace that is neither sound nor faithful. Fig.
the trace captures thread order only. It is a sound trace, as it only contains
(0.w°,1.w%), and therefore no wrong information. However, it is not faithful, as
it is missing order information. Fig. [2d| presents a partial trace of the execution
t3 that is both sound and faithful. Ideally, t3 is the smallest concurrent trace
collected to verify behavioral properties on reads and writes.

A property can be used to define the set of correct concurrent executions. For
the verification of the temporal behavior of programs, the semantics of matching
properties is applied on traces [52]. Effectively, at the semantic level, a property
partitions the set of all executions into correct and incorrect ones. Consequently,
a property ¢(X) defined over X' C A is a set of partial orders over X.

Definition 5 (Property Satisfaction). A concurrent execution (A, ) satis-
fies a property (%) (noted (A, =) = (X)) iff (2 NX x ) € o(X).

To check that a property has been satisfied, we simply “project” the order — on
X, that is, we restrict our information about the execution to Y. We then check
if the projection belongs to the set of correct concurrent executions (¢(X)).

While our goal is verifying properties on the full execution of a program, we
generally gather a subset of it as a trace. As such, we are interested in the fact
that verifying a property on the trace holds the same as it would on the full
execution. By construction (from Def. [3| and , we notice that the projections
over X (Def. ) of some execution e and a trace ¢ for a property over variables
X C £ C A where we have soundness (snd(e, t)) and faithfulness (faith(e, t)) are
the same. We deduce the following theorem.

Theorem 1 (Property Preservation). Given a concurrent execution e =
(A, 3), a trace t = (&, ir—>), and a property ¢ over X C & C A we have:
(snd(e, t) Afaith(e,t)) = (e = ¢(X) iff t = (X)).

We say that ¢ is an appropriate abstraction of e; e and ¢ can be used interchange-
ably to verify properties over Y. Since our notion of a property is simply a set of
traces, the presented results apply to any set of monitorable [26]60] properties.



8 Chukri Soueidi and Yliés Falcone
5 Obtaining Sound Concurrent Traces

We here present a vector clock algorithm that constructs sound concurrent
traces. The algorithm differs from standard algorithms in that it can run asyn-
chronously, allowing scenarios where a delay can be tolerated. Most, if not all
vector clock algorithms in the literature block the execution to process the al-
gorithm at each event. It also does not require advice atomicity. Instead, it just
requires instrumenting release and acquire actions with before (resp. after) di-
rectives. When an action a is instrumented with before (resp. after) direction,
the notification action, notify(a), should execute before a (resp. after), and no
other action from the same thread should execute in between.

Let us first review notions of vector clocks [55/45]. A vector clock is a func-
tion from threads to integers, V : T' — Int with three key operations. Join
is the element-wise maximum of two vector clocks: Vi U Vo = V3 such that
Vit 2 Vs(t) = maz(Vi(t), Va(t)). Comparison is the element-wise comparison of
two vector clocks: V, <V}, is defined to mean Vt. V,(t) < V4 (). Finally, function
inc increases a single component of a vector clock: inci(V) = Au.(if u = ¢ then
V(u) + 1 else V(u)).

5.1 The Reordering Algorithm

Algorithm [T maintains the following data structures. A map I : T"— V holding
the last timestamp seen by each thread. A map R holding the last release action
per resource, a map W holding the last write of a value on a shared variable,
and a collection T which represent the concurrent trace and will be populated
with timestamped actions. On each received notification action, the algorithm
sets its timestamp to the latest timestamp seen by its thread (line 3). Then,
synchronization actions in SA (lines 4-5) are send to ReleaseOrAcquire, except
for read or write. Actions unlock, fork, end are represented with release, and the
algorithm puts them in the map entry in R associated with their resource in R
(lines 11-12). Actions lock, begin, join are represented with acquire, the algorithm
retrieves the last action that released its resource from R; if found [°, their vector
clocks are merged (lines 13-15). The join is merged with the last action seen
by the finished thread. Actions read and write are handled with ReadOrWrite.
They are handled with the map W which is indexed by a shared variable and
a value. A write (lines 17-23) is only pushed into W when it is not conflicting
with the entry in W associated with its variable and value (discussed more in
the following paragraph). A read is merged with the latest write (lines 24-26).
After that, the timestamp is incremented (line 6), and map L is updated (line
7). Events will be stored in the concurrent trace, and all synchronization actions
will be discarded (lines 8-9).

The Join, Comparison and Copy operations of vector clocks require O (k)
time, linear in the number of threads k. Increment operations on vector clocks,

5 We omit some null checks to simplify the presentation of the algorithm, however,
assume that joining e. VC with a null value does not affect it.
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Algorithm 1: Vector Clock Algorithm

1 procedure ReceiveAction(e)

2 t = tid(e)

3 e.VC = copy (LL(t))

4 if e is a synchronization action then

5 send e to the appropriate procedure

6 ince(e. VC)

7 L(t)=e.VC

8 if e is not a synchronization action then

9 T+ e // Add e to trace T
10 procedure ReleaseOrAcquire(e)
11 if e = release(t,r) then
12 R(r)=e // Update R
13 else if e = acquire(t,r) then
14 e =R(r)

15 e.VC =eVCUE.VC // Merge vector clocks
16 procedure ReadOrWrite(e)

17 if e = write(t,z,v) then

18 e =W(x,v)

19 if (¢ =null) Vv (¢'.VC <e.VC) then
20 W(z,v)=e
21 else
22 W(z,v) = null // Conflicting write
23 end
24 else if e = read(t,z,v) then
25 e =W(z,v)
26 e.VC =eVCUE.VC

retrieving and inserting elements to the maps require O(1). The reordering al-
gorithm then requires O(n x k) time for a trace of n actions.

5.2 Correctness Discussion

We now show how the algorithm always produces sound traces. After the al-
gorithm ends, the collected linear trace is timestamped into a concurrent trace
represented by T that contains ordered pairs (a,b), such that a.VC < b.VC.
For handling release and acquire actions (except for reads and writes), these
actions already execute in a total order in any execution. The algorithm per-
forms classical operations of timestamp merging for matching actions. However,
the correctness of our algorithm is dependent on instrumentation. Since we do
not force atomicity between an action and its notification, we must instrument
actions that perform vector clock merge operations i.e. acquire actions with the
after directive and release actions with the before directive. The intuition is that
if a release action is instrumented with the after directive, a context switch be-
tween it and its advice can lead to having an unmerged consecutive acquire. With
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proper instrumentation, whenever we observe an acquire action, we are sure that
if a matching release exists, then it has been already been captured and pro-
cessed. When the program only uses lock and fork actions for synchronization,
then our algorithm guarantees both soundness and faithfulness of the concurrent
trace since it captures all orderings, provided that they are all instrumented and
captured.

Handling reads and writes is more demanding if we want to run the algorithm
asynchronously and do not want to force on them a total order in the execution.
Reads and writes are instrumented with after and before directives, respectively,
including volatile and atomic variables [47]ﬂ When observing a read r on shared
variable x with a value v (line 24), we know its matching write was processed.
Nevertheless, if prior to r, two (or more) threads performed writes, w and w’, on
x with the same value v, then we need to make sure that w and w’ are ordered
since r could be reading the value written by any one of them; hence its clock
cannot be safely merged with any of them. We say the two writes on z, writing
the same value v, are conflicting when they are not ordered, i.e. w.VC £ w'.VC
and w’.VC £ w.VC. On a write event, the algorithm always compares it with
the previously observed write on the shared variable. If the previous write event
had written the same value and the new and previous writes are not ordered (line
19), then we clear the map entry holding the last write (line 22) so that a future
read cannot merge with it. To guarantee the correctness of the matching, we push
the last write on « into W if there are no conflicting writes (line 20). Hence, a
read will either match its write and merge, or not. This might have consequences
on the faithfulness of the trace and not its soundness. Faithfulness will only be
affected if (1) three or more threads are writing to the same variable the same
value and in a concurrent region, and (2) the program relies on those writes to
synchronize. We reasonably believe that this is an infrequent case in concurrent
programs. However, for such marginal cases, the algorithm can report conflicting
writes. Writes can then be instrumented to have advice atomicity forcing a total
order on their execution; by adding synchronization blocks that wrap them with
their advice in mutually exclusive regions. When this applies, there will be no
need for the procedure ReadOrWrite, and reads and writes can be treated as
acquire and release where they are handled with procedure ReleaseOrAcquire.

6 Criteria For Monitorability

In this section, we discuss the criteria for sound monitoring with automata and
concurrent traces. In Sec. [l we see that a sound and faithful trace represents a
program execution and can be used interchangeably when verifying a property.
However, concurrent traces (equivalently concurrent executions) might have un-
ordered events. Many monitoring approaches rely on finite state automata as
they can be used for most of the specification pattern [24/I]. Such monitors ex-
pect a total order of events as their input consists of words. Therefore, concurrent

5 Atomic operations such as compare-and-swap are handled differently since we check
for the result of the operation before emitting an action.
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traces must be linearized before monitoring. A linearization of a partial order
will impose an arbitrary order between these unordered events. However, feeding
the monitor with incorrect orderings of events can lead to incorrect verdicts. For
the remainder of this section, we set X as the set of events over which properties
are specified. We distinguish it from &, which is the set of runtime events that
will possibly be projected to events in X

6.1 Monitor Causal Dependence

When observing an automaton, we might find pairs of events whose order is
irrelevant to its progress; they can permute without affecting the verdict. The
causal dependence relation D C X' x X' is a binary relation that is anti-reflexive
and symmetric. It contains all pairs of events whose correct order is necessary
and their permutation would lead the automaton to a different state. Hence, for
all pairs of events that do not belong to D, their permutation after a linearization
(if they occur concurrently) can be safely tolerated. Moreover, Zp = (X x X) \
D is the independence relation induced by the dependence relation D. For a
deterministic automaton, Zp is a reflexive and symmetric relation. We extract
Ip by finding pairs of actions that would lead to the same state if permuted. An
algorithm that extracts Zp from a property specified as a DFA is fairly simple
(see technical report [70]). It checks all pairs (a,b) in X x X, if starting from
any state in the automaton a.b would lead to a different state than b.a. If so,
then the automaton depends on receiving both symbols in order, and the pair
is added to the dependency relation. Note that, the causal dependence relation
resembles trace equivalence from [56] which constrains the allowed linearizations
of a partial order. However, here we extract the relation from the monitor itself,
and it defines word equivalence concerning an automaton, that is, the allowed
permutations of letters in a word that would eventually lead to the same verdict.

Ezample 2 (Monitor Causal Dependence). We demonstrate with two example
propertiesﬂ P1 states that event s responds to p between q and r. P2 is a mutual
exclusion property that states that no read or write should happen concurrently
with another write. To monitor with a finite state machine monitor, the read and
writes are instrumented and delimited with events bw and aw represent before
and after a write, br and ar for before and after a read. Fig. [|shows the violation
automata of bad prefixes to monitor the properties. For each automaton, we have:

- IDI = {<57Q>}
— Ip, = {(br,ar)}

From Zp,, we see that the monitor does not depend on the order between s
and ¢q. From Zp,, we see that the monitor depends on the order between writes
themselves, reads, and writes and reads.

" In the technical report [70], we extract Zp from 55 event-based property specifica-
tions from [24/1] written as Quantified Regular Expressions (QREs).
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(a) Response property P1 (b) Property P2

Fig. 3: Automata of Bad Prefixes.

6.2 Trace Monitorability of Concurrent Executions

We first define the notion of necessary order for a concurrent trace, which indi-
cates whether the trace has the needed order based on the dependence relation.

Definition 6 (Trace Necessary Order). We say that a concurrent trace t =
(&, t—r>) has the necessary orderings w.r.t. a causal dependence relation D, noted
tno(t, D) when: Ve, €E: (e,e!) € = vV (label(e), label(e')) ¢ D

Ezample 8 (Trace Necessary Order). Back to property P2 from Example and
the traces depicted in Fig. Trace t3 is ordered enough for monitoring the
property, whereas ts, a trace collected considering the thread order only, does
not capture order between reads and writes. As such we have:

tDO(t3,D2) =T tl’lO(tz,Dg) =1

Let us recall the notion of monitorability from [42JTI3]. A property ¢ is mon-
itorable, denoted by Mon(yp), if every prefix of every trace has a finite extension
that allows its monitor to reach a verdict, be it positive or negative. Monitoring
with unsound traces leads to unsound verdicts. We redefine monitorability for
concurrent programs by adding necessary conditions on the traces.

Definition 7 (Trace Monitorability of Concurrent Executions). Given
a property ¢ with its dependency relation D, and a trace t collected from a
concurrent execution e. Property ¢ is monitorable with t, noted t-Mon(yp) when
Mon(p) A snd(e,t) A tno(t,D).

First, the property ¢ should be monitorable in the classical sense, Mon(yp),
or else we will not reach a verdict. Second, the trace should be sound, snd(e, t),
or else we will have an unsound verdict. Third, the trace should have all the
ordering information needed by the property as per its dependency relation,
tno(t, D), or else a linearization would produce an unsound trace. The above
indicates that a concurrent trace does not need to contain all the ordering infor-
mation between events and that the notion of faithfulness can be relaxed when
monitoring. Now, if there is missing information in a sound and faithful con-
current trace, this means that the execution itself does not contain the needed
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causality for monitoring the property. As such, the user is warned about the
missing order to address the problem, and a tradeoff is presented between con-
currency and monitorability. On one hand, they can synchronize the concurrent
actions in the program to have them ordered, or they can force linearization
of unordered actions via instrumentation, as discussed in Sec. |2l On the other
hand, they can leave the actions executing concurrently and afford inconsistent
verdicts.

7 Experimentation and Evaluation

We implemented our work in the tool FACTS (Faithful and Sound Concurrent
Traces) for Java programs ﬂ FACTS consists of three modules; the instrumen-
tation module allows the user to specify the instrumentation logic and is built on
top of BISM instrumentation framework [71]. The trace reordering module imple-
ments the vector clock algorithm (Sec. [5) which is responsible for timestamping
the events. The monitorability checker module, takes as input the causal depen-
dence relation D. After receiving new events, it checks if the collected concurrent
trace is monitorable as discussed in Sec. [6l

Ezperimental Setup We pick for our evaluation real-world Java applications
from Renaissance [61] and DaCapo Benchmarks [I6], and synthetic programs
from [36]. We monitor properties that can be expressed with total order for-
malisms to show how concurrent traces can help existing monitoring approaches
adapt to concurrent programs. We compare three concurrent trace collection
approaches: with FACTS in both asynchronous and synchronous modes, and
with Algorithm A from [65] (which cannot be run in asynchronous mode)ﬂ We
instrument the programs to collect the property-related events and the synchro-
nization actions such as thread operations, synchronized blocks, and methods,
locks, reads and writes to shared variables, and spawning actors [6] in Akka [2].

Benchmarks We monitor the program akka-uct for a response property stating
that between the submission and the execution of a task with normal priority
(events ¢ and r resp.) if an urgent task is submitted (event p) it should execute
(event s) in between q and r. The property is identical to P1 from Ex. 2| For
the independence relation, we have Zp = {(s,q)}. We extract it beforehand
using Algorithm 2 from [70] and pass it to FACTS as part of the specification.
We monitor program future-genetic to check whether dependent tasks execute
in parallel. The property is similar to P2 from Ex. [2] without g3 and the read
events. For the Dacapo benchmarks avrora and fop, we target the classical
type-state properties [72]; the Safelterator and HasNext properties. For both
properties, Zp is empty and all events are expected to be ordered. We also

8 Implementation details can be found in the technical report [70].
9 We also collect linear traces as collected by Java-MOP [21] and show the number of
ordering corrections made with concurrent traces, details in [70].
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t-Mon
Org M FACTS (async) B FACTS (sync) [ Alg. A (sync) akka-uct X
future-genetic v
avrora v
fop v
bakery v
v
X
X

prods-cons
bakery (f)
prods-cons (f)
(b) Trace Monitorabil-
ity.
t-Mon Verdict
. | -

v T:100% F: 0%
avrora bakery prodcons akka-uct genetic X T: 32% F: 68%

(a) Execution time (s) with trace reordering. (¢) Monitoring Sound-
ness.

Fig. 4: Experimentation Results.

monitor the Bakery locking algorithm [44], bakery, and a classic producer-
consumer program, prods-cons. For both, we monitor a property similar to P2
from Ex. [2] as such, a similar Zp.

Results Fig. [da]reports the mean execution time for 20 runs of the benchmarked
programs. We first note that FACTS is capable of producing sound and faith-
ful traces from all benchmarks, with no marginal cases (i.e., conflicting writes)
reported by our vector clock algorithm. This holds even for the bakery bench-
mark, which relies solely on reads and writes for the synchronization of mul-
tiple threads. Secondly, running our algorithm in asynchronous mode, FACTS
(async), interferes minimally with the program as it incurs a considerably low
overhead in most of the benchmarks, relieving the program from blocking when
timestamping events and executing the monitors. Thirdly, for the comparable
algorithms, FACTS (sync) performs better than Algorithm A in most of the
benchmarks. We fairly believe that our algorithm interferes less with the pro-
grams as it imposes finer-grained synchronization than Algorithm A. This is
highlighted with the bakery algorithm which synchronizes only using shared
variables. Algorithm A requires the update of vector clocks associated with a
read or write to be atomic through synchronization (as in Sec. , while our
algorithm does not. This causes the threads to spin more as more contention
is added with Algorithm A. Fourthly, for future-genetic and akka-uct, these
programs use parallel tasks and message-passing (resp.) for managing concur-
rency. We can see how capturing concurrent traces synchronously from them
interferes severely with their behavior. Algorithm A and FACTS (sync) timed
out with future-genetic, while for akka-uct, Algorithm A is not intended to
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handle message passing. Monitoring programs that utilize concurrency primi-
tives with higher levels of abstraction will require improved adaptation in the
future. For the time being, it is preferable to observe and monitor such programs
asynchronously.

Table [4b] reports on the monitorability of the collected traces. As per our ap-
proach, the monitor is warned when t-Mon is false, as it may produce unsound
verdicts. To test the effectiveness of our approach when used with existing mon-
itoring tools, we introduce two buggy implementations, namely prods-cons (f)
and bakery (f), where synchronization between threads is faulty, and events
can execute without acquiring locks. These programs are intended to have un-
ordered events in the executions (and consequently, the trace), resulting in the
trace not having the necessary orderings to monitor the above properties. For
each benchmark, we run both a correct implementation where t-Mon = T, and
a faulty one where t-Mon = 1, and monitor them using Java-MOP [2I]. We
report the results of 100 executions in Table[dd Our findings reveal that monitor-
ing with t-Mon = | yields inconsistent results, with some executions producing
a true verdict (32%) while others yield a false verdict (68%). This inconsistency
highlights the need for our approach, as FACTS produces warnings in all such
executions, ensuring sound verdicts. In contrast, verdicts for correct programs
are consistent because the execution of events is linearized, and the traces have
the necessary orderings.

8 Related Work

We focus on property-based dynamic verification techniques for concurrent pro-
grams that rely on traces. More specifically, on techniques developed for moni-
toring behavioral properties expressed in total order formalisms and refer to [I5]
for a detailed survey. These techniques typically analyze a trace to either detect
or predict violations.

Detection techniques reason about single runs of a program. We mention run-
time monitoring tools, namely Java-MOP [21], Tracematches [SII7], MarQ [62],
and LARVA [23] chosen from the RV competitions [28J63/1I]. These tools allow
different specification formalisms such as finite-state machines, extended regular
expressions, context-free grammars, past-time linear temporal logic, and Quan-
tified Event Automata (QEA) [10]. Detection techniques do not establish causal
orderings between events and rely on trace collection approaches (discussed in
Sec. [2)) to order the collected events. We have shown in this paper how this can
produce unsound traces leading to unsound and inconsistent monitoring. These
tools can benefit from concurrent traces to guarantee the soundness of their ver-
dicts. EnforceMOP [50] for instance, can be used to detect and enforce properties
(deadlocks as well). It controls the runtime scheduler and blocks threads that
might cause a property violation, sometimes leading to a deadlock. It requires
forced atomicity as the scheduler needs to decide at each step if the execution
on some thread continues or not. In [1909], the authors present a monitoring
framework for actor-based systems. The tool detectEr monitors Erlang applica-
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tions using traces collected using the native logging functionality. Our approach
targets generic concurrency primitives and can also be used with actor-based
systems.

Predictive techniques reason about all feasible interleavings from a recorded
trace of a single execution. Their challenge is to construct sound and maximal
causal models [67] that allow exploring flexibly all feasible interleavings. In [65],
the authors present an instrumentation algorithm based on vector clocks, used
in [66/39)22] for generating the partial order from a running program. The al-
gorithm maintains one vector clock for each thread and two for each shared
variable. It executes synchronously with the executing program and is protected
using synchronized blocks to force an overall sequentially consistent [43] exe-
cution. Vector clock algorithms typically require synchronization between the
advice, program actions, and algorithm’s processing to avoid data races [I§].
Our algorithm can run synchronously or asynchronously with the program de-
pending on the monitoring scenario. As far as we know, it is unique in the
context of online monitoring in establishing order off the critical path without
the need to block the execution to process. In [39/33] the work targets type-state
errors. jPredictor [22] for instance, uses sliced causality [20] to prune the par-
tial order such that only relevant synchronization actions are kept. The tool is
demonstrated on atomicity violations and data races; however, we are not aware
of an application in the context of generic behavioral properties. In [29], the
authors present ExceptioNULL that target null-pointer exceptions. Violations
and causality are represented as constraints over actions, and the feasibility of
violations is explored via an SMT constraint solver. GPredict [37], for instance,
targets generic concurrency properties. It allows the user to express properties
with regular expressions and provides explicit concurrency idioms such as atomic
and parallel regions. It establishes order by collecting thread-local traces and also
producing constraints over actions. In addition to being incomplete due to the
possibility of not getting results from the constraint solver, the analysis from
these tools might also miss some order relations between events resulting in false
positives. Of course, none of the presented predictive techniques are complete,
i.e., can produce all possible feasible interleavings that lead to violations, due
to the impossibility of constructing a complete causal model of the program.
Furthermore, these techniques reason on sequentially consistent execution mod-
els [36], restricting the space of possible interleavings of programs. The idea is
that if a property is violated in a sequential consistency, then it will surely be
violated in a more relaxed execution model. Our work focuses on providing con-
current traces for online detection techniques, and we have yet to explore their
applicability in predictive contexts. Unfortunately, many tools from the men-
tioned approaches [37I22J66l39I22] are not available. Apart from tools dedicated
to data races and atomicity violation detection, we found no available tools tar-
geting general behavioral properties to compare with; tools that can establish
causal order and instrument various custom regular actions from the program
for monitoring.
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9 Conclusion And Future Work

Collecting concurrent traces for runtime monitoring opens the path to interest-
ing problems. Firstly, monitoring techniques can be revisited and extended to
take into account the partial order. Tools relying on total order in traces can use
concurrent traces to check if a trace has the needed causality and, if not, produce
warnings. Moreover, specifications (and formalisms) that can match traces ob-
tained from FACTS can be elaborated to extend the expressiveness of monitoring
to check concurrency-related behavioral properties. For example, our approach
is applicable for OpenMP runtimes; it can be used to verify the correctness of the
scheduling algorithms of tasks with data dependencies (e.g., [73]). We can verify
that the runtime never schedules two dependent tasks in parallel. Secondly, it
is now possible to define and quantify optimizations for capturing sound and
faithful traces. How to obtain optimal faithfulness with instrumentation is still
an interesting challenge. Thirdly, for scenarios where the execution does not have
the causality needed between events, the user can be given facilities to preserve
some safety property by enforcing the order. Linearization of concurrent events
may be achieved on the fly by JVM hot swapping.

Finally, we will reduce overheads induced by capturing synchronization ac-
tions. We aim to include plugins to FACTS to instrument concurrency primi-
tives with higher-level abstraction such as fork-join [46] and software transac-
tional memory [35]. Tailoring instrumentation to these frameworks reduces the
number of collected synchronization actions. It requires assumptions about the
correctness of these frameworks. These assumptions can be checked using static
and dynamic analysis.
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