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ABSTRACT
The design process of complex engineering systems may involve
problems in which the number and type of design variables and
constraints vary throughout the optimization process based on the
values of dimensional variables. This category of problems is called
Variable-Size Design Space optimization. A well-known application
is the optimal layout problem which requires to place a variable
number of components into a container. The dual objective is here
to optimize the list of components in addition to their placements
within the container. In this paper, a two-level algorithm is de-
scribed to solve the aforementioned optimal layout problems. This
algorithm combines the strength of a Swarm Intelligence algorithm
based on a virtual-force system and a discrete Bayesian Optimiza-
tion algorithm purposely adapted to tackle the dimensional aspect
of this problem. The implementation of the two-level algorithm
is discussed and the proposed approach is applied to the layout
optimization of a satellite module. The performance of the algo-
rithm is then analyzed with respect to several occupation rates of
the system. This approach is also compared with a Hidden-Genes
Genetic Algorithm.
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1 INTRODUCTION
The optimal layout design of a complex system consists in plac-
ing components (instruments and equipment) into an available
space. This key aspect has a critical impact on the overall system
performance. This type of problems belongs to the class of NP-
hard problems due to its mathematical complexity, and is therefore
theoretically not solvable by classical optimization methods (e.g.
gradient-based methods for instance). During the past 20 years,
various methods have been developed in order to solve layout op-
timization problems. Mostly, metaheuristic algorithms have been
used [12], sometimes hybridized with other techniques [21], but
also multi-agent methods [20] and Machine Learning techniques
[3]. In most of real-world engineering design problems, many ar-
chitecture choices have to be made and have an impact on the
problem definition (number of variables to be optimized, number
of constraints). For instance, a possible choice would be either
to place in the container two small tanks of fuel or a large one.
The number of components is consequently not the same in both
cases and hence, the number of design variables will vary from
one sub-problem to another. Allowing the number of components
to vary during the optimization may provide a better solution at
the end. This type of problems is referred to as variable-sized de-
sign space (VSDS) problems in the literature [14]. For illustration
purposes, the layout optimization of satellite module, refered as
Satellite Module Layout Problem (SMLP) in the literature, is de-
rived [21] without loss of generality and is extended in this paper
to consider variable-sized problems. Most of the aforementioned
algorithms are designed to handle fixed-size design space problems.
Some previous research has been conducted on VSDS problems.
Pelamatti et al. [14] extended Bayesian Optimization (BO) in order
to address mixed-variables problems as well as VSDS problems.
However, BO algorithms are often used to handle a few dozens of
design variables and are not applicable to optimize few hundreds
of design variables. Moreover, metaheuristics have been extended
in order to tackle VSDS problems [1, 5, 8, 15]. Even if metaheuris-
tics methods can directly tackle layout problems with hundreds of
dimensions and constraints, it has been highlighted in [11, 16] that
pure metaheuristic techniques based on genetic algorithms may
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present some weaknesses for solving problems with complex com-
binatorial spaces or high number of constraints. Hybridization are
often preferred to solve such problems. Among them, two-level al-
gorithms have been developed to solve complex problems in which
several decision makers are involved [10, 18]. In that respect, in the
present paper, a two-level algorithm is presented in order to ad-
dress VSDS optimal layout problems. This algorithm combines the
strength of a dedicated swarm intelligence algorithm called Compo-
nent SwarmOptimization algorithm based on a virtual-force system
[7] and a Bayesian Optimization algorithm purposely adapted to
tackle the dimensional aspect of the VSDS problem [14].

The rest of the paper is organized as follows: Section 2 describes
the formulation of the VSDS optimal layout problem. Section 3
introduces the proposed two-level algorithm, and describes both
levels of the approach. The algorithm is applied to the SMLP in
Section 4. The results are shown and compared to a Hidden Genes
GA.

2 FORMULATION OF VARIABLE-SIZE DESIGN
SPACE OPTIMAL LAYOUT PROBLEMS

As a representative example of optimal layout problems, without
loss of generality, the satellite module layout problem is considered
in this paper. The aim is to find the optimized layout that minimizes
the inertia of the satellite module composed with 𝑁 components
on one bearing plate. Some components can be decomposed into
several sub-components and the choice of a subdivision varies the
number of components along with the number of design variables
and constraints. Indeed, a catalogue of components is given to the
designed optimization algorithm which must optimize the list of
the components as well as their positions in the container.

In order to propose a mathematical formulation of the aforemen-
tioned mixed-variable and VSDS problem, the design variables are
introduced and split into 3 categories [14]: continuous variables
x that correspond to the centers of inertia of the components as
well as their orientations, discrete variables z that are the plate
on which position each component (if there are several bearing
plates in the satellite module), and dimensional variables w that
are responsible for the choice of the sub-components to be part
of the layout. According to their values, the number and type of
continuous and discrete variables that are optimized in the problem
may vary. Consequently, the single-objective VSDS problem can be
mathematically formulated as follows in the case of the SMLP:

min
x,z,w

𝐼𝑡𝑜𝑡 (x, z,w)

where x ∈ 𝐹𝑥 (w) ⊆ R𝑛𝑥 (w) , z ∈ 𝐹𝑧 (w) ⊆ N𝑛𝑧 (w) ,w ∈ 𝐹𝑤

s.t. h𝑜𝑣𝑒𝑟𝑙𝑎𝑝 (x, z,w) = 0
g𝐶𝐺 (x, z,w) ≤ 0
g𝑓 𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 (x, z,w) ≤ 0

(1)

where 𝐼𝑡𝑜𝑡 is the objective function corresponding to the global
inertia of the module. h𝑜𝑣𝑒𝑟𝑙𝑎𝑝 is the equality constraint ensuring
that there is no overlap between the components and between
the components and the container. It is defined by a 𝑛𝑜𝑣𝑒𝑟𝑙𝑎𝑝 (w)-
dimensional vector. g𝐶𝐺 is the inequality constraint which aim is
to position the global center of gravity (CG) in a tolerance zone
centered at the geometrical center of the container. It is defined

by a 𝑛𝐶𝐺 (w)-dimensional vector. Finally, g𝑓 𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 ensures that
incompatible components are spaced from a certain distance (e.g.
radiation threshold). It is defined by a 𝑛𝑓 𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 (w)-dimensional
vector. One can note that the design space of the continuous vari-
ables x and discrete variables z are functions of the dimensional
variable values.

3 TWO-LEVEL ALGORITHM FOR
VARIABLE-SIZE DESIGN SPACE OPTIMAL
LAYOUT PROBLEMS

3.1 General Structure of the Algorithm
The proposed algorithm consists in optimizing the dimensional
variables w separately from the continuous and discrete variables
x, z. More specifically, in the case of the optimal layout problem
detailed in Section 2, the upper stage of the algorithm is responsible
for the choice of the components to be integrated into the system,
while the lower stage is responsible for the optimization of the lay-
out of the chosen set of components. The methodology embedded
with each of the two stages of the algorithm is introduced below:

• Lower level: Component Swarm Optimization based on
a virtual-force system (CSO-VF) algorithm [7] designed to
solve FSDS optimal layout problems.

• Upper level: Bayesian Optimization used to deal with the
dimensional variables [14].

Figure 1 illustrates the structure of the two-level algorithm and
both levels are detailed in the following sections.

CSO-VF ALGORITHM
Optimization of the x,z variables

Optimization of the layout

BAYESIAN OPTIMIZATION
Optimization of the w variables

Optimization of the set of components

Evaluation of the objective function and constraints

Figure 1: Structure of the two-level algorithm.

3.2 Lower Level: CSO-VF algorithm
The aim of the lower level is to optimize the fixed-size design space
(FSDS) optimal layout problem i.e. with a fixed set of components
determined by the upper level. The proposed approach is a swarm
intelligence algorithm based on a virtual-force system to solve the
highly constrained optimization problem. This strategy is herein
adopted in [7] to solve optimal layout problems. In the proposed
CSO-VF algorithm, each component is defined by its dynamic fea-
tures: its position and orientation, its translational and rotational
speeds, and its translational and rotational accelerations. A resul-
tant force and a torque are applied to it. The goal of forces and
torques are to solve the constraints and to minimize the objective
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function. Indeed, a dedicated attractive, repulsive or gradient-based
force (and possibly a torque) is associated to each of the constraints
and to the objective function. By the end of an iteration, a Newton’s
Second Law of Motion is applied in order to update the position
and orientation of the whole swarm. The forces and torques are
detailed as follows (for a component 𝑖) and illustrated in Figure 2:

• 𝐹𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟,𝑖 : An attractive force applied if a component does
not belong entirely to the container, illustrated in Figure 2(a).

• 𝐹𝑜𝑣𝑒𝑟𝑙𝑎𝑝,𝑖 ,𝑇𝑜𝑣𝑒𝑟𝑙𝑎𝑝,𝑖 : A repulsive force and a torque, applied
in case of overlapping between components, illustrated in
Figure 2(a).

• 𝐹𝑓 𝑢𝑛𝑐.,𝑖 ,𝑇𝑓 𝑢𝑛𝑐.,𝑖 : A repulsive force and a torque, applied if
two functionally incompatible components are too close,
illustrated in Figure 2(a).

• 𝐹𝐶𝐺,𝑖 : A gradient-based force, applied if the center of gravity
is not in the tolerance zone, illustrated in Figure 2(b).

• 𝐹𝑖𝑛𝑒𝑟𝑡𝑖𝑎,𝑖 ,𝑇𝑖𝑛𝑒𝑟𝑡𝑖𝑎,𝑖 : A gradient-based force and torque, ap-
plied to minimize the global inertia, illustrated in Figure
2(b).

x

𝐅𝐨𝐯𝐞𝐫𝐥𝐚𝐩,𝟒

𝐅𝐟𝐮𝐧𝐜.,𝟏 𝐅𝐟𝐮𝐧𝐜.,𝟐

x

Tfunc.,𝟐
Tfunc.,𝟏

1 2

Toverlap,𝟒
Toverlap,𝟓

4 5

𝐅𝐜𝐨𝐧𝐭𝐚𝐢𝐧𝐞𝐫,𝟑

3
x

x

1

2

𝐅𝐂𝐆,𝟏

𝐅𝐢𝐧𝐞𝐫𝐭𝐢𝐚,𝟏

𝐅𝐢𝐧𝐞𝐫𝐭𝐢𝐚,𝟐

𝐅𝐂𝐆,𝟐Tinertia,𝟐
x

Other components

Energy components

Exclusion zones

Center of mass

Radiation threshold

Fuel components

Violation of constraints

(a) (b)

𝐅𝐨𝐯𝐞𝐫𝐥𝐚𝐩,𝟓

x

Figure 2: Virtual-force system

Complementary operators are detailed in [7]. This algorithm
differs from classical particle swarm algorithm in that it is not a
population-based algorithm, one instance of this swarm intelligence
algorithm corresponds to a one container optimal layout resolution.

3.3 Upper Level: Bayesian Optimization for
Categorical Variables

This level aims to select the combination of components (variables
w) to be part of the layout among all the possible configurations
given to the algorithm. The dimensional variables are referred to
as categorical variables because although they can be expressed as
discrete variables, they do not have any direct order relationship.
The proposed method for this level is a Bayesian Optimization algo-
rithm based on Gaussian Process (GP) surrogate modeling adapted
to tackle solely categorical variables [14, 17].
GP surrogate modeling is a technique for modeling complex and
expensive-to-evaluate systems using GP regression. It involves
using a GP to approximate the relationship between inputs and
outputs of a system (e.g. a black-box function), based on a limited
set of observations of the system (i.e. Design of Experiment, DoE).
The GP model is then used as a surrogate for the system, allowing
for predictions at new input points without the need to run the
expensive simulation or evaluation of the black-box function. GP is
then enriched during the optimization process in order to converge
to the optimum (during 𝑁𝑖𝑡 iterations). The enrichment process
involves an auxiliary optimization process of an infill criterion in

order to find the best valuable candidate to be evaluated at the lower
value of the criterion. Most of the surrogate modeling techniques
as well as Bayesian Optimization algorithm frameworks have been
developed to model and optimize continuous problems [9]. How-
ever, those techniques have recently been adapted to handle mixed
continuous-discrete problems. They are reviewed in [2, 13, 19].

4 SMLP RESULTS
The algorithm is implemented and applied to the SMLP composed
with 12 generic components subdivided up to 50 components in the
catalogue. The geometry of the components are detailed in [6]. The
subdivisions correspond to an overall combinatory of 3888 possible
lists of components. Two occupation rates (O.R.) are considered:
30% and 50% of the plate. Increasing the occupation rate of the
container also increases the difficulty to solve the constraints. The
two-level algorithm (referred to as BO+CSO-VF) is compared with
a GA enhanced by a Hidden-Variables Mechanism as described
in [6] (referred to as HVM for GA). This algorithm is based on a
GA enhanced by a mechanism that modifies the implementation
of the chromosomes and the operators in order to deal with the
VSDS aspect of the problem. Both algorithms are implemented
and run 10 times each. The two algorithms are compared with the
same total number of function evaluations. Figure 3 shows optimal
layouts obtained for the two occupation rates and the two compared
algorithms. Figure 4 corresponds to the median of the convergence
curves (in addition to the interquartile range) with respect to the
objective evaluations. The convergence curves are plotted from
the beginning of the Bayesian Optimization process. Table 1 sums
up the numerical results obtained for both algorithms and both
occupation rates.

First of all, both algorithms allow to tackle the problem at hand,
providing optimal feasible layouts. For both occupation rates, the
two-level algorithm provides better final objective functions in
terms of mean and median over the 10 repetitions (nearly -10%), but
also in terms of best optimal layout obtained. Moreover, the two-
level algorithm provides a smaller interquartile range and standard
deviation in comparison to the HVM for GA (about -85%) that illus-
trates better robustness to initialization. These trends can be due
to the virtual-force system and operators of the lower level of the
BO+CSO-VF algorithm which provide dedicated techniques to ad-
dress the constraints easier than for the hidden-variables method in
which the constraints are handled thanks to Constraint-Dominance
[4]. The illustrations of the plates show that the two-level algorithm
converges toward subdivisions providing more components to be
laid out, for a same occupation rate.

5 CONCLUSION
In this paper, variable-size design space optimal layout problems
are described and mathematically formulated. A two-level algo-
rithm is developed, hybridizing a swarm intelligence based on a
virtual-force system and a Bayesian Optimization algorithm. It is
successfully applied to a satellite module optimal layout problem
and compared to a Hidden-Genes GA. Even if both algorithms pro-
vide feasible optimal layout, the two-level algorithm proves to have
better performance in terms of final objective function, convergence
speed and robustness to the initialization.
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Table 1: Numerical results obtained for both BO+CSO-VF and HVM for GA algorithms, 10 repetitions.

OR HVM for GA BO+CSO-VF Relative improvement
Mean of the final
objective function

30% 1.553e7 1.411e7 -9.15%
50% 2.353e7 2.134e7 -9.36%

Best run (objective function) 30% 1.483e7 1.389e7 -6.33%
50% 2.191e7 2.112e7 -3.65%

Final Standard Deviation 30% 7.020e5 1.122e5 -84.33%
50% 1.422e6 1.766e5 -87.58%

Nb of explored subdivisions (mean) 30% 467 (/3888) 100* (/3888) -78.58%
50% 468 (/3888) 100* (/3888) -78.63%

*: The explored subdivisions for the BO+CSO-VF algorithm is 100 due to simulation budget (DoE and Iterations of the BO)

BO+CSO-VF HVM for GA BO+CSO-VF HVM for GA

30% 50%

Figure 3: Optimal layouts for both algorithms and occupation rates.
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Figure 4: Convergence curves (median and interquartile
range) for both algorithms and both occupation rates.
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