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Abstract. Corona virus Disease- 2019 (COVID-19) is caused by infection with 

the severe acute respiratory syndrome (SARS) coronavirus. In this COVID 19 

pandemic, the virus spread bringing the whole world to downfall.  This disease 

can spread through the slightest touch, breathing the same air or using same 

basic things like clothes, hairs, combs, etc. These viruses can live for hours 

even without a host body. To prevent the spread, the world was put on lock-

down, and people were constrained to their homes, but human life cannot go on 

without interaction. We need a better way of preventing the spread of this type 

of disease. Hence a detector is proposed for measuring the social distance be-

tween the people. This social distancing detector can track the people who are 

not following social distancing norms, then that person can be tracked down or 

the person is marked in red and triggers the warning. In this paper we will be 

using Computer Neural Network (CNN) to process our images and videos be-

cause CNN is a type of artificial neural network that is used in recognition of 

large pixel videos or images. The proposed technique can be the perfect way to 

help the person while people carry out their daily tasks. From the evaluation pa-

rameters it is proven that the proposed technique yields better results when 

compared to the state- of- the art techniques. 

Keywords: COVID-19, person detection, social distancing. 

1 Introduction 

Coronavirus and its variants like delta, omicron and IHU cause many deaths in all 

over the world. This virus does not show symptoms based on age. Anyone can be 

affected by this virus at any age. In this current pandemic, coronavirus cases are in-

creasing day by day. Each country and state has been affected by this virus which has 

caused the demolition of many families. This virus can be spread over an infected 

person's mouth or nose to the recipient’s mouth or nose. This could happen when the 

infected person sneezes, cough, speak, sing or breathe [1].  

World Health Organization (WHO) have considered the implementation of public 

health and social measures (PHSM) which can result in decreasing the number of 

deaths and spreading of coronavirus. PHSM is not a rule of law; it has been imple-

mented based on the cause of spreading coronavirus. It includes social distancing, 

avoiding crowded places, and cleaning hands regularly using any antibacterial soaps 

or sanitizers [2]. 
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Coronavirus can enter to our body when the people are not maintaining social dis-

tance from the affected person. To avoid this type of disease, the best practice can be 

following the social distancing guidelines. Consider our own country India, which is 

the second most populated country after China. Due to more population, the public 

places are becoming more crowded. In turn, it is increasing the COVID-19 cases rap-

idly. 

In this paper, a live social distancing tracker tool is proposed. It will detect the people 

who are not following the social distancing rules. This can be done by computing the 

distance between the nearby people.  

The technique has been specially utilized for the more crowded area like markets, bus 

stands, and other public areas as the probability of spreading COVID-19 is more in 

these particular areas. In addition to that the proposed technique can also be used for 

any type of restricted area or property like a gas station where entry of any outsider is 

prohibited; this will detect the person and alert the security in that area. 

The following sections discuss the related works, proposed work, results and discus-

sions and the conclusions.  

 

2 Research Background 

Yibing ma et al [3], have proposed a fire alarm with person detection and thermal 

camera. This system uses the YOLOv3-tiny algorithm for detecting a person. It also 

checks the temperature of the environment, if the temperature is high in the region, 

then it automatically starts detecting the people and alerting them.  

In [4], the authors have proposed a technique for the detection of people from a dis-

tance of several miles using a high-quality camera lens. They have used a two-stage 

approach for detecting a person and distinguish between them using a distanced cap-

tured video. A convolution neural network (CNN) is used for distinguishing a person 

carrying a bundle or a person carrying a long arm. Several methods have been pro-

posed for background subtraction to robustly detect the people in thermal video across 

different environmental conditions. They have used thermal cameras which can detect 

the images even at the night, this is done by capturing the thermal radiation reflected 

from objects which are captured by the camera, and hence the person is detected even 

in low light conditions. In the developed technique, the shadow of the person will not 

be considered in the detection process unless the person is stationary for a long time 

[5]. Video surveillance has become a necessary part in most of the places such as 

malls, railway station, bus station and no entry places. Detecting a person in these 

areas has a major role. In [6], a simple and fast real-time person tracking system was 

developed based on the SiamMask network for video surveillance. This system uses 

deep learning-based algorithms. Initially the person is detected using SiamMask tech-

nique then additional training is done using transfer learning for obtaining the accura-

cy of 95%. The technique [7] has proposed for multispectral pedestrian detection in 

the field of computer vision. The authors have detected the pedestrian by leveraging 
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RGB-thermal pairs with convolutional neural networks. Further, they have studied the 

effect of noise on the output by creating a clean version of ground-truth annotations.  

Current industries required a minimum separation of workers from the machine which 

is a good practice in industries for the safety of workers [8]. It was performed using a 

sensor-based approach and this system uses a background model for representing an 

aspect of the environment. Ideally, the safety zone surrounds by a green mark and the 

danger zone is surrounded by a red mark. However, people have not considered ro-

bots and if they enter in the red region then the system alerts the workers. Siezen et al 

[9] have implemented a technique using magnetic fields for keeping the track of so-

cial distancing between people. They made a wearable device, it measures the dis-

tance between people by the strength of the coil present in. If the distance is less than 

two meters then the wearable device alerts the person to follow the social distancing 

guidelines. Nowadays many digital companies involve Bluetooth technology which 

they have declared the most effective technique for tracking persons in contact. Scott 

et al [10], proposed a system that tracks the people based on Bluetooth in smartphone. 

It calculates the distance between the smartphones and then track the social distanc-

ing, but this study may not be feasible in all cases. Yadhav et al [12], have conducted 

a mean accuracy and maximum validation performance comparison between different 

models for detecting the objects. Lin et al [13], have performed an experiment on 

using the dataset of Common Object in Context (COCO) and the obtained results are 

shown in Table 1.  

Table 1. Mean average Precision score results of different pre-trained model 

Model Minimum 

validation 
 

Mean accuracy 

MobileNet SSD 19.3 19 
Resnet- 101 Fast R-CNN 31 30.9 

Resnet-101 Fast R-CNN 33.2 33 

Inception      Resnet Fast R-CNN 34.7 34.2 

MobileNet R-FCN 13.8 13.4 

 

Yadhav et al [12] have discussed the different dataset for analyzing Execution time 

and number of object detected in each frame for the different dataset and the highest 

accuracy between the different model and datasets is shown in Table.2.  

  

                         Table.2. Comparison work for different pre trained model         

Model name Execution 

time(s) 

Highest   

Accuracy 

Object 

Detected 

SSD Mobilenet V1 COCO 219.58 94% 2 

SSD Inception V2 COCO 298.22 97% 2 

Inception V2 COCO Faster RCNN 420.71 99% 3 
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Resenet V2 Atrous Mask RCNN Incep-

tion 

6008.02 99% 5 

 

On the basis of the results obtained, the data show that the MobileNet SSD has a fast-

er recognition rate and this model runs faster for object recognition. Hence, the pro-

posed work choses the MobileNet SSD as a recognition model. 

 

3 Proposed Work 

In this work, a live spatial detection technique is proposed. Initially, the live video 

will be converted to frames. The people standing nearby will be detected in each and 

every frame by the proposed technique. When the people are not maintaining the 

social distancing, they will be surrounded by ‘Red mark’ or else they will be sur-

rounded by ‘Green mark’. The method will be achieved by calculating the center 

point of the people and a rectangular box type border will be created around them and 

if the box overlaps the other nearby box, then the alarm or warning will be given to 

the people. This algorithm can be divided into four functions where each function has 

its definitive algorithms and properties. 

 

Check function: In this function, the person class which is identified by the mobile net 

SSD is bounded by a box.  This box may get overlapped to prevent the infinite bound-

ing box which is due to the simultaneous change in the position of the object. After 

the boxes are bounded, the centroid of the bounded box is calculated and it is given a 

unique ID and the same is done with other objects after the centroid is calculated.  

 

Image Process function: It is the major and most significant function as this function 

is responsible for the generation of input and output files which are in the form of 

mp4 formats. This function takes the input file and splits it into many frames which 

are then processed individually and then the output frames are joined to create an 

output video in the same video format.  

  

Input parameters: Here, the algorithm is initialized, and input is given as ‘filename’ 

while the output file is generated and stored in the .mp4 format as ‘opname’. The 

input video is in form of mp4, or live feed and the output video also can be down-

loaded in the same format. Centroid rotation is used for finding the distance between a 

people. When the separation distance is less than the set limit, then the person is 

shown with red mark. The person finder function is used for finding and identifying 

the person of the figure in the taken videos. 

 

Main function: this is the final part of the algorithm where the output processed 

frames generated by the algorithm are joined once again to create an output mp4 file. 

This output file contains the time stamp which tells the speed and duration of the vid-

eo, the .time() functions calculate the duration of the video and process which can be 
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used for finding the efficiency of the proposed algorithm. As the frames generation 

and object class identification go simultaneously, this process time depends greatly on 

the hardware used, speed of the processor, and also the duration of video like in my 

example – a 3-second video took almost 150 sec to be processed with the social dis-

tancing tool. 

  

 
Fig.1. Architecture for social distancing model 

   

A. Object Detection Model     

In this paper, the machine learning and person identification tool is used with deep 

learning algorithms. While there are many other algorithms with higher accuracy, the 

Mobile net SSD came out to be the fastest, with the least hardware requirements it has 

a detection rate of 87.7% with a ratio of 80:20, training to test data [11]. 

 

B. Determine person location 

In determining the person and identification of the location of the object, some of the 

important factors are kept in mind. For example, the camera should be at a high point 

where it can capture large and stable video with minimum contact and disturbance. 

The camera quality should be above average so that at least the person in close prox-
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imity can be seen and identified. It should also have some kind of protection or cover-

ing for preventing the outer disturbance to be captured as video. 

 

C. Calculate the center point in the bounding box 

The person bounded by the bounding box is first given an id and then the centroid of 

the person is calculated by using the formulae: 

 

                                     𝐶(𝑥, 𝑦) =
(𝑥𝑚𝑖𝑛+𝑥𝑚𝑎𝑥),   (𝑦𝑚𝑎𝑥+𝑦𝑚𝑖𝑛)

2
                                      (1) 

 

Each of the minimum and maximum values for the corresponding width, xmin+xmax 

and height ymax+ymin, of the bounding box will be used to calculate the center point 

of the bounding box. 

 

D. Distance between bounding box 

After the bounding box has been calculated and the centroid has been determined, the 

distance between two centroids are calculated using the equation (2) 

 

                                      D= ((𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛)²+( 𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛)²)
1/2

                        (2) 

 

This distance is the maximum distance between two objects or persons. It is compared 

with two meters which is the distance to be maintained for preventing the spread of 

COVID-19, thus the person can be then marked according to them as a green or red 

box. 

 

3.1 Algorithm 

Step 1: Give the video (mp4) or live feed as an input. 

 

Step 2: The video is divided into frames. 

 

Step 3: Each frame is processed, and the person can be detected in each frame. 

 

Step 4: A bounding box is created and the distance between each bounding box is          

calculated. 

 

Step 5: The value is compared with the minimum distance. 

 

Step 6: The box is either displayed red or green based on the measured distance. 

 

Step 7: Output processed frames are then converted to a video. 
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4. Results and discussions 
 

In this work, python 3 and openCV libraries are used for image processing tech-

niques. For calculation, two videos are taken on bridge and a 4-way road. Camera 

recordings are processed, while some random frames are taken from the output video 

to create a proper dataset. We have taken four different benchmark dataset as Self 

video, Bridge video,4-Lane video and PETS-2009 video whose accuracy has been 

listed in table 3. This dataset has been analyzed based on the multitude i.e., if this 

system can detect the person.  

To measure the accuracy of the system, values for true positive (TP)- number of per-

sons correctly identified who are following the social distancing norms, true negative 

(TN)- number of persons identified who are not following the social distancing 

norms, false positive (FP)- number of persons correctly identified and not following 

the social distancing norms, false negative (FN)- number of persons not correctly 

identified and following the social distancing norms. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
  

 

The accuracy is then taken from these environments to give the final results and 

comparison with the different models and algorithms. 

   
                                   Table.3. Accuracy of the proposed algorithm. 

NO  VIDEO TP TN FP FN ACCURACY 

1 SELF-video 2 2 0 0 100% 

2 BRIDGE 6 9 2 1 83% 

3 4- LANE  10 16 10 4 65% 

4 PETS-2009 0 7 1 2 70% 

 

 

 
Fig.2. BRIDGE Output 

 



8 

Based on the findings and results, it can be proven that the proposed technique yields 

better results when compared to other algorithms. 

 

The obtained results for different dataset are tabulated in Table 3. For the self-video, 

the proposed technique achieves 100 % accuracy. But when the other datasets are 

considered, the accuracy is getting decreased because of the increased density of 

crowd.  

 

 .  

Fig.3. PATS-2009 Output 

Figure.3 and 4 shows the model detection for the dataset PATS-2009 and 4- lane. The 

detection model accuracy is reduced when the person is too close because both the 

persons are identified as a single person. The technique achieves very high efficiency 

in tracking static or less crowded places. The algorithm is implemented in Intel I5, 7
th
 

generation. The computational complexity is reduced and accuracy can be improved 

by removing the redundant frames. After analyzing all four dataset we understood that 

in figure 1 and 2 has less crowd so the efficiency of the system is 100% but when 

coming to figure 3 and 4 this dataset contains more crowd so the system is unable to 

detect person who are very close to each other it detects them as a single person so 

this can be a major issue of the existing system. 

 

 

 
Fig.4. Four Lane Output 
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5. Conclusion and Future Work 
 

The major precaution to prevent COVID- 19 and its variant is maintaining social dis-

tance and avoiding physical contact of the person who is affected from the disease. 

Viral transmission rates will be increased because of non-compliance with these rules. 

To achieve the desired functionalities, proposed technique is implemented using Py-

thon and the OpenCV library. The first component detects social distancing infrac-

tions, while the second feature detects violations of entering restricted locations. The 

accuracy of both characteristics has been verified. The proposed technique has met all 

its objectives and it can be proven from the obtained results. In future, we are planned 

to remove the redundant frames in the dataset which will improve the accuracy and 

reduces the computational complexity. 
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