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Abstract. In the last few years, more accidents are happened mainly due to the 

drowsiness of the driver. Various accident prevention technologies are developed 

but still accidents are happening. This is due to that, the technologies which are 

available in present are all detecting the drowsiness of the driver at the time ac-

cidents. So, there is a possibility for happening of accidents. If the drowsiness of 

the driver, can be predicted before driving, it will be very useful to prevent the 

accidents. In this method, there is a solution to detect the drowsiness of the driver, 

before the driver starts to drive. There is system in this method from which the 

driver got approval for driving. The system has two level verification process for 

the drivers to detect the drowsiness. The First level of verification process is cap-

tcha process using python libraries or audio listening process using gTTS library. 

The second level verification process is based on detecting the facial expression 

of the drivers using the haar cascade classifier with OpenCV library in python. 

This process has the accuracy level of 95% in pre-driving drowsiness detection. 

The above levels are the two levels which are used detect the drowsiness of the 

drivers before start to drive. 

Keywords: Drowsiness, Accident, gTTS, Haar cascade classifier and OpenCV 

1 INTRODUCTION 

Drowsiness is the state where individual want to rest. Rest is a neurobiological need 

with unsurprising examples of languor and attentiveness. Security and insurance are 

assuming significant part in driving. Sluggishness results from the rest part of the cir-

cadian pattern of rest and alertness, limitation of rest, or potentially interference or frac-

ture of rest. The deficiency of one night's rest can prompt outrageous momentary tired-

ness, while constantly confining rest by 1 or 2 hours a night can prompted persistent 

languor. Dozing is the best way of lessening drowsiness. It is the state where individual 

wants to rest [1-3]. It has two unequivocal implications, alluding both to the state prior 
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nodding off and ongoing condition alluding to being in that state free of the day-by-day 

mood. Individual can encounter tiredness if they had an adequate weakness and this can 

prompt street mishaps. The following Fig. 1 represents the percentage of accidents hap-

pened due to the drowsiness of the drivers. 

 

Fig. 1. Accidents percentage due to driver sleepy 

The purpose of this project is to develop the simulation of drowsiness detection system. 

The focus of the project is to design a system that will approve the transports key for 

the drivers. By detecting the drowsiness of the driver before driving the accidents can 

be prevented. So, by two monitoring the state of the eyes, it is believed can detect the 

early symptom of  driver’s getting drowsiness, and to avoid the road accidents. The 

process of detecting the drowsiness between drivers is to analyze the opening and closet 

of the eyes. This process is based on the computer vision or OpenCV to detect image 

or video processing [4, 5]. In Facial recognition, this project is focused on the localiza-

tion of the eyes, which involves both eyes and face by applying the existed image pro-

cessing algorithm. The detection of the drowsiness will be determined once the position 

of the eyes located. 

1.1 Facts About Drowsy Driving 

Drowsy driving is responsible for 33% of all fatal accidents. In the previous year, over 

168 million people drove their vehicle while drowsy [6]. According to National Sleep 

Foundation’s (NSF) 2015 poll, about thirty seven percent people or more than hundred 

million people have fallen asleep at the wheel. There are around eleven million drivers 

who admit to dozing off or being too fatigued to drive, and they admit to having an 

accident or near-accident. 

Mostly the accidents happened due to the drowsiness driving is caused by people 

who have their age between 18 and 29. Each year 100,000 accidents are the direct result 
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of driver’s fatigue which is estimated by National Highway Traffic Safety Administra-

tion. According to monitory losses in each year is 12.5 billion dollars due to vehicular 

crashes results in an estimated counts of 1,550 deaths, 71,000 injuries. 

According to other European nations, Australia, Finland and England, drowsiness of 

driving represents 10 to 30 percent of all accidents. According to the National Sleep 

Foundation's sleep in America poll, more than 40% of drivers become irritated, impa-

tient, and 12% of drivers tend to drive faster when they are drowsy. Most of the vehicle 

crashes occurred between at time of 4 to 6 a.m., midnight 2 a.m. and 2 to 4 p.m. 

Nearly 23 percent of people agree that crashes of their vehicle is occurred between 

the above timings. Most of the people in the corporations saw the statistics of the acci-

dents due to drowsiness in the daily newspapers. In United States, driving with drows-

iness is the serious problem. The National Highway Safety Traffic Administration has 

found that determining a precise number of drowsy driving accidents and hospital re-

ports to determine the prevalence of drowsy-driving crashes. 

1.2 Causes of Drowsy Driving 

There are many causes for drowsiness while driving [6]. The main causes are as follows, 

 Lack of adequate sleep. 

 The presence of untreated or unrecognized sleep disorders. 

 Driving long distances alone. 

 Driving at times of the day when you would normally be sleeping. 

 Taking medicines, sometimes have drowsiness as a side effects. 

The following Fig. 2 represents the accident caused by the drowsiness of the driver. 

 

Fig. 2. Accident due to the drowsiness of driver 
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2 EXISTING METHOD 

The drowsiness is detected using the facial expressions like tiredness face, yawning, 

eye blinking measurements, etc. In machine learning, various algorithms are used for 

the detecting the facial expressions. In [1] the driver’s fatigue is monitored by his work-

shift and climatic conditions the studies shows that the driver fatigue during driving is 

more in Heavy traffic route (HTR) compared to monotonous route(MR).In [2] they 

proposed a method of multi model of detecting the drowsiness and distraction of the 

driver by using various types of sensors and it is separated into different modules which 

it is independent to each other. It can be enabled or disabled at any time to analyze the 

driver’s fatigue and distraction. In [3]  the analyzing of the drowsiness detection system 

is tested with the four variables namely kernel size, threshold value, lighting condition 

(morning, noon, afternoon, and night), and eye's characteristic (eyeglasses or not).  

 

Fig. 3. Workflow of the existing method. 
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In [4,5] the approach of detecting the drowsiness of the driver is detected by using Haar 

cascade and Open CV and the alertness is detected by how much time the eyes are in 

closed state. 

The above process is explained in following Fig. 3 which represents the workflow 

of the existing method for the detection of drowsiness of the driver. 

In [6-9] the windows of the transport are automatically opened or broke to let the air 

in and help the jammed one to breathe the air. To intercept the sleepiness of the driver 

in real time, a behavioral based approach is used. In real-time, the drowsiness detection 

is carried out by way of  taking pictures on video. And the studies proposed the surveil-

lance system to monitor the drowsiness which is developed by mobile application on 

the android operating system. 

In [10-15] the studies shows that the drowsiness is detected by using smartphones 

by capturing live photos and videos and analyzing the drowsiness and make some alarm 

sounds to alert the driver.In [16, 17] the face spotting is executed with the aid of the 

local binary sample set of pattern algorithm which is in cascade classifier of OpenCV 

library. For object detection, Histogram of Oriented Gradients (HOG) that is used in 

laptop imaginative and prescient. In [18, 19] the picture is split into cells for the manner 

of encoding of capabilities. Then, instead of requiring a Raspberry Pi, this method is 

employed as a output which is based on software. This method has three parts of section 

as follows, Face, Eye and Drowsiness detection. 

In [20], there is a slider under the seat position which is away from the crash area 

and doors are unlocked automatically.In [17, 21] this method's workflow is that the 

system monitors continuously by camera and it records the inattention of the diver by 

his fatigue. This system captures the video with the framework  at 720p and 30 frames 

per second.To detect the driver's tiredness of a brief audible alert by the time rest. Until 

the vehicle is driven, the sluggishness identification cycle will continue. The sound will 

continue to buzz until the motorist is completely alert. This is affirmed by the frame-

work which continues to take contribution which is completely alert processes which 

are all available for detecting the drowsiness of the drivers only when the   driver have 

the correct intensity of the lightening for the face and it is also found the drowsiness 

while in the time of driving.  

In [22] the methods used to find the drowsiness are facial expressions, local binary 

pattern, and EEG low channel peripheral signals. It cannot find the drowsiness of the 

driver before driving. In [23, 24] the unsupervised machine learning technique is used 

to find the accident-prone areas like pothole, bumps, sharp turns and normal. Arduino 

UNO and sensors are used for the detections. GPS is used to coordinates marking of 

automobiles. If the automobile is at distance of 400m from a danger spot, an alert is 

passed to the driver to slow down. 

2.1 Limitations of Existing Method 

The main drawback of existing method is that, all the systems are detect the drowsiness 

only at the time of driving. So, there may be possibilities for the occurring of   accidents. 

This system doesn’t work, if there is not a correct lightening effect in the face. 
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In public transports, if this system detects the drowsiness of the driver, the alarm 

starts sounds. So, which also disturbs the passengers in those transports. 

Sometimes the sound of the alarm may not be heard by the driver. It may also lead 

to happening of the accidents. 

3 PROPOSED METHOD 

In this proposed system, the drowsiness of the drivers should be identified before the 

driver starts to drive. So, the major limitation will be overcome by this system. The 

main objective of this system is to give approval for taking the keys of the transports. 

If the system finds the drowsiness in face, then the driver should not get approval to 

take the keys of the transport. 

 

Fig. 4. Outline method of proposed system 

The above Fig. 4 represents the outline method of this proposed method for allowance   

of driving for drivers. In this proposed method, there are two levels of verification pro-

cess should be done. 
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Fig. 5. Block diagram of the proposed method. 

The above Fig. 5 represents the block of this proposed system in a step-by-step man-

ner. 

3.1 First Level Verification Process 

The first level verification process is that, captcha entering process for literate people 

or audio listening process for illiterate people. The captcha process is nothing but, a 

captcha is displayed on the screen. The driver should enter the captcha correctly which 

is displayed on the screen. If the driver enters the captcha correctly, then the driver will 

move on to the second level checking process. The audio listening process is nothing 

but, an audio with the captcha will be played. The driver should listen the captcha audio 

correctly and then, the driver should repeat the audio correctly, which is listened by the 

driver.  
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Fig. 6. Workflow of the proposed method 

The above Fig. 6 represents the workflow of the proposed method. If the repeated cap-

tcha audio of the driver is correctly matched with system played captcha audio, then 

the driver will move on to the second level verification process. The packages used for 

the first level verification process are captcha, gTTS, Speech recognition. The captcha 

package is used to generate captcha randomly. The gTTS package is used for the crea-

tion of captcha audio file [25, 26]. It is also used for the conversion of text to speech 

process. The speech recognition package is used to recognize the speech by the drivers. 

3.2 Second Level Verification Process 

The second level verification process is that, the camera should capture video of the 

face of driver for some time before start to drive. After the capturing of the video, the 

haar cascade classifier in OpenCV python library will detect the face and eyes of the 

driver in the recorded video. The video should divide into frames. Then each frame is 
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given as input. Haar cascade classifier is used, because of its computation speed of the 

features of  the haar. This is because of the use of integral image which will also be 

called as summed area tables. Due to the presence of the adaboosting algorithm, this 

will be very efficient for the feature selection process. 

To detect the face in the image, convert the image into grayscale. Because the 

OpenCV algorithm for detection of objects takes the input as gray images. Then perform 

detection using detect Multiscale function, which returns an array of detection with x, 

y co-ordinates, height, and width of the boundary box of the object. For the detection 

of eyes, the setting of cascade classifier in left eye and right eye. Then, detect using detect 

multiscale function. This can be done by extracting the boundary box of the eye. After 

that, the eye image is taken from frame. The left eye and right eye image data is given to 

the CNN classifier, which will predict the status of both the eyes. First the colour image 

is converted into grayscale image and resize into 24 x 24-pixel images. Then, normali-

zation is done for better convergence. After that loading of model is done which will 

predict the status of both the eyes.  

The Haar cascade classifier process involves four steps. Such as Haar features, Inte-

gral image, adaboosting, cascading. The following Fig. 6 represents the process of haar 

cascade classifier for both eyes and face. The second block haar features extraction 

involves three types of features. Such as, edge features, line features, four rectangle 

features. The feature Extraction process extracts 1,60,000+ features in the 24 x 24 win-

dow. So right now, it is a problem to calculate the huge set of features, i.e., 1,60,000+ 

features for every 24 x 24 window. This thing looks practically difficult. So, to over-

come these difficulties, select only the features with useful information. This can be 

done by the adaboosting algorithm i.e., it eliminates the redundant features and features 

which has no useful information. So, using this algorithm, many of the features can be 

reduced. In the extracted feature’s part, it is difficult to sum of all the black region and 

sum of all white region in each feature. So, there is a trick to solve this problem called 

integral image. The Fig. 7 represents the processes takes place in haar cascade classifi-

ers. Using this classifier object should be detected or not. 

The Fig. 8 represents the process of integral image which shows that how to calculate 

the integral image value of each pixel.  

Sum of the all the pixels in Z = 1 + 4 – (2 + 3) 

 Z =  W + (W + X + Y + Z) – (W + X + W + Y)  =>  Z (1) 

As shown in equation (1) is the calculation of the integral image of each pixel of the 

image. The adaboosting technique select certain number of features from 1,60,000 fea-

tures and give weight to the features. A linear combination of all these features is used 

to decide it is a face or not. It combines all the weak classifiers and forms a strong 

classifier. Generally, 2500 features are used to form a strong classifier. The cascading 

process is nothing but, combining a small group of features i.e., out of 2500 features 

ten features are kept in one classifier, like that all features are cascaded. 
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Fig. 7. Process of Haar Cascade Classifier 
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Fig. 8. Process of Integral image calculation 

The following equation (2) represents the adaboost cascading process of the haar cas-

cade classifier. 

 F(x)  =  α1f1(x)  +  α2f2(x)  +  α3f3(x)  + … … …. (2) 

F(x) represents strong classifier and f(x) represents weak classifiers. Now it is easy to 

detect the face at each classifier. Then, the score is essentially a worth we will use to 

decide how long the individual has shut his eyes. Thus, if the two eyes are shut, we will 

continue to expand score and when eyes are open, we decline the score. The maximum 

score value at which the drowsiness starts is called threshold value. A threshold value 

is fixed i.e., the closed score of the eyes become more than 15, which indicates that the 

person’s eyes are closed for a long period of time. When the score crosses the threshold 

value, an alarm sounds and the driver should not allow to drive. Otherwise, drivers will 

be provided with key of the vehicle to drive. 

4 RESULTS AND DISCUSSION 

The proposed method should detect drowsiness before driving using two levels of ver-

ification process. The following figures represent the first level verification process as 

follows. The following Fig. 9 represents the sample output one with correct captcha for 

the literate drivers i.e., the captcha verification process for the literate people. As shown 

in the Fig. 9, if the driver enters the captcha correctly, he will allow for the next level 

checking process. In this process, the captcha package in python is used for the creation 

of the captcha and displaying the captcha. There are two functions for the creation of 

captcha and the creation of the captcha audio file. Also, two functions for the random 

text captcha for image captcha and random text captcha for the audio captcha. Some of 

the drivers of public transports are illiterate. For those people, who may not know how 

to use the computer, the following audio listening process will be done. An audio with 
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random text value is created and played by the gTTS (Google Text-to-Speech) library 

in python.  

 

 

Fig. 9. Sample output with correct captcha for the literate drivers. 

After hearing that audio, the driver should repeat the same audio correctly, which was 

played by the system. The Fig. 10 represents the sample output with incorrect captcha 

for the literate drivers i.e., the captcha verification process for the literate people.  

As shown in the Fig. 10, if the driver enters the captcha incorrectly, he will not allow 

for the next level checking process. As said as above in this process, the captcha pack-

age in python is used for the creation of the captcha and displaying the captcha. 

 There are two functions for the creation of captcha and the creation of the captcha 

audio file. Also, two functions for the random text captcha for image captcha and ran-

dom text captcha for the audio captcha. Some of the drivers of public transports are 

illiterate. For those people, who may not know how to use the computer, the following 

audio listening process will be done.  

An audio with random text value is created and played by the gTTS library in python. 

 

Fig. 10. Sample output with incorrect captcha for the literate drivers. 
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Fig. 11. Correctly matched output for illiterate drivers. 

The above Fig. 11 represents the correctly matched output for the illiterate drivers. As 

shown in the above picture the audio captcha which is repeated by the driver is recog-

nizing with the shown message recognizing. An audio with random text value is created 

and played by the gTTS library in python. The driver should repeat the same voice 

generated by the system. If the recognized voice of the driver is not matched with the 

system generated voice of the captcha, then, its through the message as invalid captcha 

and the driver of the vehicle should not be allowed to drive the vehicle. 

 

 

Fig. 12. Incorrectly matched output for illiterate drivers. 

The above Fig. 12 represents the incorrectly matched output for the illiterate drivers. 

As shown in the above picture the audio captcha which is repeated by the driver is 

recognizing with the shown message recognizing. Then the recognized text is displayed 

and check whether both audio is matched or not. If the audio got matched, the driver 

allows to start the second level checking. If the driver’s audio captcha is not matched 

with the system audio captcha, then the driver will not allow to drive the vehicle with-

out checking with the second level. The haar cascade classifier detects the face of the 

driver by extract the features. The status of eyes is calculated by the CNN loaded model. 

The Fig. 13 represents the drowsiness of the eyes with closed score status given by 

the CNN model and haar cascade classifier. The haar cascade classifier detects the face 

of the driver by extract the features. The status of eyes is calculated by the CNN loaded 
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model. The algorithmic representation of the second level verification is given as fol-

lows  

i) A video is captured using the cv2.videocapture( ) method in openCV. 
ii) The captured video is converted to frames. 
iii) Convert the frames into grayscale using cv2.cvtcolor(frame, 

cv2.color_BGR2GRAY). 
iv) Prediction of both right eye and left eye, which is to be cleary open. In 

which the resizing and the reshaping process takes place.  
v) After the prediction, breaking of the loop will be done. 

vi) If both predicted values of the eyes are strictly zero, then closed score value 

is printed on the frame, else open score value is printed on the frame. 

vii) The closed score is above the value of 15, then the alarm sounds. The driver 

is not allowed to drive the vehicle, otherwise driver will be allowed for the 

driving of the vehicle. 

 

 

Fig. 13. Detection of drowsiness eyes with closed score. 

In the Fig. 13 the drowsiness detected with the closed score of 25. So, the alarm sounds 

and the driver will not allow to drive i.e., the keys of the transport will not be given. 

Then the following Fig. 14 represents that, the extracted video does not have the drows-

iness in the face of the diver, then second level verification is completed successfully 

i.e., the keys will be provided to the drivers. 

 

Fig. 14. Output of second level verification for video without drowsiness. 
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4.1 Efficiency of the system 

The feedback of the fifty drivers is collected. The feedback of the driver before this 

system is that they should feel unsafe due to their drowsiness. But, after the arrival of 

this system, they feel very safe to drive at day and night times because this system finds 

the drowsiness of the driver, before the driving starts. So, it is very safe to drive the 

vehicles. 

 

 

Fig. 15. Accuracy of the proposed system 

Fig. 15 Shows the percentage of accuracy of the system. Here, D1 to D10 refers drivers, 

P and E refers proposed and existing system. 

5 CONCLUSION 

The safety and protection are plays important role in driving. Sluggishness results from 

the rest part of the circadian pattern of rest and alertness, limitation of rest, or potentially 

interference or discontinuity of rest. Sleeping is the most effective way to reduce sleep-

iness. To reduce the accidents, drowsiness should detect before driving. So, this system 

prevents the accidents by not allowing the drowsy drivers. Using this system, there is 

some possibility of reduction in some percentage of accidents, which will be better. The 

above system successfully detected the drowsiness by using the two levels of verifica-

tion process. First level verification process successfully verified and the second level 

of verification using facial features is also successfully verified. Drowsiness results 

from the rest part of the circadian pattern of rest and alertness, limitation of rest, as well 

as interference or discontinuity of rest. 
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