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Metaheuristics for (Variable-Size) Mixed
Optimization Problems:
A Unified Taxonomy and Survey

Prof. El-Ghazali Talbi

Abstract—Many real world optimization problems are formu-
lated as mixed-variable optimization problems (MVOPs) which
involve both continuous and discrete variables. MVOPs including
dimensional variables are characterized by a variable-size search
space. Depending on the values of dimensional variables, the
number and type of the variables of the problem can vary
dynamically. MVOPs and variable-size MVOPs (VMVOPs) are
difficult to solve and raise a number of scientific challenges in
the design of metaheuristics.

Standard metaheuristics have been first designed to address
continuous or discrete optimization problems, and are not able
to tackle (V)MVOPs in an efficient way. The development of
metaheuristics for solving such problems has attracted the atten-
tion of many researchers and is increasingly popular. However,
to our knowledge there is no well established taxonomy and
comprehensive survey for handling this important family of
optimization problems.

This paper presents an unified taxonomy for metaheuristic
solutions for solving (V)MVOPs in an attempt to provide a
common terminology and classification mechanisms. It provides
a general mathematical formulation and concepts of (V)MVOPs,
and identifies the various solving methodologies than can be
applied in metaheuristics. The advantages, the weaknesses and
the limitations of the presented methodologies are discussed. The
proposed taxonomy also allows to identify some open research
issues which needs further in-depth investigations.

Index Terms—Metaheuristics, Mixed-variable optimization
problem, Variable-size mixed-variable optimization problem,
Mixed optimization, Mixed variable programming, Variable-
space design, Decomposition-based optimization.

I. INTRODUCTION

Decision variables can be categorized into continuous and
discrete variables. Continuous variables refer to real numbers
defined within a given interval. Discrete variables can be
divided into two categories: ordinal (i.e. integer, quantitative)
and categorical (i.e. qualitative, nominal). According to the
involved type of variables, optimization problems can be
classified into continuous optimization problems (CnOPs) and
discrete optimization problems (DOPs).

However, many modern real world optimization problems
(e.g. engineering design, process synthesis, logistics and trans-
portation, bio-medical, machine learning [1] [2]) are for-
mulated as mixed-variable optimization problems (MVOPs)'.
MVOPs contain both continuous and discrete variables. The
most popular families of MVOPs are:
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I Also known in the literature as mixed variable programming (MVP).

o Mixed-Integer Programming (MIP): it represents a
popular family of problems in mathematical program-
ming with various domains of application such as logis-
tics, transportation, manufacturing, energy, finance [3].
According to the linearity of objectives and constraints,
one can classify this family into Mixed-Integer Linear
Programming (MILP) or Mixed-Integer Non-Linear Pro-
gramming (MINLP) problems. MIP problems are gen-
erally non convex and NP-hard [4]. The challenging
difficulty of MINLP problems is their non-linearity and
non-differentiability due to the mixed decision space.

« Black-box MVOPs: they represent MVOPs problems in
which the objective function and/or constraints cannot
be formulated analytically. Moreover, they are gener-
ally characterized by expensive objective functions (e.g.
intensive simulations). For instance, many engineering
design (e.g. aerospace [5], automotive, nanotechnology,
mechanics) and machine learning problems (e.g. neural
architecture search) are black-box MVOPs [6].

MVOPs including dimensional variables are characterized
by a variable-size decision space. This family of variable-size
MVOPs (VMVOPs) is referred in the literature as mixed-
variable optimization problems [7] or variable-size design
space problem [8] [9]. Depending on the values of dimensional
variables, the number and type of variables of the problem can
vary dynamically. Dimensional variables can also influence
the number and type of constraints a given solution is subject
to. For instance, in engineering design problems, dimensional
variables can represent the choice between several possible
sub-system components. Each component is usually charac-
terized by a partially different set of design variables, and
therefore, depending on the considered choice, different con-
tinuous and discrete design variables must be optimized. In the
automated design of deep neural networks, the architectures
are composed of hundreds of mixed variables: continuous (i.e.
learning rate), discrete (e.g. number of layers) and dimensional
(e.g. type of layer: convolution, pooling, fully-connected layer)

[1].

Designing efficient metaheuristics to solve complex
(V)MVOPs? raises several challenges. Indeed, this family of
problems are difficult to solve by standard metaheuristics
according to the following distinguishing characteristics:

2Family of optimization problems including VMVOPs and MVOPs



o Mixed continuous and discrete variables: most meta-
heuristics have been initially designed for CnOPs or
DOPs. For example, standard differential evolution (DE),
evolution strategies (ES), cuckoo search (CS), firefly
algorithm (FA) have been initially developed for fixed-
size CnOPs, while particle swarm optimization (PSO), ant
colony optimization (ACO), simulated annealing (SA),
and tabu search (TS) have been developed first for
handling fixed-size DOPs. Hence, their application to
(V)MVOPs need new methodologies for metaheuristics
design.

« Categorical variables: they represent elements (e.g. col-
ors, material type) which are constrained to take values
from a finite set of non-numerical and unordered values.
They can be encoded as a set of discrete numbers. How-
ever, their relaxation results in non-computable objective
functions and constraints, and they cannot be assigned
intermediate values.

o Dimensional variables: they can be represented by a
vector of integer values and induce VMVOPs. Indeed,
each value of a dimensional variable has an impact on the
number and type of the involved variables, the number
of constraints and the structure of the objective function.
Moreover, the discreteness of dimensional variables can-
not be relaxed using continuous variables.

o Constraint handling: in general, the integer restriction in
(V)MVOPs divides the feasible region into discontinuous
feasible sub-regions of differents sizes. Thus, constraint
handling in (V)MVOPs represents a difficult issue to
handle during the search.

The development of metaheuristics for solving (V)MVOPs
has attracted the attention of many researchers and is increas-
ingly popular. However, to our knowledge there is no well
established taxonomy and comprehensive survey for handling
this important family of optimization problems. Many papers
concerned by MVOPs focus on a specific methodology for
a given metaheuristic such as DE [10] [11] [12], ES [13]
[14] [15], PSO [16] [17], ACO [18] [19] [20], estimation
distribution algorithms (EDA) [21] [22], genetic algorithms
(GA) [23] [24] [25], TS [26] [27], SA [28] [29] [30], artificial
bee colony (ABC) [31] and so on. Some papers deal with
specific families of MVOPs such as those where continuous
variables are linearly constrained [7]. Moreover, very few pa-
pers deals with VMVOPs. Developing efficient metaheuristics
for VMVOPs is in its infancy.

This paper presents an unified taxonomy for general meta-
heuristic methodologies for solving (V)MVOPs in an attempt
to provide a common terminology and classification mech-
anisms. It provides a general mathematical formulation and
concepts of (V)MVOPs, and identifies the various solving
methodologies for metaheuristics than can be applied. The
advantages, the weaknesses and the limitations of the pre-
sented methodologies are discussed. The proposed taxonomy
also allows to identify some open research issues which needs
further in-depth investigations.

The paper is structured as follows. In section II, general
formulations and concepts of (V)MVOPs are provided. In

section III, the main search components of metaheuristics (e.g.
initialization, encodings of solutions, neighborhoods, variation
operators, model construction) that have to be adapted for
solving (V)MVOPs are highlighted in a unified and most
general way. The following sections IV and V present the tax-
onomy, classify, detail and analyze the various metaheuristic
methodologies for solving respectively MVOPs and VMVOPs
(e.g. global versus decomposition-based, encoding adaptation
versus variation operators adaptation, relaxation versus dis-
cretization, sequential versus nested versus co-evolutionary).
Finally, the last section VI presents the main conclusions and
opens some important research perspectives.

II. MIXED-VARIABLE OPTIMIZATION PROBLEMS

In this section, a general mathematical formulation of
MVOPs is provided, and is followed by the formulation of
VMVOPs.

A. Fixed-size mixed-variable optimization problems

Fixed-size MVOPs are concerned by three different types
of variables: continuous, discrete ordinal, and discrete nominal
[32]. Continuous and discrete ordinal variables are related to
measurable values and by consequence, a relation of order
between the possible values can be defined. Discrete nominal
variables (i.e. categorical) are non-relaxable variables defined
within a finite set of choices, in which no relation of order
can be defined between the possible values.

Let us introduce a fixed-size vector of mixed decision
variables (z,y), where x € R™ is a vector of n, continuous
variables, y € Z"™ is a vector of m, discrete variables.
The discrete vector y = (y,,y.) contains both ordinal and
categorical variables. A MVOP can be formulated as follows
(Eq.1):

mlnf(x,y),fszfy%R
subject to x € F, C R"™ (1)
yeF, "

where f(.) is the objective function, F, (resp. JF,) are the
feasible region for continuous (resp. discrete) variables. The
constraints are generally represented by bounding constraints
v = [Ty frm aper], y = L2 [y, v e®), and in-
equality constraints g(z,y) < 0,g; @ Fap, X Fy, — Fy, C
R for i =1,...,n4, where ng is the number of constraints.

The feasible decision space of a MVOP can be decomposed
into separated subsets according to the discrete vector y. For
any fixed discrete vector y* = (y7,...,y; ), the set Ay =
{(z,y) : © € Fu,y = y*} defines an n,-dimensional affine
sub-space. These affine sub-spaces for different values of y*
are mutually disjoint. The distance ¢ between A,, and A,
5 = min{d((z,y1), (@' ,y2). Vi@, p1) € Ay, V(@ ) €
Ay, } is greater or equal than 1 [33]. Hence, the minimization
of f on Uyer, A, can be reduced as:

Minyefy [Mzn(x,y)EAy f(x7 y)]

An exhaustive solving of the sub-problems for all y € F is
impractical, since the size of the set F, is generally large.



B. Variable-size mixed-variable optimization problems

VMVOPs include dimensional variables which are non-
relaxable variables defined within a finite set of choices. The
size of the decision space and the definition of the constraint
functions vary dynamically during the optimization process
as a function of the values of dimensional variables [7] [34].
Let us introduce z as a vector of n, dimensional variables, a
general VMVOP can be formulated as follows (Eq.2):

min f(z,y,2), [ Fo x Fy x F. — R
subject to z € F,(z) C R (%)
y € Fy(z) €z
zeF, CZ"™

2)

where = and y are variable-size vectors of size respectively
equal to n,(z) and n,(z). The number of constraints n4(z)
the problem is subject to is also variable: g(z,y,2) < 0,g; :
Fui(2) X Fy(2) x Fy — Fg, CR, for i =1,...,n4(2).

The concept of global optimality is straightforward to gen-
eralize for VMVOPs.

Definition 1: A solution (Z,%,Z) is a global optimum if
f(@,9,2) < f(z,y,2),Vz € F.,Vy € Fy(2),Vo € F(2).

Local optimality for VMVOPs is less obvious to define.
One has to take into account simultaneously both discrete
and continuous variables [32]. Modifying the discrete variables
make sense only if the continuous variables change as well.
Indeed, variations of the discrete variables will involve changes
in the continuous neighborhoods. A neighborhood N (z) for
continuous variables x is represented by a ball B(e,z) of
radius € around z. Local optimality can be defined as: x* is a
local minimum if f(2*) < f(x) forall x € B(e, z*). The same
definition holds for discrete variables using combinatorial
finite neighborhoods which will depend on the nature of
the variables of the VMVOPs to solve (e.g. binary, bounded
ordinal, categorical, permutation). The discrete feasible finite
neighborhood Ny(x,y,z) take into account the fact that
changes of the discrete variables can also have an impact
on the values of the continuous variables. Local optimality in
VMVOPs is then related to the balls centered at the solutions
belonging to the discrete neighborhood. A solution (x*, y*, 2*)
is a local optimum if there are no better solutions in the
continuous neighborhood of all the solutions belonging to its
discrete neighborhood.

Definition 2: Given a discrete neighborhood Ny(z,y, 2), a
solution (z*,y*,2*) is a local optimum if for all (Z,7,%) €
Na(z*, y*, z%), flz*,y*,2*) < f(2,9,2),Vz € B(e,T) N
F:(Z), € > 0.

III. MAIN METAHEURISTIC COMPONENTS IN SOLVING
(V)MVOPs

Metaheuristics represent a class of general-purpose ap-
proximate algorithms that can be applied to difficult opti-
mization problems [35]. One can classifiy metaheuristics into
local-search based and population-based metaheuristics. Local
search-based metaheuristics improve a single solution. They
could be seen as search trajectories through neighborhoods.
They start from a single solution. They iteratively perform

the generation and replacement procedures from the current
solution s. In the generation phase, a set of candidate solutions
are generated from the neighborhood A(s) of the current
solution. In the replacement phase?®, a selection is performed
from the candidate solution set to replace the current solution
(i.e. a solution s* € N(s)) is selected to be the new solution.
Popular examples of such metaheuristics are local search (LS)
(i.e. hill-climbing, gradient), simulated annealing and tabu
search.

Population-based metaheuristics could be viewed as an
iterative improvement of a population of solutions. They start
from an initial population of solutions. Then, they iteratively
apply the generation of a new population and the replace-
ment of the current population. Using various bio-inspired
metaphors, they may be classified into two main categories
[35] [36]:

o Evolutionary algorithms (EAs): they are guided by the
selection and reproduction concepts of survival of the
fittest. The solutions composing a population of solutions
(i.e. individuals) are selected and reproduced using varia-
tion operators (e.g. mutation, crossover*). New offsprings
(i.e. solutions) are constructed from the different features
of solutions belonging to the current population. The most
popular EAs are genetic algorithms, differential evolution
[37], evolution strategy, and estimation distribution algo-
rithms.

o Swarm intelligence (SI): they are inspired by the
emergence of collective intelligence from populations of
agents with simple behavioral patterns for cooperation
[38]. Particle swarm optimization, ant colony optimiza-
tion, firefly algorithm, and cuckoo search represent ex-
amples of this class of metaheuristics.

Population-based metaheuristics can also be categorized into
regular population and model-based population algorithms
[39]. They are distinct in the way the offsprings are gen-
erated during the search. In regular population algorithms,
the solutions are generated using population-based variation
operators (e.g. mutation and crossover for GA, DE, ES, and
particle update for PSO), whereas in model-based algorithms,
the solutions are generated by using and adapting a model
which stores information during the search (e.g. pheromone
in ACO, statistical model in EDA).

The common search components for all metaheuristics
which have to be adapted to solve (V)MVOPs are the encoding
of solutions and their initialization. Indeed, the representation
of mixed and variable-size solutions is a crucial issue and has
an important consequence on the efficiency of metaheuristics.
Indeed, it defines the decision space in which any metaheuris-
tic will carry out the search process. In general, the initial
solutions are randomly and uniformly generated according to
the type of variables and the constraints associated to the
(V)MVOP. Continuous (resp. ordinal) variables are generally
defined by bounded intervals, while categorical and dimen-

3 Also named transition rule, pivoting rule and selection strategy.
4Also called recombination and merge.



sional variables are defined by a finite domain of possible
values.

In addition to encodings, another important search com-
ponent to be adapted for local search-based metaheuristics
is the definition of the neighborhood and its exploration.
Finding a local optimal solution for (V)MVOPs (e.g. ex-
pensive black-box) according to the neighborhood definition
given in Eq.l can be prohibitive. Concerning population-
based metaheuristics, the most important search components
involved for solving (V)MVOPs are the variation operators
for regular population-based (e.g. GA, DE, PSO) and the
model construction and update for model-based algorithms
(e.g. ACO, EDA).

IV. A TAXONOMY OF METAHEURISTICS FOR MVOPs

The proposed taxonomy is based on a unifying view of
metaheuristics in solving MVOPs according to the main
concerned search components. Using this taxonomy, a survey
describes and discusses the various general metaheuristic
methodologies to solve MVOPs and gives some relevant
illustrative algorithms. Solving methodologies that require
problem-specific knowledge of MVOPs are not considered in
this paper [8]. The first criteria of our taxonomy is related to
the definition of the decision space in which metaheuristics
will operate. First, the algorithms can be categorized in two
types (Fig.1):

« Global approaches: the optimization process of meta-
heuristics is carried out in the whole mixed decision
space.

« Decomposition-based approaches: some partitioning of
the fixed-size mixed decision space is performed. Accord-
ing to a given decomposition, a set of subproblems are
generated and solved.

A. Global approaches for MVOPs

Global approaches consist in applying a global search on the
whole decision space of mixed variables. The discrete and the
continuous variables are treated simultaneously. This approach
maintains the relationships between the decision variables, and
involves a straightforward design and implementation. The
goal here is the reuse of metaheuristics designed for CnOPs
or DOPs to be easily deployed to solve MVOPs. However,
the features of standard metaheuristics, and the consistency
and compatibility of encodings and variation operators can be
destroyed. The global approach contains two main categories:
encodings adaptation and variation operators adaptation.

1) Encodings adaptation: In a MVOP, a solution is gen-
erally represented by a fixed-size vector of mixed variables
(z,y) where x (resp. y) represents the continuous (resp.
discrete variables). The most popular approach consists in
mapping completely the encoding of a MVOP into a continu-
ous or discrete encoding. The two main mapping methods are
relaxation and discretization.

Relaxation: this approach consists in relaxing the discrete
variables as continuous ones. Then, a MVOP is transformed
into a CnOP, and any continuous metaheuristic can be applied

[40] [41]. Variation operators in those metaheuristics (e.g.
neighborhoods, mutation, crossover, particle update) will gen-
erate real numbers. The conversion of real values into integer
values is necessary just to evaluate the objective function and
constraints, and then continuous representations are keeped in
the search process.

Conversion of discrete ordinal variables: the most popular
and simple conversion function for discrete ordinal variables
is the truncation function y; = INT(y;), where INT(.)
is a function modifying a real value into an integer one by
rounding to the nearest available value. Metaheuristics based
on truncation have been widely deployed in the literature to
solve MVOPs:

o Local search-based algorithms: it concerns mainly the
continuous neighborhood definition, and has been applied
to SA [28] [29] [30], TS [27], and spiral dynamics
optimization algorithm [42].

« Evolutionary algorithms: truncation concerns the muta-
tion and some crossover operations in DE [10] [11] [12]
[43] [44] [45] [46] [47] [48] [49] [50] [51], and GA (e.g.
arithmetic crossover, non-uniform mutation) [52] [53]
[54] [23] [24] [25] [55] [56]. Truncation is unnecessary
for some crossover operators (e.g. uniform crossover)
[57] [58].

o Swarm Intelligence: truncation is used in the particle
movement operation of PSO [59] [60] [61] [62] [63] [16]
[17], CS [64] [65], harmony search (HS) [66], Grey-Wolf
[67], teaching- learning-based optimization (TLBO) [68])
[69], ABC [70], and FA [71]. For ACO, various statistical
models are applied to deal with different type of variables
[72] [73] [20].

o Hybrid metaheuristics: truncation can be extended to
any hybrid continuous metaheuristic. Some combinations
have been investigated, such as combining DE with ABC
[74], DE with HS [75], ACO with chaotic optimization
[76], FA with chaotic optimization [77], DE with TS [78],
DE with direct search [79], TLBO with HS [69], and GA
with PSO [80].

Another popular conversion method is rounding (Fig.1). A
better discrete solution is not always selected by rounding
[81]. Another conversion approach consists in checking the
upper and lower discrete values of the continuous variables and
selecting the best one [60]. This approach obtains better results
(i.e. accuracy, convergence) especially when the range of
discrete variables is important. However, it involves additional
evaluations of the objective function, and then higher compu-
tational cost [82]. Other more complex value-based relaxations
can be used [83] such as the nearest vertex approach (NVA)
[61] and the shortest normal approach (SNA) [84].

Relaxation has two main advantages. On one hand, it does
not oblige the design of new effective variation operators
for discrete variables. On the other hand, the same variation
operators are applied to the whole mixed vector. However,
discrete variables generated by relaxation strategies do not
always satisfy the constraints [85]. Relaxation can also have
an influence on entering the feasible regions of a MVOP
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Fig. 1. A taxonomy of metaheuristic methodologies for solving MVOPs.

which are characterized by discontinuous feasible regions.
The search process tends to enter the largest feasible regions.
Once entering a non-optimal large-size feasible region, it is
difficult to escape towards small-size feasible regions. In some
problems, the global optimal solutions may be localized in
small-size feasible regions, which are neglected.

The encoding adaptation based on relaxation will lead to
a biaised search procedure and potentially generates a harder
optimization problem. The extended continuous search space
contains a large number of infeasible solutions. Hence, the
search process can generate solutions which are far from
the feasible region, and needs a higher computational cost.
Moreover, the transformed MVOPs are characterized by a huge
number of local optima, which makes them more complex to
solve by continuous metaheuristics [86]. Another drawback of
relaxation is that it introduces flat areas in the fitness landscape
of MVOPs, for which metaheuristic search is less efficient.

Conversion of categorical variables: relaxation strategies
have also been applied to treat categorical variables. However,
it does not work effectively for categorical variables for which
there is no ordering relation between their values, and are not
numerically related. There is no sense on carrying out arith-
metic operations on categorical values. Hence, the relaxation
of categorical variables using value-based conversion is less
natural and may decrease the performance of metaheuristics
as the number of categorical variables increases [20]. For
some MVOPs, the categorical values are associated to a set

Metaheuristic-Exact
(Matheuristic)

of continuous values which can be used during the search.
Position-based encoding is more adapted to encode categorical
variables [87]. Let Z = {21, ..., 2i, 2n} be a set values for a
given categorical variable. One can use the position (i.e. index)
of the discrete variable instead of the discrete value [88].
Then, a continuous variable associated to a categorical variable
can be divided into equal intervals which are associated to
the index values of the categorical variable. Uniform-spacing
integer positions from 1 to n are used and replaced by con-
tinuous position variables. Then, the truncation and rounding
strategies can be applied for such position-based encodings.
For instance, This approach has been investigated in DE [10]
and threshold accepting (TA) algorithms [89]. This strategy is
based on the assumption that neighboring categorical values
contribute similarly to the objective function, which is not
always the case. In many categorical variables, the values
define qualitative distinctions.

This approach has also been adapted for binary variables
[43] [90]. For instance, one can use sigmoid-based conversion
by following a logistic probability distribution: z = 1 if r <
P(z),0 otherwise where P(z) = 1-&-%’ r is a random term
following a uniform distribution in the interval [0,1], z is
binary variable, and z is the continuous variable to transform.
This approach has been integrated in DE [91], PSO [92] and
FA [93]. Other functions such as trigonometric function can
also be applied [94].

Conversion of order-based encodings: truncation and round-
ing cannot be applied to some discrete encodings such as
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order-based encodings (e.g. permutation). An increasingly
popular relaxation method is based on decoding. The most
popular decoding approach is the random-key representation
[95]. It transforms a position in a continuous space into
a position in a discrete space. It has been used first for
permutation-based DOPs (e.g. scheduling [95] [96], routing
[97], assignment [98]). Random-key encodings have been used
in most of the metaheuristics such as PSO [95] [97] and DE
[96]. Other decoding methods have been used in the literature
such as the smallest position value (SPV) rule into PSO [99],
HS [100], FA [101], CS [102], the largest ranked value (LRV)
rule [103], and the best-matched value (BMV) rule [44].

Handling discrete variables in relaxation approaches can
also be handled through the problem model reformulation. It
is generally carried out by penalty constraints through which
the correct values of discrete variables cannot be reached. A
classical relaxation method for categorical variables encodes
them by continuous ones and includes some constraints in the
model. This is a popular reformulation methodology in math-
ematical programming [87] [104] [105] [106]. For instance,
the addition of the following non-convex nonlinear function
2(1—2) = 0,0 < z < 1 to model a binary variable will
force z to take either 0 or 1 [107]. In [108] [82], using PSO,
the authors incorporate a dynamic penalty approach into the
objective function to handle discrete variables as continuous
variables.

Discretization approaches: this mapping function consists
in discretizing the search range of continuous variables so that
they can be optimized as discrete variables. It facilitates the use
of standard metaheuristics and variation operators originally
developed for DOPs:

o Genetic algorithms: it has been applied in simple GAs
which encode all continuous variables as binary strings
[109] [110] [111] [112] [113] [114]. Thus, the standard
binary crossover and mutation variation operators can be
applied on continuous variables.

« Estimations of distribution algorithms: it is possible to
transform each continuous parameter into a discrete one
and then use classical statistical models such as Bayesian
networks. However, with the increasing precision of con-
tinuous variables, the complexity of the statistical models
grows exponentially.

o Local search-based algorithms: the discretization of the
variables facilitates the definition of a discrete neighbor-
hood. Then, any discrete local search-based metaheurictic
such as SA [115] can be applied to solve the MVOP as
a fully discrete one.

This approach is limited in terms of accuracy. For some
MVOPs, continuous variables require high accuracy, and the
precision of continuous variables is restricted and suffers
from limited solution accuracy. For instance, using the binary
discretization, the performance of the metaheuristics may be
decreased by the high dimensionality of the binary decision
space especially when high accuracy is required.

Although the methodology based on encoding adaptation
is easy and simple to design and implement, its efficiency

can suffer from losing important knowledge by applying
successive mappings of a continuous (resp. discrete) space into
a discrete (resp. continuous) space.

2) Variation operators adaptation: This approach does
not apply any transformation of the mixed-variable encoding
scheme. Instead of modifying the encoding, new variation
operators are introduced to handle the type(s) of decision
variables that cannot be handled originally by a given meta-
heuristic [116] [117]. It is based on the adaptation of the
variation operators of standard metaheuristics to handle both
continuous and discrete variables separately (see Fig.2 and
Fig.3). In this combined variation method, the continuous and
the discrete variation operators are carried out simultaneously
to generate new solutions. Different variation operators will
handle different type of variables, and then there is no more
restriction to deal with mixed-variable encodings.

Three main design questions arize in the adaptation of
variations operators:

o The definition of the variation operators to handle the
different types of variables.

o The selection of the variation operators to apply at each
iteration of the algorithm.

o The selection of the variables on which to carry out the
variation operator.

According to the various families of variation operators, the
following methodologies have been investigated:

o Unary operators (e.g. neighborhhood, mutation): the
main issue in local search-based algorithms is the han-
dling of the large mixed neighborhood and the exploration
of the various neighborhoods. One can use a complete
generation of the mixed neighborhood and applying a
first improvement strategy such as proposed in [118] for
variable neighborhood search (VNS). However, it is im-
practicable to consider all neighbors of all neighborhoods.
Deterministic or random selection of neighborhoods may
be applied. In [119], a local search (LS) algorithm is
proposed, in which combinatorial and continuous neigh-
borhoods are treated separately using a random stategy.
A random generation of neighbors is carried out for
both neighborhoods. In [120], at each iteration a ran-
dom selection of neighborhood is performed. Then, a
SA algorithm is applied for the discrete neighborhood
and a non-linear simplex of Nelder and Mead [121] is
applied for the continuous neighborhood. In [26], a TS
algorithm is proposed, in which the mixed neighborhood
is dynamically partitioned into equal-size regions, and a
set of random neighbor solutions are generated.

For the mutation operator in EAs, various mutations for
continuous, discrete ordinal and categorical variables can
be defined and simultaneously applied in a probabilistic
way [122] [123] [124] [125] (Fig.2). In [126] [127],
a combination of continuous DE with discrete DE is
proposed. The continuous variables are initialized and
evolved through the original DE, whilst the discrete
variables are initialized and evolved through a discrete
DE. In [128], the authors combines mutation operators of
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Fig. 2. Adaptation of mutation operators in global approaches for handling
MVOPs.

ES in the continuous domain [129], integer domain [122],
and binary domain [130]. In opposition to mutation op-
erators in standard ES, the mutation operators for mixed-
integer spaces works with a heterogeneous distribution,
combining the [2 symmetric normal distribution for con-
tinuous variables, a [1 symmetric geometric distribution
for discrete ordinal variables, and a uniform distribution
for the categorical values. The same methodology has
been applied to CMA-ES [15], EP [131] and GA [132].

o N-ary operators (e.g. crossover, particle update): the
different standard N-ary variation operators for contin-
uous and discrete variables are separately and indepen-
dently applied to generate a part of the encoding. Then,
the various parts of encodings are combined to construct
a complete solution. For the crossover operators in EAs,
most of the standard operators can be used without
any change (Fig.3). In [124], the authors proposed an
orthogonal crossover combined with the DE crossover.
The same principle has been applied in ES [13], in which
the standard dominant recombination (resp. intermediate)
crossover operators is performed to discrete (resp. con-
tinuous) vectors [14].

In the particle update operator of PSO, various operators,
respectively for continuous and discrete variables, are
simultaneously applied to the mixed vector [133] [134]
[135]. Specific operators have been designed for discrete
variables [136] [137], binary [138] [133], and categorical
variables [139] [111]. A random selection of particle
update operators in PSO is performed (i.e. continuous or
discrete) in [140]. Different priorities can be assigned for
variables. In [117], a higher priority is associated to cate-
gorical variables. Among categorical variables, a random
selection is performed. Subsequently, the discrete variable
are prioritized as a function of both their performance and
their feasibility with the constraints.

Other swarm intelligence metaheuristics have been inves-
tigated for MVOPs. In [141], the authors adapt the HLO
metaheuristic (Human Learning Optimization) in which
real-coded parameters are optimized by the continuous
linear learning operators of continuous HLO while the
rest variables of problems are handled by the binary
learning operators of HLO.

Model-based operators (e.g. pheromone, statistical
model): in model-based metaheuristics such as ACO and
EDA, the concerned operation is the construction and
the update of the model. In ACO, one has to extend
the initialization and update of the pheromone model for

CnOPs. In DOPs, the ants construt a solution by making
a probabilistic decision according to some discrete prob-
ability distribution (i.e. pheromone). In case of CnOPs,
the domain changes from discrete to continuous. Instead
of a discrete probability distribution, the Probability
Density Function (PDF) is used [18]. The ants generate
a random number according to a certain PDF P;(z;).
The construction for continuous variables is followed by
discrete variables [19]. In [20], the continuous and ordinal
variables are treated in a similar way as in the original
ACO, while the categorical variables values are fixed
through a random sampling which depends on the number
and the performance of the solutions of the archive that
use the given value. Concerning the EDA metaheuristic,
the statistical models have been adapted to deal with con-
tinuous variables (e.g. Gaussian network [142], Gaussian
kernel [143], decision trees [144]). In [21], EDA has
been extended by effective histogram models to handle
mixed variables. In [22], the authors propose a variable-
width histogram to deal with continuous variables. The
continuous space is decomposed into discrete bins, in
which continuous variable are sampled.

The variation operators are not necessarily inherited from
the same metaheuristic. Using heterogenous variation op-
erators from different metaheuristics has been investigated
in the literature. In [145], the authors propose an efficient
hybrid approach based on GA and PSO combining integer and
continuous variation operations of GA and PSO (mutation,
crossover, particle update). In [146], DE and GA variation
operators are handling respectively the continuous and discrete
parts. In [147], a GA is sequentially combined with pattern
search. A set of elite solutions found by the GA are improved
using pattern search.

There are two main advantages using the variation operators
adaptation methodology [148] [21]. First, no transfomation
of the mixed encoding is necessary to convert the variables,
which generates higher computational cost. Second, different
variation operators designed for various types of variables can
be combined. Those variation operators are inherited from
the same metaheuristic or not. Hence, this methodology does
not need any major design change of metaheuristics. Many
well-studied variation operators for CnOPs and DOP can be
simply combined to solve MVOPs. Different probabilities can
be assigned to the various variation operators [149]. Although
this methodology has no limitations on the mixed type of
variables, there is no guarantee that the variation operators
for different types of variables are compatible and consistent.
Therefore, this class of algorithms can be inefficient in guiding
the search in mixed spaces.

B. Decomposition-based approaches for MVOPs

Decomposition approaches consist in partitioning the mixed
decision space according to the type of variables. The discrete
and the continuous variables are not treated simultaneously.
This approach alternates iterations for which different types
of variables are optimized. Decomposition strategies which
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use problem-specific knowledge of the MVOP are not con-
sidered in this section [62]. There exists three main general
decomposition-based approaches: sequential, nested, and co-
evolutionary.

1) Sequential approaches for MVOPs: In the sequential
approach, the generated subproblems are solved in a sequential
way. The subproblems are generated according to a given
decomposition of the mixed decision space (Fig.4). Two design
questions arise in this methodology:

o Sequence of optimization: this question concerns the

order in which the different types of decisions variables
are optimized.
Complete or partial optimization: in each sequential
phase, the optimization process may concern a given par-
tition of the decision space or a relaxation/discretization
of the whole decision space.

According to those design questions, many sequential ap-
proaches may be designed to solve MVOPs. A popular ap-
proach consists in performing first an optimization of the
continuous variables, followed by the optimization of the
discrete ones:

o

min f(z,y*) — min f(z",y)

wrt y € Fy
s.t. g(a™,y) <0

3)

wrt x € F, v
s.t. g(x,y™) <0

In [150] [151] [152] [7], the common methodology, called
generalized pattern search’, consists in alternating between

5Also called mesh-based local search.

a partial continuous and partial discrete search according to
various neighborhoods. The size of the neighborhood is an
important issue in this family of algorithms. In [153] [150],
the neighborhood size varies during the search as a function of
the quality of solutions obtained during the previous iterations
. The continuous phase can also handle the whole decision
variables by using relaxation. In [154], the sequential approach
handles a continuous optimization of the whole decision space
by relaxing the subset of discrete variables. Next, the discrete
variables are rounded-off and fixed, and a continuous opti-
mization is performed over the subset of continuous variables.

Another straightforward sequential approach consists in per-
forming successively a discrete and continuous optimization
process [155]. In [156], a two-phase sequential approach is
proposed: Sequential ACO(Discrete, Partial), DE( Continu-
ous, Partial)). First, ACO performs a search in the discrete
decision space Fy. A set of elite solutions are archived.
Once the discrete values are fixed, the second phase applies
a DE to optimize the continuous variables in the subspace
F,. Another complementary sequential methodology, Sequen-
tial(Meta(Discrete, Complete), Meta(Continuous, Partial)), has
been investigated in [157] [52]. It consists first in discretizing
the continuous variables with some specified resolution, and
the problem is globally solved as a DOP, using for instance
SA [115] and GA [52]. Subsequently, the discrete variables are
frozen, and a gradient is applied over the continuous variables
to solve the CnOP subproblem [115], or a global relaxation
of the MVOP [52].



Memetic approaches have also been considered. In [158],
a global approach based on continuous relaxation is first
applied. Then, a local search algorithm, based on Nelder-Mead
algorithm, is applied on the subset of continuous variables, by
fixing the values of discrete variables. Matheuristics combining
metaheuristics and mathematical programming can also be
considered. In [159], branch-and-bound (B&B) is sequentially
combined with PSO to solve MIPs. First, B&B is applied
to define a feasible initial solution for PSO. Whenever, an
improvement of the global best solution is found by PSO, this
solution is passed to B&B as a starting solution.

Decomposition-based sequential strategies allow the reuse
of standard metaheuristics in solving the subproblems. How-
ever, they ignore the correlation between the different types
of variables by evolving separately the continuous and the
discrete variables. Hence, the characteristics of the applied
metaheuristics, the consistency and compatibility of their
search operators (e.g. variation operators) can be destroyed.
Moreover, the convergence of such methodology can be pro-
hibitively slow and needs many sequential iterations. Instead
of using only the type of variables as a criterion of decom-
position, some strategies use some knowledge related to the
structure properties of a MVOP to carry out the partitioning
of the decision variables [160].

2) Nested approaches for MVOPs: Nested approaches are
generally based on a two-level decomposition strategy in
which the entire domain of decision variables is partitioned
into two levels, one involving the continuous variables and
the other involving the discrete variables. The subproblems are
solved in a hierarchical way, in which a subproblem associated
to the continuous (resp. discrete) variables is optimized within
the inner loop and the remaining discrete (resp. continuous)
one at the outer loop level. Variables in one level are optimized
for fixed values of the variable from the other level. Solutions
at the outer subproblem can be evaluated once the inner
problem is solved (Fig.5). Hence, decision variables of a given
partition are optimized independently for fixed values of the
decision variables of the other partition [161] [7].

Decomposition-based nested approach represents a major
approach in mathematical programming: bi-level programming
[162] [163] [164], Danzig-Wolfe decomposition for MILP
(Mixed Integer Linear Programming) [165], the generalized
Benders’ decomposition [166] and the outer approximation
method [167] for MINLP (Mixed Integer Non-Linear Program-
ming) [168]. In general, nested mathematical programming
methodologies have to solve relaxed problems in which the
integer constraints are dropped, or they solve a serie of non-
linear optimization problems in which some integer values are
fixed. These methodologies are complex and they require the
objective functions and constraints to be differentiable which
restricts their application to many real-life problems [33].

The nested approach on the discrete variables y at the outer

level can be formulated as follows:
min f(a*,y)
wrty € F,
s.t. g(z*,y) <0
with 2* = argmin f(x,y)
w.rt x € F,
s.t. g(z,y*) <0
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Fig. 5. Nested decomposition-based approaches for handling MVOPs.

Various algorithms in solving CnOPs and DOPs can be
carried out to properly handle both optimization levels:

o Combining metaheuristics: a straightforward approach
consists in applying metaheuristics (e.g. single or mul-
tiple) at both levels. Hence, a discrete (resp. continu-
ous) metaheuristic deals with the discrete (resp. continu-
ous) outer problem and another inner-level metaheuris-
tic focuses on the continous (resp. discrete) one. The
notation Nested(Outer-Algo(Outer-Problem-Type, Inner-
Algo(Inner-Problem-Type)) specifies the type and op-
timization algorithms used at the two levels. Some
nested approaches have been proposed in the liter-
ature such as Nested(PSO(Discrete, GA(Continuous)))
[169], Nested(EA(Discrete,Gradient(Continuous))) [170],
and Nested(ACO(Discrete,Gradient-based(Continuous)))
[171]. In [58], the same metaheuristic, an EA, is used
at both levels. In [170], the algorithm first separates the
discrete and continuous variables of the MVOP. An outer
subproblem is solved using EGO (Evolutionary Global
optimization), a surrogate-based evolutionary approach
to solve expensive optimization problems [172]. Con-
sidering the discrete variables fixed, a gradient-based
optimizer is applied for inner CnOPs. It may be possible
that for some initial discrete solutions, the continuous
optimization may not find a feasible solution.

o Combining metaheuristics and mathematical pro-
gramming: a popular and obvious approach for solv-
ing MINLP (Mixed Integer Non-Linear Programming)
problems defines the outer problem (i.e. master prob-
lem) by the discrete variables. Discrete metaheuristic
approaches are then used to solve the master problem
(e.g. GA [173] [174], DE [175], Hyper-heuristic [176],
PSO [177]). The inner problem includes only contin-
uous variables. If the inner problem can be reduced
to a linear programming (LP) problem, an exact linear



solver can be applied [176] [178] [174] [177]. The
same exact methodology has been used within an inner
discrete subproblem solved by dynamic programming
(DP), and a master continuous problem solved by DE
(i.e. Nested(DE(Continuous,DP(Discrete)))) [175].

The hierarchical decomposition of the variables could
be based on other criteria than the type of variables. In
[179], the problem is hierachically decomposed into many
low-dimension subproblems by using some problem-specific
knowledge, and PSO is used to solve each sub-problem.

Nested decomposition-based optimization allows the reuse
of efficient metaheuristics for solving CnOPs and DOPs sub-
problems, but ignores the correlation between the continuous
and discrete variables and interrupts the co-evolution of vari-
ables. Indeed, as the interdependence between the variables
is not explicitly carried out, this approach is predisposed
to converge towards sub-optimal and non feasible solutions.
Moreover, this approach often leads to an important number
of function evaluations. Hence, an efficient inner metaheuristic
must be used. In [33], while the outer discrete problem is
solved by a GA, an efficient modified grid search is applied
to the continuous inner problem to speedup the search. An
interesting idea to reduce the complexity of solving inner
problems is to avoid making further iterations if the quality of
the current solution remain far to the best found solution.

3) Co-evolutionary  approaches for MVOPs:  Co-
evolutionary algorithms have been successfully applied for
various optimization problems such as CnOPs, DOPs [180],
and bi-level problems [181]. Recently, some algorithms have
been investigated for MVOPs. Co-evolutionary algorithms
decompose a MVOP into multiple subproblems, and each
subproblem is solved in a parallel way using a separate search
process (e.g. generally an EA) to generate a partial solution
[182]. Those multiple search processes cooperate to construct
a complete solution for the problem by assembling the partial
solutions found.

The main design questions for co-evolutionary approaches

are (Fig.6):

o Decomposition strategies: an important issue in co-
evolutionary approaches is the decomposition of the
mixed vector of decision variables. A straightforward de-
composition strategy of MVOPS consists in partitioning
the decision space according to the type of variables (i.e.
continuous and discrete subspaces). Constraint handling
can also play a role into the decomposition strategy.
In [183], a constrained MVOP is transformed into an
unconstrained problem using augmented Lagrangian and
then formulating the MVOP within a Min-Max formula-
tion using additional decision variables (i.e. Lagrangian
multipliers).

To minimize the relationships between the subproblems,
the decomposition should also be based on the variables
interaction [184]. Indeed, if the interacting decision vari-
ables are not in the same subproblem, the search tends to
converge towards local optima [185]. Many partitioning
strategies based on variable interaction may be designed:

— Static versus dynamic decomposition: most of the
proposed decomposition strategies for MVOPs are
static. In static strategies, a priori decomposition of
the variables is carried out and is fixed during the
search, while in dynamic strategies the decomposi-
tion of the mixed decision space may be updated
during the search. Dynamic decomposition allows to
define the number of subproblems and their associ-
ated variables in an adaptive way, by learning the
extracted knowledge related to variable interactions
[186].

— Disjoint versus overlapped decomposition: in gen-
eral, each decision variable belongs to a single sub-
problem. Overlapping the variables into subproblems
can be an interesting strategy if multiple interactions
between the variables occur [187]. A complete over-
lapping of variables has been used in [188], where
various metaheuristics (i.e. DE, PSO, GA, and SA)
are cooperating in parallel to solve the same VMOP.

— Knowledge-based decomposition: some proposed
approaches are application-specific and include some
knowledge on the MVOP to decompose the MVOP
[189]. In this case, the application expert uses some
knowledge on the variable intraction. For instance,
in complex engineering design problems, the well
known correlation between the design variables are
used to generate manually the subproblems [190].
Some other MVOPs involve the joint optimization of
various optimization problems. In [191], the MVOP
involves two problems namely group scheduling and
job scheduling within each group.

o Optimization algorithm: a metaheuristic is associated

to solve a given sub-problem (i.e. subset of decision
variables). Each metaheuristic applies variation operators
to each sub-problem to generate new solutions. The most
popular metaheuristic algorithms used are based on EAs
(e.g. GA [190] [191]). Some proposed co-evolutionary
approaches use heterogeneous metaheuristics. In [183],
two different metaheuristics, namely PSO and artificial
immune systems (AIS), are used to solve the subprob-
lems.

Cooperation strategies: in addition to the decomposition
strategy, the cooperation between the subproblems is a
key issue [192]. The evaluation of a solution of each sub-
problem requires the cooperation between the subprob-
lems. The selection of solution(s) to be communicated
can be either solution-centric or population-centric [193].
Most of the proposed strategies proposed in the literature
select a single solution. Many strategies can be used such
as the best solution [194], worst solution [195], random
solution [196], roulette/tournament selection [197], and
elite solutions [198].

Evaluation of solutions: the evaluation of a subroblem
solution is approximated based on how well the solution
cooperates with other subproblems to generate a complete
solution. In general, a solution in a given subproblem is
evaluated by using a single solution from each subprob-
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lem. For instance, in [183], each metaheuristic communi-
cates the best solution found according to its subproblem.
Then, the jth solution U; ; of the ¢th subpopulation is
evaluated as following: f(V1,...,Vi_1,Ui j, Vig1, -, Vi)
where V; is the best solution from the ith subpopulation.

Instead of constructing a single complete solution to eval-
uate, some evaluation strategies construct multiple com-
plete solutions to assess the evaluation of solutions into
a given subproblem. The most representative strategies
are the complete cooperative selection and the archive-
based cooperative selection. In the complete cooperative
selection strategy, each solution in a subproblem is eval-
uated by assembling it with all candidate combinations
from other subproblems [199], while in archive-based
cooperative selection, solutions are selected from a given
archive (e.g. non-dominated solutions [200]). Then, those
multiple evaluations are used into a Pareto dominance
framework (e.g. quality, diversity) [200] or agregated to
estimate the quality of the solution (e.g. best, worse,
average) [195].

Co-evolutionary algorithms have many advantages. Parallel
solving of sub-problems allows to speedup the search and
solve large scale MVOPs. It encourages to maintain the
diversity of solutions. It allows also to improve the robustness
and adaptability in solving dynamic MVOPs [201]. However,
co-evolutionary algorithms can be trapped by local optima.
Indeed, the speed of convergence and state of each sub-
problem may be inconsistent [202]. The subproblems may be
different in size and complexity. The allocation of computa-
tional resources to the subproblems is also a crucial issue in
the design of efficient co-evolutionary algorithms. There is a
possibility that subproblems with small search space size or
complexity converge first or trapped by local optima, while

SN TTE.el L Sub-population (e.g. ordinal)

Sub-population (e.g. categorical)

subproblems with large search space or higher complexity
require more iterations to converge towards good quality
solutions. Some machine learning strategies (e.g. Q-learning)
can be applied to adapt the size or the budget (e.g. population
size) of each subproblem [202] [203].

According to the proposed taxonomy, combining multi-
ple approaches such as global and decomposition-based ap-
proaches can be performed. Some methodologies based on
multiple approaches have been investigated in the literature
to solve MVOPs. In [51], a hybrid approach combining a
global approach (i.e. relaxation with DE) and a decomposition-
based approach (i.e. sequential) is proposed. The combination
between global and decomposition-based nested approaches
has been investigated in [204] [62] [115], by using various
metaheuristics such as ES, PSO and gradient algorithms.

V. A TAXONOMY OF METAHEURISTICS FOR VM VOPs

Many real-world applications are formulated as variable-
size MVOPs (VMVOP) such as multidisciplinary design op-
timization (MDO) [205], classification [206] [207], grouping
problems [208]. MDO involves mutually dependent disciplines
that must synchronized. For instance, in the design of an
aircraft wing, the following variables are involved: the number
of spars in the wing (integer), their location (continuous), and
the type of material used (dimensional). Moreover, many new
problems in automated deep machine learning (AutoDeepML)
such as neural architecture search (NAS) and hyperparameter
optimization represent an important family of VMVOPs [1]
[209]. Variable-length optimization problems (VOPs) in which
there is a single type of variables is a sub-family of MVMOPs.

If the size of the dimensional space is reasonable, its
complete exploration can be performed (Fig.7). Hence, the



VMVOP will be transformed into a set of independent
MVOPs. Indeed, for every solution of the dimensional space,
one can generate a fixed-size MVOP:

for all z; € F, = {z1,22, ..., 2n. }

st w € Fp(z) TR,y € Fy(z) C 2™

In that case, any metaheuristic approach for MVOPs can
be applied for solving this set of MVOPs. Even though this
complete methodology is massively parallel, it still prohibitive
in terms of computational time if the size of the dimensional
space is not small. Indeed, this approach is unfeasible for
VMVOPs characterized by a large dimensional space and/or

expensive VMVOPs where a complete enumeration of the
dimensional space is computationally intractable.

This approach has been used in engineering design problems
such as launcher design [210]. Once all MVOPs are solved by
a GA, all the results are agregated to generate the best found
solutions. Non feasibility of some dimensional variables values
(e.g. incompatibility between dimensional choices) allows to
reduce the number of MVOPs to solve. Human expertise
and application specific considerations can also be used to
reduce the dimensional space. The computational budget (e.g.
number of iterations of the metaheuristic, number of objective
function evaluations) assigned to solve each MVOP is an
important issue. For instance, it is interesting to assign more
computational budgets to more promising MVOPs. In the
following, we will extend the taxonomy for VMVOPs in the
case where a partial exploration of the dimensional space is
applied (Fig.7).

A. Global approaches for VMVOPs

In global approaches for VMVOPs, a number of additional
challenges arize because of the presence of dimensional vari-
ables and the dynamically varying decision space.

1) Encodings adaptation: In VMVOPs, the natural encod-

ing of solutions is defined as a variable-length vector of mixed
variables. To reuse standard variation operators, some fixed-
size representations have been proposed such as hidden genes
and indirect encodings.
Hidden genes®: this fixed-size encoding has been intro-
duced in [211] [212]. A solution is represented by two
structures: a global mixed vector which encodes all mixed
decision variables of a VMVOP, and a binary tag vector which
specifies which variables are expressed (Fig.8a). The global
mixed vector contains the maximum number of variables that
characterizes the VMVOP at hand. Not all decision variables
are taken into account in the evaluation of a given solution.
To each variable is associated a binary tag. If the tag is
not activated, the corresponding decision variable will not
participate to the evaluation of the solution [213]. For a
given VMVOP, there exists various ways to define dimensional
variables in order to describe the global and the tag vectors
[214]. This approach has been mainly used in EAs (e.g. GA
[203], DE [215] [216]) but can be naturally extended to other
families of metaheuristics such as PSO [217].

6Also called non coding segments.

As the representation of solutions has a fixed length, the
standard variation operators of metaheuristics can still be per-
formed. All the elements of the two vectors, even the hidden
ones, take part in the variation operators. Unary variation
operators (e.g neighborhoods, mutation) will alter both the
value of the mixed decision variables and the tag binary values.
Crossover operators act in both vectors: global and tag vectors
(Fig.8b). It can also be applied separately [218]. Statistical
models in model-based metaheuristics (e.g. EDA, ACO) can
also be easily constructed [216].

This approach is simple and easy to implement. However,
the variation operators can generate inconsistent and non fea-
sible solutions, which result in additional computational time
and ineffective numerical operations. Moreover, for VM VOPs
containing a large number of dimensional variables, the global
mixed vector might become substantially large.

Indirect encodings: indirect fixed-size encodings (e.g. per-
mutations, matrices) represent partial implicit representations
of variable-size mixed solutions [219]. A problem-specific
decoding procedure must be developed to map the partial im-
plicit fixed-size representation to a complete explicit variable-
size representation. Indirect encodings may define a many-
to-one mapping, in the sense that many indirect encodings
may represent the same solution. Once the fixed-size indirect
encodings defined, standard variation operators can be applied.
For instance, this approach has been integrated in ACO [220],
EA [221] [222], DE [223], and memetic algorithms [224] to
solve various VMVOPs.

B. Variation operators adaptation

Variable-length encodings may be represented by linear
or non-linear representations. In a linear representation, all
variables are at the same level. It is well adapted for VOPs
characterized by a single type of variables (e.g. all continuous,
all binary, all discrete ordinal). Many papers in the evolu-
tionary computation (resp. swarm intelligence) literature ad-
dress this family of encodings which is called variable-length
chromosomes (VLC) [225] [226] (resp. variable number of
dimensions (VND) [227] [228]). Standard variation operators
can be extended easily for such encodings, in case the position
independent encoding of variables is ensured in the linear
representation.

Mutation including operators such as adding and deleting
variables has been introduced in [229]. Adapted crossover
operators have been proposed in [216] [211] [230]. For
instance, various crossover operators preserving high-quality
buidings blocks in variable-length linear representations have
been proposed in [231] [232] [233] [234] [235] [236]. In [232],
the authors introduce a synapsing variable-length crossover
(SVLC). In the SVLC crossover, the common components of
the parents are preserved in the offsprings, and the different
components are exchanged or removed, independent of the
length of such differences. Based on the common sequence
similarity between the parents, the operators select non random
crossover points. Movement update operations (e.g. PSO) have
also been adapted to variable-length chromosomes [237] [238]
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Fig. 7. A taxonomy of metaheuristic methodologies to solve VMVOPs.
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Fig. 8. Hidden genes representation and variation operators for VM VOPs.

[239] [227]. In [240], the authors extend the PSO movement PSO (CLPSO) [241], which may change the length of a
updating mechanism proposed in the comprehensive learning particle.
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A non-linear encoding based on hierarchical linked list of
variables is more adapted to VMVOPs [242] [8] [243] [244].
The variables are classified as dependent or independent vari-
ables and are linked by both vicinity and hierarchical relations.
Let us illustrate those encodings with a simple design problem,
in which we have to configure a set of n systems. Each system
is characterized by a dimensional variable of order k. Each
given configuration of the system is defined by a variable set
of mixed variables. In the linear encoding, the variables are
stacked in a linear vector of variable-length (Fig.9). The data
structure does not link explicitly the dependent variables. In
the non-linear encoding, the variables are hierarchically struc-
tured in different levels. Solid arrows connect next neighbor
variables, and dotted arrows connect child variables (Fig.9).
For instance, the value of the dimensional variable z; will
define the number and type of variables in the second level
(e.g. x1 and y;). Variables that are pointed are dependent
variables. Their existence depends on the value of the ancestor
variables. Hence, the nodes z;, 21 and y; are dependent nodes.

Standard variation operators typically operate on fixed-size
linear encodings. New variations operators have to be designed
for hierarchical representations:

o Unary operators (e.g. neighborhood, mutation): for
a given solution, many neighborhoods and mutation op-
erators may be defined. The following design questions
arize:

— Definition of neighborhoods and mutations op-
erators: the number of neighborhoods and muta-
tion operators is related to the number and type of
variables associated to the VMVOP. Those operators
perform at all levels of the hierarchy. However, the
semantic correctness according to the new value
of the variable must be ensured. Unary operators
for non dimensional variables will not affect the
structure of the graph modeling the hierarchical
encoding. Indeed, the new value must be consistent
with the type of variable (e.g. continuous, discrete
categorical, discrete ordinal) [243]. The operators
associated to dimensional variables (i.e. variables
with dependent childs) have an impact on the number

(b) Non-linear hierarchical encoding

Neighborhood or mutation of z1 with 3 other possible values

: : , :
: ' ' y
el Al callcn
________ ﬁ

7

Fig. 10. Unary operator (e.g. neighborhood, mutation) of a dimensional
variable in hierarchical encodings.

and type of the other variables. The whole subtree
(i.e. size, type of variables) of dimensional variables
is transformed according to its new value (Fig.10).
Moreover, changing a value of a given dimensional
variable has to fix the values of the new dependent
child variables (Fig.10). One can randomly initial-
ize those values, or search the sub-optimal (resp.
optimal) values using some heuristics (resp. exact
algorithms).

— Order of application of the various operators:
once the unary operators defined, the order of ap-
plication of those operators is a crucial issue. Oper-
ations at the higher hierarchies of the tree generate
greater disruption of the solution (i.e. lower degree of
locality, higher diversification) than those on the low
levels of the hierarchy (i.e. higher degree of locality,
higher intensification). A higher degree of locality
means that small perturbations to the representation
(i.e. genotype) result in small perturbations to the
solution (i.e. phenotype).

o N-ary operators (e.g. crossover, particle update): as
for unary operators, the N-ary operators can be applied
at different levels of the hierarchy. For instance, standard
crossover operators (e.g. 1-point, n-point, uniform) can
be applied at the first layer of the hierarchical encoding
[242] (Fig.11). However, all the subtrees (i.e. dependent
variables) must be inherited from the parents. Inheriting
only a part of the subtree may result in non feasible
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Fig. 11. Crossover operations in hierarchical encodings.

or inconsistent solutions. More complex problem-specific
crossover operators can be designed [8]. The adaptation
of the movement update operators (e.g. PSO) hierarchical
representations is a more complex operation to define, and
has not been widely studied in the literature.

Model-based operators (e.g. pheromone in ACO, sta-
tistical model in EDA): there has been growing interest
in adapting EDAs to construct statistical models on
tree representations. In [245], the authors extend EDA
to genetic programming (GP) tree representation. GP
evolves tree structures which encode computer programs
(i.e. mathematical function) [246]. The tree has a limited
hierarchical structure in which the terminal set could be
{z,y,2} and the non-terminal set could be operations
such as {+, —, X, /, sin, cos,log, exp}. Very few works
in the literature address those important scientific chal-
lenges.

Compared to the linear encodings, the hierarchical encoding
is more adapted to VMVOPs. It allows more flexibility in
the design of efficient variation operators, which generate
valid solutions. Compared to the hidden genes approach,
hierarchical encoding has the advantage of not performing
computationally wasteful variation operations. However, the
encoding is much more complex and often requires problem-
specific knowledge.

C. Decomposition-based approaches for VMVOPs

The main issue in decomposition-based approaches to solve
VMVOPs is the handling of dimensional variables which
induce variable-size vectors of mixed variables.

1) Sequential approaches for VMVOPs: The sequential
approach presented in section IV-B1 may be easily extended
to VMVOPs. The design questions to be adapted are:

o Sequence of optimization: one can alternate iterations

in which the dimensional variables are first considered
fixed, with iterations in which the continuous and discrete

variables (i.e. MVOP) are optimized (Fig.12). Indeed,
once the dimensional variables are fixed, a VMOP has to
be solved [247]. This sequential approach can be defined
as follows:

min f(z,y,2") —@ )
wrt x € Fy(2%),y € Fy(z")
s.t. g(z,y,2") <0 —=
(6)
In [32], a sequential approach applying continuous search
(e.g. pattern local search algorithm) followed by discrete
search is proposed.

o Complete versus partial optimization: partial opti-
mization allows to reduce the size of decision space,
which is suitable for large scale VMVOPs (Fig.12). In
[248], a multi-stage partial GA strategy is applied in
which the design space is gradually refined during the
search. Maintaining the diversity in the population in
such an approach is a very important issue. The partial
optimization can be based on the type of variables or on
some problem-specific knowledge. In [62], a problem-
specific knowledge is used to carry out a partial sequential
optimization. At each phase, a VMOP mixing continuous
and discrete optimization has to be solved.

2) Nested approach for VMVOPs: A straightforward nested
approach consists in optimizing at the outer-level (resp. inner-
level) the dimensional variables (resp. continuous and discrete
variables). A metaheuristic search over the dimensional vari-
ables can be applied (Fig.13). When fixing the dimensional
variables at the outer-level, one has to solve a MVOP at the
inner-level. Indeed, a MVOP subproblem is associated for
each possible combination of dimensional variables. For each
iteration of the outer loop, which specifies the values of the
dimensional variables, a complete optimization of the problem
with respect to the relevant continuous and discrete variables is
performed in the inner loop. Then, any metaheuristic presented

wrt. z € F,
st g(z*,y%,2) <0
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in sectionlV can be used to solve the VMOP. The nested
approach on the dimensional can be formulated as follows:

min f(z",y", 2)
wrt z € F,
with (z*,y")

argmin f(z,y,2)  (7)

wrt @ € Fy(z),y € Fy(z)
stg(z*,y*,2) <0
This approach has been used in [249] [249] [250]. In [249],
a binary GA algorithm (resp. hybrid PSO and DE) is applied
at the outer-level (resp. inner-level). This approach is not
efficient in case the inner-level MVOP is complex to solve,
and there is a large proportion of inner-level MVOPs with
infeasible solutions. Another two-level nested approachs maps
the dimensional and the discrete variables at the outer-level
and the continuous variables at the inner-level. Finally, one can

Optimization subproblem .
- DOP (discrete Palrhal Inner Problem
: solution
VL) CnOP subproblem
Solving algorithm . )
- Metaheuristic \ alilie gl
- Metaheuristic
Evaluated - Linear programming
‘ complete -
s -
. solution
1y
\
s
.

Level 3

Outer Problem

also use a 3-level nested approach for handling respectively
the dimensional, discrete and continuous variables (Fig.13).

3) Co-evolutionary-based approaches for VMVOPs: To our
knowledge, no co-evolutionary approaches have been applied
to VMVOPs. Most of the proposed strategies have been
employed to VOPs with single type of variables [202]. One
can extend the design question of co-evolutionary algorithms
as following:

o Decomposition strategies: promising decomposition
strategies for VMVOPs can be applied in the dimen-
sional space. Decomposition should also be based on
the dimensional variables interaction. The decomposition
criteria shown in section IV can also be used here:
static versus dynamic, disjoint versus overlapped, and
knowledge-based decomposition. For instance, a static
and disjoint partitioning of the dimensional space can be
performed using a sequential or random division of the
dimensional space [202].



o Optimization algorithm: the selected metaheuristic de-
pends on the type of the generated sub-problems (i.e.
VMVOP or MVOP). If the generated subproblems are
VMOPs, any metaheuristic shown in sectionlV can be
used. In [203], the subpopulations have fixed-size design
spaces and are randomly initialized. All the solutions in
each sub-population have the same encoding length, and
then global relaxation GAs are applied.

o Cooperation strategies and evaluation of solutions:
the same cooperative strategies as for MVOPs can be
used. However, the evaluation of solutions represents a
difficult challenge. Indeed, assembling the various partial
solutions to construct a global consistent and feasible
solution is complexified by the presence of dimemsional
variables.

VI. CONCLUSIONS AND PERSPECTIVES

This paper presents an unified taxonomy for metaheuristics
in solving (V)MVOPs in an attempt to provide a common
terminology and classification mechanisms. It provides a gen-
eral mathematical formulation and concepts of (V)MVOPs,
and identifies the various solving methodologies than can be
applied. The advantages, the weaknesses and the limitations
of the presented methodologies have been discussed.

Nevertheless, developing efficient and effective metaheuris-
tics for handling (V)MVOPs is still challenging. One has
to extend the proposed taxonomy to include surrogate-based
metaheuristics for (V)MVOPs. Very few works try to solve
(V)MVOPs that involve both expensive objective functions and
high number of mixed variables. Indeed, most of the work
in the literature dealing with Bayesian optimization applies
to medium-size continuous optimization problems [251] [5]
[252].

Extending the proposed taxonomy and critical analysis
for solving multi-objective (V)MVOPs [253] [254], bi-level
(V)MVOPs [255] [256], dynamic and uncertain (V)MVOPs
[257] [258] is a challenging task. Indeed, many real-life
(V)MVOPs in science and industry involve multiple objec-
tives, Stackelberg sequential games and/or uncertainty. Even
though many papers dealing with such problems have been
referenced and analyzed in this work, one has to deepen the
analysis of the proposed algorithmic methodologies to solve
such complex (V)MVOPs.

There is no substantial work dealing with the design
and implementation of massively parallel metaheuristics for
(V)MVOPs. Nowadays, supercomputers composed of an im-
portant number of heterogeneous devices such as multi-core
processors and GPUs are becoming more and more popular.
Parallel co-evolutionary metaheuristics represent a promising
perspective in the development of efficient and effective algo-
rithms to solve large scale and expensive (V)MVOPs.
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