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Convincing evidence of domain growth in the heating of ultrastable glasses suggests that the
equilibration dynamics of supercooled liquids could be driven by a nucleation and growth mechanism.
We investigate this possibility by simulating the equilibration dynamics of a model glass during both
heating and cooling between poorly and well-annealed states. Though we do observe the growth of
domains during heating, we find that domains are absent during cooling. This absence is inconsistent with
classical nucleation theory. By comparing the equilibration dynamics of our glass with that of two models
with kinetic constraints, we demonstrate that dynamical facilitation generically leads to heating driven by
domain growth and cooling without domains. Our results provide strong evidence that dynamical
facilitation, not nucleation and interfacial-tension-driven domain growth, is the driving mechanism for the
equilibration dynamics of glass formers.

DOI: 10.1103/PhysRevX.14.031012 Subject Areas: Computational Physics, Soft Matter,
Statistical Physics

I. INTRODUCTION

The phenomenology of glasses and supercooled liquids
(i.e., glasses in metastable equilibrium such that detailed
balance is satisfied on all relevant timescales) bears a
striking resemblance to that of crystalline solids [1–8]. As
with transformations of Eshelby disclinations in crystals
[9], local plastic events in these systems perturb their
neighborhoods with long-ranged quadrupolar displace-
ment fields [10,11]. A large body of experimental
evidence also finds that ultrastable glasses evolve
upon heating in a manner consistent with the Avrami
framework of classical nucleation theory [12]: Fronts of
high-temperature supercooled liquid advance at constant
speed into the bulk ultrastable glass [5,13–29], with the
fraction of material retaining ultrastable glass structure
decaying with time according to a compressed exponential
law [15,16,18,30]. By contrast, poorly annealed (“ordi-
nary”) glasses are found to transform homogeneously
into the supercooled liquid upon heating above the glass

transition temperature [20,27]. This difference of behavior,
also observed in pressure-controlled molecular dynamics
(MD) simulations [7,8,30,31], suggests a process analo-
gous to crystal freezing and melting [6–8,32] and raises the
possibility that a thermodynamic first-order transition
mediated by nucleation and domain growth separates
poorly annealed glass from well-annealed glass [6,8,33].
Indeed, as with crystals, a notion of structural order also

applies to supercooled liquids. In these amorphous systems,
local equilibrium structure constrains [34] and is con-
strained by [35] neighboring structure up to a finite distance
ξPTS (the “point-to-set” length) away [36]. Random first-
order transition theory (RFOT), known to be exact in
infinite dimension [37], predicts systems below a critical
temperature TMCT to be separated into a mosaic of ξPTS-
sized domains of mutually incompatible amorphous order
[1,36,38]. As demonstrated by randomly pinned glasses
[39] and supercooled liquids coupled to a reference
configuration [3], amorphous order can in principle lead
to first-order transitions in amorphous systems, supporting
the possibility of a first-order transition in supercooled
liquids [40].
Nucleation and domain growth is not the only available

explanation for the equilibration dynamics of glass formers,
however. Particles in supercooled liquids are trapped into
“cages” by their nearest neighbors, rattling around for long
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periods between cage-escape events in which they hop out
of one cage and into another [41,42]. As a local plastic
event within an otherwise elastic material, a cage escape
weakens its neighborhood, creating the conditions for more
cage escapes [11]. Such a process, in which rearrangements
propagate mobility to their local neighborhoods, is known
as dynamical facilitation [43,44] and plays an important
role in glassy liquids [45]. This self-propagation of
mobility results in avalanches of plastic events correlated
in space and time [42]. On long timescales, these
avalanches appear as large clusters of spatially correlated
mobility that grow as a function of the timescale [43,46],
resembling domain growth. Dynamical facilitation plays
an important role in the equilibrium dynamics of super-
cooled liquids, and it could also be the key mechanism at
play in equilibration dynamics, i.e., relaxation toward
equilibrium. Indeed, many of the phenomena observed in
glasses upon heating or cooling are also seen in kinetically
constrained models (KCMs), spin-lattice models in which
spins interact only via facilitation [47] upon heating
[2,48,49] or cooling [50]. Dynamical facilitation therefore
offers a possible alternative explanation for the behavior
of glasses during heating [20,51] and cooling [50]. In this
paper, we show that it is indeed dynamical facilitation that
governs the equilibration dynamics of glasses, not nucle-
ation followed by domain growth.
We first address the question of nucleation interpreted in

the classical sense [52] of a competition between bulk and
interfacial free energies which sets a critical size above
which randomly nucleated domains will grow and below
which they will shrink. We distinguish nucleation, which
involves a thermodynamic drive toward domain growth as
small domains (of linear size smaller than the nucleation
length) are suppressed, from the evolution of structure via
random, thermally activated rearrangements, with no sup-
pression of small domains. In the latter case, an additional
mechanism is required to explain domain growth. In the
second part of this paper, we show that dynamical facili-
tation fills this role.
We conduct MD simulations of a polydisperse glass

at fixed temperature Teq and pressure P for two sets of
initial conditions. In simulation runs using the first set of
initial conditions, which we refer to as homogeneous
simulations, the initial state corresponds to equilibrium
at an initial temperature T0 different from the thermostat
temperature Teq. In simulation runs using the second
type of initial condition, which we refer to as slab
simulations, we introduce a system-percolating slab of
Teq equilibrium structure lying in the x≡ 0 plane that
interrupts the T0 structure of the surrounding system [see
Figs. 4(a) and 4(b)]. In this geometry, the slab can expand
while keeping the size and shape of its boundary fixed,
avoiding any putative interfacial free-energy cost as it
expands. In a classical nucleation theory scenario, the slab
represents a nucleus above the critical nucleus size. We fix

T low ¼ min fT0; Teqg and Thigh ¼ max fT0; Teqg so that
any critical point separating T0 and Teq during heating will
also do so during cooling.
These simulations provide a number of tests for nucle-

ation and domain growth:
(1) We can characterize the local structure and dynam-

ics, and simply look (by eye) for growing domains of
Teq structure in individual realizations of the homo-
geneous simulation.

(2) We can also look for evidence of a nucleation time in
these simulations.

(3) We can quantitatively track domain growth via
the displacement of the slab boundary in slab
simulations.

(4) We can assess the roughness of domains, both
qualitatively in individual realizations of the homo-
geneous simulation and quantitatively (via the width
of the slab boundary) in the slab simulation.

As we will show, all four tests argue against nucleation,
with the most striking evidence provided by the absence of
domain growth during cooling, as we shall discuss.
We validate these tests by first applying them to a

crystallizing monodisperse system with temperatures
T low and Thigh straddling its melting point, verifying our
expectations for the case of a genuine first-order transition.
We then apply this methodology to our polydisperse model
glass, obtaining results inconsistent with the nucleation and
growth mechanism. Finally, we support our claim that
dynamical facilitation is responsible for the equilibration
dynamics of glasses by applying the same four tests to two
plaquette models, the triangular plaquette model (TPM)
[50,53,54] and the square pyramidal plaquette model
(SPPM) [55].
Plaquette models are spin-lattice models with a dual

representation in terms of plaquettes with trivial thermo-
dynamics and kinetically constrained dynamics [56] cor-
responding to KCMs in the plaquette representation. The
TPM and SPPM are similar by design, and the mechanisms
underlying dynamical facilitation in these two systems
differ greatly from the elastoplastic mechanism for facili-
tation in supercooled liquids and glasses [11]. We find that
just like our polydisperse model glass, these plaquette
models exhibit domain growth during heating and none
during cooling. For all three systems, domain growth
during heating proceeds at a constant speed that persists
even as the system relaxes. The only notable difference
between the systems is the evolution of domain roughness,
which is different for all three systems and therefore not a
test for facilitation-driven dynamics.
In investigating nucleation and domain growth and the

role of dynamical facilitation as above, we also establish
two side results of particular interest. First, we provide
direct support for a two-state equilibration scenario in
which glasses evolve from their initial state into the target
equilibrium state (set by the thermostat) via direct
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transformation of structure into the target equilibrium
structure, as opposed to via one or more intermediate
structural states. This scenario has long been the exper-
imental consensus for heating [6,14,22,24,28,29,57,58].
However, we notably also find it to hold for cooling.
Second, to support dynamical facilitation as the governing
mechanism for the equilibration dynamics of glasses, we
show that the equilibration dynamics of the TPM in the slab
geometry, which closely resembles that of the supercooled
liquid, can be captured using the same phenomenological
model for both heating and cooling.
The structure of this paper is as follows. In Sec. II, we

discuss in detail our model crystal and glass systems, and
the way in which our simulation protocols are applied to
them. In Secs. III and IV, we apply our four tests to the
model crystal and glass systems. We defer a broader
discussion of the significance of these results until
Sec. VI. In Sec. V, we introduce our two plaquette models
and show the results of applying the four tests to them.
Finally, in Sec. VI, we synthesize the results for the four
different systems, discussing the conclusions that can be
drawn from comparing these results with each other.
Readers may find it helpful to refer to Sec. VI after they
read about each of the four model systems (two particulate
systems and two plaquette models) in turn.

II. SYSTEM

Our three-dimensional monodisperse crystal and two-
dimensional polydisperse glass systems comprise particles
of uniform mass m interacting via the pair potential

Vðr̃Þ ¼
(
V0ðr̃−12 þ c0 þ c2r̃2 þ c4r̃4Þ; r̃ ≤ 1.25;

0; r̃ > 1.25;
ð1Þ

where

r̃ ¼ 2r=½ðσi þ σjÞð1 − 0.2jσi − σjjÞ�:

Here, r is the separation between particles i and j with sizes
σi and σj, and the constants c0, c2, and c4 are chosen such
that Vð1.25Þ ¼ V 0ð1.25Þ ¼ V 00ð1.25Þ ¼ 0 (Appendix A 1).
Following Ref. [59], for the polydisperse system, σi for
each particle is drawn independently from a distribution
with probability density ∝ σ−3 in the interval ½σmin; σmax�,
with σmin and σmax chosen such that the coefficient of
variation of σ is cσ ¼ 0.23. This system, introduced in
Ref. [59], is designed to allow equilibration to temperatures
well below TMCT using swap Monte Carlo simulations. We
take V0, σ̄, m, and V0=kB to be our energy, length, mass,
and temperature units, where kB is the Boltzmann constant
and where σ̄ is the expected value of the particle size
distribution. The system coordinates are centered at the
origin, and periodic boundary conditions are imposed along
each axis of the system.

We prepare our initial states using constant-volume
Monte Carlo simulations implemented as described in
Appendix A 2. For the monodisperse case, the homo-
geneous simulations have N ¼ 27648 particles and initial
lengths 48, 12

ffiffiffi
3

p
, and 8

ffiffiffi
6

p
along the x, y, and z axes,

respectively, corresponding to number density ρ ¼ ffiffiffi
2

p
.

These system dimensions are compatible with a perfect
fcc crystal, the ground state for this system (Appendix A 7).
For melting, we heat the system from an initial configu-
ration equilibrated to T low ¼ 1.90 using a thermostat at
Thigh ¼ 2.35, while for freezing, we cool the system from
an initial configuration equilibrated to Thigh ¼ 2.10 using a
thermostat at T low ¼ 1.48.
For the slab simulations in the monodisperse system, we

fix T low ¼ 2.0 and Thigh ¼ 2.1, which straddle the melting
point. We preserve the compatibility of the system dimen-
sions with a perfect fcc crystal by not attempting to
eliminate the initial pressure gradient at the slab boundary
in slab simulations, other than by our choice of narrowly
separated T low and Thigh. Instead, we double the number of
particles and the system size along the x axis, as compared
to the systems used for homogeneous simulations. This
allows for time between the early-time pressure wave
dissipating and the left and right slab fronts colliding at
the periodic boundary of the system. For freezing, we
define our frozen slab to be the region with x coordinate
satisfying jxj < 6. For melting, our preparation protocol
(Appendix A 2) requires us to specify the size of the frozen
nonslab region instead, leaving the size of the melted slab
region to be an emergent property of our preparation
protocol dependent on the size of the interface. We define
the nonslab region to be that with x coordinate satisfy-
ing jxj ≥ 8.
For the polydisperse case, we simulate N ¼ 20 000

particles and fix T low ¼ 0.06 and Thigh ¼ 0.14 for both
homogeneous and slab simulations. The homogeneous
heating simulations have initial lengths 200.00 and
100.00 along the x and y axes, respectively, corresponding
to number density ρ ¼ 1. At this density, TMCT ≈ 0.12 [46],
such that (accounting for density changes [60]) T low and
Thigh straddle TMCT. The homogeneous heating simulations
follow these systems to steady state at Thigh, corresponding
to (average) system lengths 204.70 and 102.35 (ρ ≈ 0.955)
along the x and y axes. These Thigh equilibrium configu-
rations are then used as the initial T0 ¼ Thigh states for the
homogeneous cooling simulations.
Our choice of T low ¼ 0.06 and Thigh ¼ 0.14 comes from

practical considerations. We require T low < TMCT to ensure
that T low is low enough for facilitation to play an important
role in the equilibrium dynamics [43] and for amorphous
order to set in [1,38]. The lower we set T low, the stronger we
expect dynamical facilitation to be and the slower we
expect the dynamics to be. We choose T low ¼ 0.06 as a
compromise between strong facilitation and dynamics fast
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enough that we are able to see appreciable structural
evolution on the timescale of a week of run-time. While
this value of T low corresponds to a less stable ultrastable
glass than is typically encountered in the experimental
literature [25,32], it was found in Ref. [8] that choosing a
much cooler T low (T low ¼ 0.035) only quantitatively
changes the behavior of fronts observed during heating.
This suggests that T low ¼ 0.06 is low enough to capture the
physics of extremely stable systems.
At number density ρ ≈ 0.955 the onset temperature is

Tonset ≈ 0.15 [46]. We check that increasing Thigh, even
above Tonset, does not affect our results for heating (in terms
of the four tests). However, choosing Thigh ¼ 0.14, below
Tonset, ensures that we are probing a potential ultrastable-to-
poorly-annealed glass transition, rather than a transition
between an ultrastable glass and a high-temperature liquid.
For the slab simulations in the polydisperse system, we

define the slab to be the region satisfying jxj < b, where
b ¼ 25.00 for heating and 25.56 for cooling. In slab
simulations, we greatly reduce the initial pressure gradient
at the slab boundary by first equilibrating the system in its
entirety to Teq, with system dimensions 200.00 and 100.00
if Teq ¼ T low or 204.70 and 102.35 if Teq ¼ Thigh, then
shrinking or stretching the nonslab region along the x axis
such that ρ ≈ 0.955 in this region if T0 ¼ Thigh or ρ ¼ 1 if
T0 ¼ T low, before finally evolving this nonslab region with
Monte Carlo moves at temperature T0 until it reaches
steady state.
Our MD simulations are performed in LAMMPS [61] (see

Appendix A 3), adopting a Nosé-Hoover thermostat and a
Berendsen barostat that keeps the relative sizes of the
system along each axis constant. In order to minimize
the perturbation to the system due to the start-up of the
barostat, we fix the pressure such that the virial contribution
to the pressure at the beginning of the MD simulation
matches that of the target Teq equilibrium state. For any
given MD simulation, we average our results over 100
realizations, except when explicitly considering individual
realizations or when performing the homogeneous simu-
lations on the polydisperse glass, in which case we average
over only ten realizations.
We define time t ¼ 0 as the time at which the MD

simulations begin. For our analysis, it is necessary to
measure the distributions of structural and dynamical
quantities in the initial, untransformed state during homo-
geneous simulations, as well as at equilibrium at the target
temperature Teq. Our methodology for obtaining these
distributions can be found in Appendix A 4.

III. CRYSTAL CASE STUDY

We first validate our tests by applying them to the first-
order melting and freezing transitions of a monodisperse
system of particles, in which the growth of nuclei is driven
by bulk free-energy differences [62], with structural

frustration at the boundary of the nucleus suppressing
roughness and promoting domain growth [63,64]. We track
the evolution of structure in this system using Tong and
Tanaka’s Θ order parameter [65], a local measure of
packing inefficiency that vanishes in the limit of perfect
fcc structure. We also track the corresponding evolution of
the mobility μðtÞ defined here for each particle as the
magnitude of its inherent-state displacement between times
t and tþ 0.1.
Test 1: Here we simply look for the emergence and

growth of Teq-structure domains in individual realizations
of the homogeneous simulation. Figures 1(a) for melting
and 1(e) for freezing (see also Appendix B 5) both show a
domain of Teq structure and dynamics which grows to span
the system along the narrow horizontal axis. At this point,
the domain can expand without gaining additional inter-
facial area, making this width an upper bound for the
critical nucleus size, and we see the domain quickly grow to
envelop the entire system.
Test 2: Here we look for evidence of a waiting time for

nucleation. In Fig. 1(a), we see that the time between
forming a system-spanning nucleus and melting the entire
system is of order t ∼ 100, while it takes a time of order
t ∼ 102 for this system-spanning nucleus to appear. For
cooling [Fig. 1(e)], these timescales are t ∼ 102 and t ∼ 103,
respectively. This scale separation between the nucleation
and domain growth times holds true across realiza-
tions (Sec. VI).
Two-state scenario: Our third and fourth tests involve slab

simulations. To ensure that the results from these are relevant
to systems without an artificial slab, we first demonstrate
that the structural evolution observed in the homogeneous
simulations corresponds to a two-state scenario, such that at
any time t, a fraction f of the system has local structure
distributed according to equilibrium at the thermostat
temperature Teq (the target state), while the remaining
fraction 1 − f retains its initial distribution of structure,
corresponding to equilibrium at temperature T0 (the initial
state). In this scenario, widely expected to hold for the
heating of ultrastable glasses [6,14,22,24,28,29,57,58], the
distribution Pðϕ; tÞ of a local structural indicator ϕ with
initial-state distribution P0ðϕÞ and target-state distribution
PeqðϕÞ will evolve according to

Pðϕ; tÞ ¼ ð1 − fðtÞÞP0ðϕÞ þ fðtÞPeqðϕÞ; ð2Þ

interpolating between P0ðϕÞ and PeqðϕÞ as the transformed
fraction f grows with time. Given distributions P0ðϕÞ,
PeqðϕÞ, and Pðϕ; tÞ for a structural quantity ϕ, we can
extract the transformed fraction f from Pðϕ; tÞ under the
assumption that Eq. (2) holds (see Appendix A 8).
Alternatively, Eq. (2) implies that
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

FIG. 1. Crystal melting (a)–(d) and freezing (e)–(h) transitions in a monodisperse system. (a),(e) Snapshots in the z≡ 0 plane of (top
row) the Θ order parameter and (bottom row) the mobility μ as a nucleus appears and grows in an individual trajectory. (b),(c),(f),(g)
Distributions (b),(f) Pðlog10 ΘÞ and (c),(g) Pðlog10 μÞ at times (b),(c) t ¼ 100; 200;…; 600 and (f),(g) t ¼ 1000; 2000;…; 7000 (later
time, lighter color). The red curves in (b) and (c) are equilibrium distributions. (d),(h) Untransformed fraction 1 − f for f calculated from
Pðlog10 ΘÞ (dashed red), Pðlog10 μÞ (dashed green), potential energy V̄ (solid orange), inherent-state potential energy VIS (solid blue),
Θ̄ (solid red), log10 Θ (dotted red), μ̄ (solid green), and log10 μ (dotted green).

DYNAMICAL FACILITATION GOVERNS THE EQUILIBRATION … PHYS. REV. X 14, 031012 (2024)

031012-5



1 − fðtÞ ¼ ϕ̄eq − ϕ̄ðtÞ
ϕ̄eq − ϕ̄0

; ð3Þ

where ϕ̄0, ϕ̄eq, and ϕ̄ðtÞ are themeanvalues of the quantityϕ
distributed according to P0ðϕÞ, PeqðϕÞ, and Pðϕ; tÞ, respec-
tively, allowing us to calculate f from the evolving mean
of ϕ.
If the two-state scenario holds, we should obtain the

same value for the transformed fraction f, regardless of
whether we use the distribution Pðϕ; tÞ or the mean ϕ̄ðtÞ to
calculate it, and regardless of which local structural variable
ϕ we choose. We can therefore test the validity of the two-
state scenario by calculating f from both Pðϕ; tÞ and ϕ̄ for a
variety of different structural quantities ϕ (Appendix B 2).
In practice, we only calculate f from Pðϕ; tÞ for a single
structural quantity ϕ, since this is more complicated to do
(Appendix A 8). Though it is not a requirement of the two-
state equilibration scenario, we also check if we can obtain
f from Pðϕ; tÞ and ϕ̄ when ϕ is a dynamical, rather than
structural, quantity, since the coupling of structure and
dynamics is a question of physical interest.
In Figs. 1(b), 1(c), 1(f), and 1(g), we see that the T0 and

Teq distributions of log10Θ and log10 μ are well separated
[66], making the validity of the two-state scenario immedi-
ately apparent. We calculate 1 − f from these distributions
and plot the resulting curves against 1 − f calculated from
ϕ̄ for ϕ corresponding toΘ, log10Θ, μ, log10 μ, the potential
energy V associated with each particle, and the inherent-
state potential energy VIS associated with each particle. As
shown in Figs. 1(d) and 1(h), these different methods of
calculating 1 − f agree well with one another, confirming
the validity of the two-state scenario and therefore the
soundness of the slab simulation as a test for domain
growth, and showing that structure and dynamics are
coupled together in crystal freezing and melting.
Having validated the slab simulations, we calculate the

(ensemble-averaged) Θ profile along the x axis shown as
transparent curves in Figs. 2(c) and 2(d). We identify the
interface at the boundary between a Teq-structure slab and
the surrounding T0-structure region by fitting this profile
with a logistic function

Θðx̃Þ ¼ Θeq þ Θ0

2
þ Θeq − Θ0

2
tanh

x̃ − x�
2λ

; ð4Þ

where the argument x̃ ¼ 2jxj=Lx accounts for changes in
Lx (the system size along x) due to the barostat and takes
advantage of the x ↦ −x symmetry of our slab geometry
[67]. The parameters Θeq, Θ0, x�, and λ are fit at each
snapshot of time t, representing, respectively, the plateau
value ofΘwithin the slab of Teq structure, the plateau value
of Θ outside this slab, the interface center, and the interface
width. The order parameter Θ is invariant with respect to
isotropic expansion, and is therefore insensitive to the

transient effect of the pressure gradient at time t ¼ 0,
making it an especially suitable choice for our analysis.
Test 3: Here we check for domain growth in the slab

simulation. As we see in Figs. 2(c) and 2(d), the slab of Teq
structure indeed grows in both melting and freezing
simulations. Figures 2(e) and 2(f) show that after an initial
transient of around 150 time units, which we associate with
the dissipation of the pressure gradient present in the initial
configuration, the displacement Δx� ¼ x�ðtÞ − x�ð0Þ of the
interface center increases at constant speed. Both this
constant front speed and the two-state equilibration sce-
nario accord with the description of domain growth within
the Avrami formalism [12] for crystallization and melting.
Test 4: In our final test, we look for evidence that

interfacial area is being minimized. In Fig. 1(a), we see a
transition from the domain boundary being preferentially
aligned along a crystal lattice vector to being aligned
horizontally, while in Fig. 1(e), the domain boundary

(c) (d)

(e)

(g)

(f)

(h)

(a) (b)

FIG. 2. Dynamics of melting and freezing for temperatures
T low ¼ 2.0 and Thigh ¼ 2.1 tightly straddling the critical point,
given an artificial target-state slab at time t ¼ 0. (a),(b) Slice
along z ¼ 0 of the initial configuration, colored according toΘ on
a logarithmic scale from 10−3 to 10−1 (higher Θ, lighter color).
(c),(d) Average Θðx̃Þ at times t ¼ 0; 50;…; 300 for melting, and
t ¼ 0, 40, …, 400 for freezing (later time, lighter color). Trans-
parent curves correspond to raw data, solid curves to fits. Here,
x̃ ¼ 2jxj=Lx, where Lx is the time-dependent system size along
the x axis. (e)–(h) Change, relative to their initial value, of the
(e),(f) interface center x� and (g),(h) relative width λ=λ0 obtained
when fitting the profiles to Eq. (4). Here, the initial interface
width λ0 has values λ0 ¼ 0.0213 and 0.0159 in (e) and (f),
respectively. The dashed lines in (e) and (f) are linear fits.
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has no particular initial orientation (the surrounding struc-
ture is amorphous), but also quickly becomes horizontal.
This is evidence of an interfacial energy penalty promoting
a reduction of interfacial area. For the slab simulation, the
initial width λ0 of the interface has to do with the ability of
the T0 and Teq structure to constrain other structure nearby,
but the two-state equilibration scenario means we can
associate further growth in λ with roughening of the
interface. In Figs. 2(g) and 2(h), after the initial pres-
sure-driven transient (t ≥ 150), fluctuations in Δλ ¼ λðtÞ −
λ0 are comparable in magnitude to the size of the noise
floor. This suppression of roughening is further evidence of
an interfacial energy penalty promoting a reduction of
interfacial area.
In summary, the results of our four tests match our

expectations for a nucleation and domain growth process,
validating our methodology.

IV. GLASSES

By adjusting our methodology for calculating Θ
(Appendix A 5) and redefining the mobility μðtÞ to be
the inherent-state displacement of a given particle between
times t and tþ 100 (accounting for Mermin-Wagner
fluctuations as described in Appendix A 6), we can use
Θ and μ to characterize the local structure and dynamics of
our two-dimensional polydisperse glass.
Test 1: Here we look for growing Teq-structure domains

in an individual realization of the homogeneous simulation
(Appendix B 5). In Fig. 3(a), we see growing high-Θ and
matching high-μ domains, representing clear evidence that
heating is mediated by domain growth. We do not,
however, see any visible low-Θ or low-μ domains during
cooling in Fig. 3(e), suggesting a lack of domain growth in
this case. This is a first and important difference from the
crystal case.
Two-state scenario: Before applying our second test,

which will benefit from the results of the slab simulations,
we confirm the validity of the two-state scenario. We find
good agreement between 1 − f calculated from the differ-
ent structural quantities PðΘÞ, V̄, VIS, Θ, and log10Θ in
Figs. 3(d) and 3(h), establishing the validity of the two-state
scenario for both heating and cooling. These figures also
highlight a major difference between heating and cooling:
the coupling of structure and dynamics. For heating, this
coupling is evident from the matching high-Θ and high-μ
domains and the good agreement between 1 − f calculated
using any of our structural quantities with 1 − f calculated
from Pðlog10 μÞ or μ̄ [Fig. 3(d)] demonstrates this yet
further. [We do see a deviation from this trend of 1 − f
calculated from log10 μ due to the rightward shift of the
P0ðlog10 μÞ mode with time in Fig. 3(c); see also
Appendix B 1.]
For cooling, however, 1 − f calculated from μ̄ or log10 μ

decays much faster than 1 − f calculated from structural

quantities [Fig. 3(h)], and while PðΘÞ evolves in accor-
dance with the two-state scenario of Eq. (2) [Fig. 3(f); see
also Appendix A 8], the evolution of Pðlog10 μ; tÞ, com-
prising a continuous shift of the initial distribution
P0ðlog10 μÞ toward lower mobility [Fig. 3(g)], does not.
We therefore see that structure and dynamics are decoupled
during cooling.
Test 2: Our second test is to look for evidence of a

nucleation time. With no evidence of domain growth
during cooling, we focus here on heating. In a classical
nucleation theory scenario, small domains are suppressed,
so the nucleation time should be much larger than the
timescale of individual rearrangements (successful nucle-
ation should require many attempts), as was the case for
the crystal (Fig. 1). We see in Fig. 3(a) that Thigh-structure
domains first appear at time t≲ 104. As can be seen in
Fig. 3(d) [see also Fig. 8(c)], this timescale is no larger
than the timescale t ∼ 104 for the relaxation of the system
as the domains grow.
This absence of a significant waiting time (and hence,

putative nucleation time) is reinforced by the results of the
slab simulations. In these, we find [Fig. 4(e)] that Thigh-
structure fronts advance with speed 1.57 × 10−3 into the
bulk. A domain growing isotropically at this speed would
take 6.37 × 104 time units to span the x axis (Lx ≈ 200).
This is the time required for a growing, initially point-sized
domain to fully relax the system into the Thigh state, without
allowing for any waiting time. We see in Fig. 3(d) that this
is a good quantitative match with the actual time taken for
the system to fully relax into the Thigh state, implying that
the waiting time is small on the timescale of domain
growth. The high density of disjoint growing domains
visible at t ¼ 20 000 in Fig. 3(a) attests to this too.
Test 3: Here we see if the Teq-structure slabs grow in the

slab simulation. As we have already mentioned,
Teq ¼ Thigh-structure slabs indeed grow in heating simu-
lations, with the center of the slab interface x� advancing
with constant speed up to the system size limit [Figs. 4(c)
and 4(e)]. In the case of cooling, however, we see that
slabs of Teq ¼ T low structure do not grow at all [Figs. 4(d)
and 4(f)]. This shows that the reason no domains of T low
structure are visible in Fig. 3(e) is that such domains do not
grow in the first place. In a classical nucleation theory
scenario, the competition between bulk and interfacial free
energies would apply to both heating and cooling, with the
free-energy difference between T low and Thigh structure in
fact being larger during cooling given the lower thermostat
temperature Teq ¼ T low. This asymmetry and lack of
domain growth during cooling is therefore a strong piece
of evidence against this scenario.
Test 4: Here we investigate whether the size of the

interface is being minimized. The high-mobility domains
visible in Fig. 3(a) clearly have rough edges, and we see no
alignment along the horizontal axis to minimize the length
of the interface. Indeed, spanning the system appears to
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have no impact on the growth of domains in Fig. 3(a),
unlike in the crystal case, where spanning the system was
associated with an acceleration of domain growth and
alignment of the domain boundaries with the short axis of
the system [Figs. 1(a) and 1(e)]. The growth of the interface

width λ in slab simulations provides further evidence
against a thermodynamic drive to minimize the size of
the interface. After an early-time transient (t≲ 103) of
diffusive growth (Δλ ∼ t1=2), we see that the growth in λ
during heating [Fig. 4(g)] is superdiffusive until the time

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

FIG. 3. Heating (a)–(d) and cooling (e)–(h) of a two-dimensional polydisperse supercooled liquid between temperatures 0.06 and
0.14. (a),(d) Snapshots of the mobility μ as the system evolves, exhibiting domain growth during heating and quadrupoles during
cooling, once rearrangements are sufficiently rare. (b),(c),(f),(g) Evolution of the (b),(f) Θ and (c),(g) log10 μ distributions at times (b),(c)
t ¼ 6000; 12 000;…; 60 000 and (f),(g) t ¼ 102.0; 102.5;…; 106.0 (later time, lighter color). The red curves in (f) and (g) are equilibrium
distributions obtained from equilibrium trajectories at the target temperature and pressure. (d),(h) Untransformed fraction 1 − f for f
calculated from Pðlog10 ΘÞ (dashed red), Pðlog10 μÞ (dashed green), V̄ (solid orange), VIS (solid blue), Θ̄ (solid red), log10 Θ (dotted
red), μ̄ (solid green), and log10 μ (dotted green).
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t ≈ 12 000 at which the opposite sides of the slab meet at
the periodic boundary. This indicates significant interfacial
roughening, faster even than the naïve diffusive expectation
for an unsuppressed, freely diffusing interface.
In summary, the glass behaves very differently from the

crystal upon equilibration. All four tests reveal discrepan-
cies between observations and expectations based on a
nucleation and growth picture.

V. PLAQUETTE MODELS

Here we show that the very same findings that are
inconsistent with a nucleation and growth picture are
explained naturally with dynamical facilitation, understood

in its broadest sense as the self-propagation of mobility,
independent of the mechanisms through which this propa-
gation is achieved. To this end, we apply our four tests to
the TPM and SPPM. These models have been shown to
display a diverging (at zero temperature) point-to-set
length, but the interfacial tension between amorphous
metastable states in these systems is zero, and their
equilibrium dynamics is completely driven by dynamical
facilitation, not by RFOT dynamics [68].

A. Model details

The TPM and SPPM are, respectively, two- and three-
dimensional lattice models comprising spins si ∈ f−1; 1g [i
being the lattice coordinate ði; jÞ or ði; j; kÞ] interacting via
Hamiltonians

H ¼ −
J
2

X
i

pi; ð5Þ

where J is the interaction energy, and the plaquette
pi ∈ f−1; 1g is the product of the triplet of spins si−1;j,
si−1;jþ1, and si;j in the TPM and the quintuplet of spins
si−1;j−1;kþ1, si−1;j;kþ1, si;j−1;kþ1, si;j;kþ1, and si;j;k in the
SPPM. We evolve these systems according to Glauber
dynamics [69]: Nodes are randomly selected, one at a time,
to undergo a trial flip si ↦ −si with probability

PðflipÞ ¼ 1

1þ eβΔE
ð6Þ

of acceptance, whereΔE is the change in energy that would
result from this spin flip and β ¼ 1=kBT for temperature T.
Given periodic boundary conditions and a number of
particles along at least one axis that is a power of 2, there
is a one-to-one correspondence between spins and pla-
quettes [50], and it is in the plaquette representation that the
TPM and SPPM are seen to be KCMs, with noninteracting
Hamiltonians [Eq. (5)] and facilitation resulting from the
kinetic constraint that trial moves correspond to a triplet of
plaquettes pi;j, piþ1;j−1, and piþ1;j flipping simultaneously
in the TPM and a quintuplet of simultaneously flipping
plaquettes pi;j;k, pi;j;k−1, pi;jþ1;k−1, piþ1;j;k−1, and
piþ1;jþ1;k−1 in the SPPM.
We take the indices i, j, and k to vary along the x, y, and

z axes, respectively, with bond length b separating adjacent
nodes along an axis, and adopt b, J, and J=kB as our length,
energy, and temperature units. We assume a constant rate of
N trial flips per unit of time, where N is the number of
lattice points in the system. For both the TPM and SPPM,
we simulate systems with 128 lattice points along
each axis.
We once again conduct homogeneous and slab simu-

lations. For the slab simulations, we define our slab to be
the set of points with axis coordinate α satisfying jαj < 12,
where α is the x coordinate in the TPM case and the z

(c) (d)

(e)

(g)

(f)

(h)

(a) (b)

FIG. 4. Dynamics of (left column) heating and (right column)
cooling supercooled liquids between temperatures T low ¼ 0.06
and Thigh ¼ 0.14 straddling TMCT, given an artificial target-state
slab at time t ¼ 0. (a),(b) Initial configuration for (a) heating and
(b) cooling, colored according to Θ on a linear scale from 0.0 to
0.1 (higher Θ, lighter color). (c),(d) Average Θðx̃Þ at times
(c) t ¼ 0; 2000;…; 20 000 and (d) t ¼ 102.0; 102.5;…; 106.0 (later
time, lighter color). Transparent curves correspond to raw data,
solid curves to fits. As before, x̃ ¼ 2jxj=Lx, where Lx is the time-
dependent size of the system along the x axis. (e)–(h) Change
relative to their initial value of the (e),(f) interface center x� and
(g),(h) relative width λ=λ0 obtained when fitting the profiles to
Eq. (4). Here, the initial interface width λ0 has values λ0 ¼
0.004 28 and 0.004 14 in (g) and (h), respectively. The dashed
line in (e) is a linear fit, while the dashed line in (g) represents
diffusive growth of approximately t

1
2, showing that λ is growing

superdiffusively. The dotted curve in (c) and vertical lines in (e)
and (g) correspond to time t ¼ 12 000, above which we judge the
left and right boundaries of the slab to interact with one another at
the x̃ ¼ �1 periodic boundary of the system.
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coordinate in the SPPM case. Since plaquettes do not
interact in these systems [Eq. (5)], we equilibrate the slab
and nonslab regions by randomly sampling the excitation
state of each plaquette site with equilibrium probability
1=ð1þ e1=TÞ of being excited, where T ¼ Teq in the slab
and T0 outside the slab. Because the TPM is not invariant
under x ↦ −x and the SPPM is not invariant under
z ↦ −z, we treat the interfaces on the left (α < 0) and
right (α > 0) sides of the slab separately.

B. Test results

Test 1: Here we look for growing domains in an
individual realization of the homogeneous simulation. As
we see in Fig. 5, there is domain growth in both the TPM
and SPPM during heating but not during cooling. When
present, the domains grow with a characteristic triangular
shape set by the kinetic constraint, highlighting the fact that
this domain growth is due to dynamical facilitation. This
asymmetry of having domain growth during heating but not

(a)

(b)

(c)

(d)

FIG. 5. Structural evolution of the TPM and SPPM during heating and cooling. Systems are initialized at equilibrium at temperature
T0 ¼ 0.0 for heating (a),(b) and 1.0 for cooling (c),(d), and the system is then evolved with Glauber dynamics at temperature Teq ¼ 0.3
(a), 0.5 (b), or 0.2 (c),(d). Markers correspond to the locations of excited plaquettes in the given snapshot of the system. In (b), we show a
slice along the y plane containing the largest number of excited plaquettes at time t ¼ 15 000, so as to capture the birth of the domain. In
(d), we instead show a slice along the y plane containing the smallest number of excited plaquettes at time t ¼ 106, such that if a low-
excitation domain were present at this time, we would capture it.
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during cooling is consistent with the results of Sec. IV for
the polydisperse glass, and different from the results of
Sec. III for a genuine first-order phase transition in the
monodisperse system.
Test 2: Here we look for evidence of a nucleation time.

Ironically, given that there is by design no nucleation in these
systems (the plaquettes do not interact, so there can be no
interfacial tension), the high-energy barrier to thermal
activation in an excitation-free system means that we do
see a significant waiting time of order t ∼ 104 before the
emergence of domains,which grow to envelop the systemon

a time of order t ∼ 103. This waiting time arises due to the
need to escape the large potential energy basin of the defect-
free initial system in order for domain growth to begin.
Two-state scenario: The TPM and SPPM comprise

noninteracting plaquettes in one of two states, so we can
safely assume that the results of slab simulations will relate
to the behavior seen in the homogeneous simulation. There
is therefore no need to test the two-state scenario as we did
for the glass and crystal.
Test 3: Here we track domain growth quantitatively

in the slab simulation. As we show in Figs. 6(e), 6(f), 6(i),

(e) (f) (g) (h)

(a)

(i)

(b)

(j)

(n)(m)

(c)

(k)

(o)

(d)

(l)

(p)

FIG. 6. Dynamics of (left columns) heating and (right columns) cooling the TPM and SPPM from temperature T0 to Teq for
ðT0; TeqÞ ¼ ð0.0; 0.3Þ (first column), (0.0,0.5) (second column), (0.3,0.2) (third column), and (0.5,0.4) (last column), given an artificial
target-state slab at time t ¼ 0. (a)–(d) Initial configuration for (a) TPM heating, (b) SPPM heating, (c) TPM cooling, and (d) SPPM
cooling, with markers corresponding to excited plaquettes (in the y ¼ 0 plane for the SPPM). The hotter region is shaded red, while the
colder region is shaded blue. (e)–(h) Normalized concentration c̃ ¼ 1

2
þ f½c − ðceq þ c0Þ=2�=jceq − c0jg of excited plaquettes within

bins of constant x (TPM) or z (SPPM) at times (e) t ¼ 0; 10 000;…; 100 000, (f) t ¼ 0; 1000;…; 10 000, (g) t ¼ 0, 103, 104, 105, and
106, and (h) t ¼ 0, 101, 102, 103, 104, and 105 (later time, lighter color). Here, c is the unnormalized concentration, and c0 and ceq are the
equilibrium concentrations 1=ð1þ e1=TÞ for T ¼ T0 and Teq, respectively. Transparent curves show raw data; solid curves are fits to
Eq. (4). The solid curves fully overlap with the transparent curves, apart from in (g). Bottom rows: change in the fit parameters (i)–(l) x�
and (m)–(p) λ relative to their values in the fit to the t ¼ 0 profile. The orange curves correspond to the slab interface initially at negative
x, the blue curves to the slab interface initially at positive x. The dashed lines in (i)–(l) are linear fits; the dashed lines in (m)–(p) are
power-law fits. There is no blue curve in (o) because it is below the noise floor. The dotted curve in (e) and vertical lines in (i) and (m)
correspond to time t ¼ 50 000, above which we judge the left and right boundaries of the slab to interact with one another.
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and 6(j), the result of the third test is that slabs in the TPM
and SPPM indeed grow upon heating, with the displace-
ment of the interface center from the slab center increasing
at a constant rate. The speed at which the center of the left
interface advances is different from the corresponding
speed for the right interface, as expected given the
asymmetric kinetic constraints. By contrast, we see in
Figs. 6(g), 6(h), 6(k), and 6(l) that Teq-structure slabs in the
TPM and SPPM do not grow during cooling, but some-
times even shrink slightly. These results are, once again,
consistent with the results of the polydisperse glass.
Test 4: Here we look for evidence of constraints on the

roughness of growing domains. During heating, the grow-
ing TPM domains in Fig. 5(a) have rough boundaries, but
we see little roughness in the growing SPPM domains in
Fig. 5(b). There is also no evidence of accelerated domain
growth once the system spans the box width, as seen in
Figs. 1(a) and 1(e) for the monodisperse crystal. This is
confirmed by the growth of the interface width λ in the slab
simulations. As shown in Fig. 6(m), λ grows approximately
diffusively during heating in the TPM, while, as seen in
Fig. 6(n), the growth of λ in the heated SPPM is strongly
subdiffusive. Despite the similar designs of the TPM and
SPPM, the roughness of growing domains during heating
has very different dynamics in the two cases. We note that
even within a given model, the power law for the growth of
λ for the left interface differs from the power law for the
right interface. This shows that the asymmetric constraint is
affecting the rate of roughening, and highlights the sensi-
tivity of roughening to the mechanism underlying facili-
tation. The fact that neither the TPM nor the SPPM see the
superdiffusive growth of λ seen in the heated polydisperse
glass is consistent with this.
We see that the main phenomena associated with the

equilibration dynamics of glasses—Avrami-like domain
growth during heating and an absence of domains during
cooling—can be obtained purely via dynamical facilitation,
even with trivial thermodynamics, as in the KCMs studied
here, suggesting that these two-state scenario behaviors are
generic to dynamically facilitated systems. The one phe-
nomenon seen in the glass but not recovered in the KCMs is
superdiffusive roughening during heating, but this rough-
ening behavior is highly sensitive to the specific details of
the system, varying not only between KCMs, but even
between the left and right boundaries of a single slab.

C. Phenomenological model

From the shared phenomenology of the polydisperse
glass and the KCMs, we can build a minimal, phenom-
enological model of slab growth,

∂tc ¼ ðceq − cÞ=τ þ sj∂xcj þD∂
2
xc; ð7Þ

where c is the excitation state of the system (e.g., Θ or the
plaquette concentration c), τ is the local relaxation time of

the system, s is the speed of mobility propagation (the
absolute value ensuring that transport is always directed
from high to low mobility), and D is a diffusion constant
accounting for the roughening of the system. This allows us
to discuss the observed dynamics of these systems in terms
of specific dynamical ingredients. For simplicity, we focus
on slab growth in the TPM, identifying the contributions to
the rate of change ∂tc of the plaquette concentration c, and
noting system-dependent considerations when they arise.
The first contribution we consider is the mobility

propagation sj∂xcj. In the ultrastable glass heating liter-
ature, experiments [24,28] and a KCM study [51] find front
speeds s¼ ls=τeqðTeqÞγ , where γ ≈ 1. Comparing Figs. 4(c)
and 6(f) with Figs. 4(i) and 6(j), we see that in both the
polydisperse glass and the TPM, the velocity of the
interface center remains constant even after significant

(a) (b)

(c)

(e)

(d)

(f)

FIG. 7. Dynamics of the phenomenological model governed by
Eq. (7) for constants ls ¼ 0.18 and lD ¼ 0.25 given an artificial
target-state slab at time t ¼ 0. Heating (left column) is performed
between temperatures T0 ¼ 0.0 and 0.3 using τ0 ¼ 0.549 and
a ¼ 0.253, and cooling (right column) is performed between
temperatures T0 ¼ 0.3 and 0.2 using τ0 ¼ 0.705 and a ¼ 1.00.
Parameters are chosen so as to yield behavior similar to the TPM,
establishing the reasonableness of this model, but no explicit fit to
the TPM is performed. (a),(b) Normalized excitation state c̃
defined as in Fig. 6(e) at times (a) t ¼ 0; 1000;…; 10 000 and
(b) t ¼ 0, 103, 104, 105, and 106 (later time, lighter color).
Transparent curves correspond to numerically solved Eq. (7),
solid curves to fits to the x >¼ 0 part of this solution, noting that
cð−xÞ ¼ cðxÞ. (c)–(f) Change, relative to its initial value, of the
interface center position x� (c),(d), and width λ (e),(f) obtained
when fitting the profiles to Eq. (4). The dashed lines in (c) and (d)
are linear fits, while the dashed lines in (e) and (f) represent
diffusive growth of approximately t

1
2.
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relaxation of the nonslab region toward equilibrium, so we
take ls to be a constant.
The specific form of the relaxation time τ is system

dependent, but any sufficiently fragile system would yield
the speeds s ≈ 0 for low Teq and s > 0 for high Teq seen in

Figs. 4 and 6. From the equilibrium behavior τ ∼ e1= logð3ÞT2

[68] of the TPM, we obtain

τ ¼ τ0 exp

�
1= log 3

½ð1 − aÞTeq þ aTf �2
�

ð8Þ

by modifying the Tool, Narayanaswami, and Moynihan
model [70] to yield the TPM relaxation in equilibrium and
to work in the limit of vanishing fictive temperature
Tf ¼ 1= log ðc−1 − 1Þ. Here, τ0 is a constant timescale,
and a is a fit parameter (see Appendix B 4).
Finally, the rate of roughening is system dependent, as

we have discussed. In the TPM, this roughening yields an
approximately diffusive growth of the slab width λ ∼ t1=2,
which can be obtained using a diffusive term D∂

2
xc. From

Figs. 4 and 6, we see that when the interface speed is small,
so is the diffusion rate, so we assume proportionality
between the two: D ¼ l2D=τeq, where lD is a constant.
Comparing Figs. 4 and 7, we see that this phenomeno-

logical model of relaxation dynamics based on dynamical
facilitation captures the key features of slab evolution, both
during heating and during cooling, justifying the separation
of dynamics into distinct local relaxation, constant-speed
drive, and roughening pieces.

VI. DISCUSSION

We have investigated whether the relaxation of a glass
toward equilibrium during heating and cooling proceeds
via nucleation and domain growth in the sense of classical
nucleation theory. By applying the same four tests to the
heating and cooling of a three-dimensional monodisperse
crystal, a two-dimensional polydisperse glass, and the TPM
and SPPM, we found that the equilibration dynamics of our
glass does not resemble that of the melting or freezing
crystal, but instead resembles that of the dynamically
facilitated plaquette models in every discriminating aspect.
This ismade immediately apparent in Fig. 8, which shows

the evolution of 1 − f calculated from Eq. (3) applied
to Θ [Figs. 8(a)–8(d)] or the plaquette concentration c
[Figs. 8(e)–8(h)] for ten individual homogeneous simulation
trajectories (cf. the ensemble-averaged data in Figs. 1, 3,
and 5). For crystal melting and freezing in ourmonodisperse
system, we see a nearly discontinuous change of 1 − f in
Figs. 8(a) and 8(b) once a nucleus is formed, though freezing
trajectories are seen to get trapped in a number of metastable
states in Fig. 8(b). By contrast, the evolution of 1 − f in
both our polydisperse glass and the two plaquette models
[Figs. 8(c)–8(h)] is much smoother and more gradual,
reflecting the absence of a nucleation time in these systems.

For cooling [Figs. 8(d), 8(f), and 8(h)], the lack of variation
between individual trajectories reflects the lack of domain
growth in these systems, which results in better averaging
within individual realizations.
Figure 8 highlights the fact that while the absence of a

nucleation time and the asymmetry between heating being
driven by domain growth and cooling being a homo-
geneous process is not consistent with a classical nucleation
theory scenario, the equilibration dynamics of our glass is
in fact generic to dynamically facilitated systems.
Individual trajectories of the glass resemble those of the
plaquette models and not the crystal because dynamical
facilitation, not nucleation and domain growth, governs the
equilibration dynamics of glasses.

A. Nucleation and domain growth

While we do find that the equilibration of our glass
during heating is mediated by domain growth (Figs. 3, 4,

FIG. 8. (a)–(d) Evolution of 1 − f in homogeneous simulations
calculated from Eq. (3) using the mean value of Θ for ten
individual realizations contributing to the averaged results shown
in (a) Fig. 1(d), (b) Fig. 1(h), (c) Fig. 3(d), and (d) Fig. 3(h).
(e)–(h) Evolution of 1 − f calculated from Eq. (3) using the
concentration c of excited plaquettes for ten individual realiza-
tions in the same regimes as those shown in Fig. 5.
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and 8), we do not find evidence of nucleation for either
heating or cooling. We find no evidence of a nucleation
time for the emergence of Thigh domains during heating,
which appear on a similar timescale to the timescale over
which the front of a growing Thigh domain advances by
one length unit. We also find no evidence of any
thermodynamic drive to minimize the total interface
between the domains of T low structure and Thigh structure
during this heating process. Unlike in the crystal case
[Figs. 1(a) and 1(e)], there is no alignment of the growing
Thigh domain in Fig. 3(a) along the horizontal axis to
minimize its size, and in slab simulations, the slab
boundary exhibits superdiffusive roughening. Cooling
ultimately provides the most striking evidence against a
drive to minimize the interface between domains of Thigh

and T low structure, since the absence of domain growth
combined with the validity of the two-state equilibration
scenario implies that small domains of T low structure
surrounded by Thigh structure proliferate during the cool-
ing process.
This result concerns only nucleation in the thermody-

namic sense of classical nucleation theory. First-order
transitions in systems coupled to a reference configuration
]3 ] and dynamical phase transitions [71] are found in
KCMs, and an explanation of relaxation dynamics based on
those transitions may be possible [4,55]. As we have
shown, however, this explanation cannot involve traditional
nucleation and growth, and we believe that it would
ultimately boil down to a complementary view on how
dynamical facilitation influences relaxation dynamics.
Note, moreover, that our results also do not contradict the

existence of a finite point-to-set length ξPTS or the pos-
sibility of an RFOTmosaic. In fact, the asymmetry between
heating and cooling, including the decoupling of structure
and mobility during the latter process, can be derived via
the microscopic RFOT theory [72,73]. As shown in
Appendix B 3, individual rearrangements perturb the sur-
rounding structure over a length scale ξperturb ∼ 100 similar
to the point-to-set length ξPTS ∼ 100 for our temperature
range [35], with the typical size of perturbations to Θ
comparable to the size ofΘ itself. This raises the possibility
that individual rearrangements create individual domains of
T low structure within a mosaic as the system cools.

B. Dynamical facilitation

We have established that dynamical facilitation drives
the domain growth observed when heating the polydisperse
glass. Despite very different mechanisms for dynamical
facilitation, the interface center x� evolves in the same
manner in both the polydisperse glass and our two plaquette
models. In all cases, its behavior is well captured by a
constant-speed driving term sj∂xcj in Eq. (7).
In recent work, Herrero et al. [8] conducted very similar

slab simulations to ours using the same polydisperse

system and found, suggestively, that it is individual
rearrangements near the slab boundary that advance the
transformation front. In light of the two-state equilibration
scenario, this explains why the significant relaxation of the
nonslab region at times t ≥ 103 in the slab heating
simulations [Fig. 4(e)] does not affect the constant front
speed. As this region relaxes, domains of Thigh structure
grow which contribute to raising the height of the T low-
region plateau in Fig. 4(c) [parameter Θ0 in Eq. (4)], but
which do not advance the front. Instead, the front advances
via the transformation of T low structure adjacent to the front
facilitated by rearrangements near the interface. The same
scenario explains observations of the same behavior in the
TPM [Fig. 6(i)].
The interface width λ, for its part, provides system-

specific information. The initial interface widths λ0 relate to
the ability of local structure to constrain structure nearby,
hence, λ0 in the crystal (Fig. 2) being larger than in the glass
(Fig. 4), while λ0 ≈ 0 in the noninteracting plaquette
systems (Fig. 4). Given the two-state equilibration scenario,
the evolution of roughness is captured by the evolution of λ
in the ensemble- and spatially averaged profile Θðx̃Þ
[Eq. (4)] in slab simulations. As we have seen, this
evolution is strongly system dependent, to the point where
the widths of the interfaces on the left and right sides of the
TPM and SPPM slabs grow as power laws λ ∼ tν with
different power-law exponents ν. Among our glass and two
plaquette models, we find exponents ν spanning values well
above [Fig. 3(g)] to well below [Fig. 5(n)] the naïve
diffusive exponent ν ¼ 1=2 for roughness arising from
random fluctuations in the local front speed.
It was shown in Ref. [8] that slab roughness in the slab-

simulation heating of very cold systems at very long times
reaches a steady state with characteristic length scale set by
the dynamic correlation length ξ4 [74]. Future work may
similarly uncover the physical origin of the power-law
exponent ν.

C. Technical advances

Our investigations of nucleation and domain growth
and dynamical facilitation are aided by two key technical
advances with implications of their own. The first is the
use of Eqs. (2) and (3) to confirm the two-state equili-
bration scenario. While, on the basis of heat capacity
measurements, this two-state scenario has long been
expected to hold for the heating of ultrastable glasses
[6,14,22,24,28,29,57,58], our work here contains the most
direct confirmation of the two-state scenario to date.
Remarkably, we found that the two-state scenario holds

for cooling as well as heating, despite the lack of domain
growth in the former. This has encouraging implications
for the modeling of glasses out of equilibrium, showing
that local structure after a rearrangement can simply be
sampled directly and independently from the equilibrium
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distribution of structure at the target equilibrium temper-
ature, as, for instance, assumed in trap models [75].
A second technical advance of our work is the intro-

duction of the phenomenological model of slab growth,
Eq. (7). This model shows how slab growth during heating
can be reconciled with homogeneous relaxation during
cooling given the same set of dynamical ingredients. By
identifying the distinct components of the dynamics of
equilibrating glasses, this model should also aid the
development of future models for the equilibration of
glasses in nonslab geometries.
Data sets and code for the work in this paper can be

found at Ref. [76].
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APPENDIX A: METHODOLOGICAL DETAILS

1. Swap potential

For convenience, we note here that in Eq. (1),

c0 ¼ −28r̃−12cut : ðA1Þ

c1 ¼ 48r̃−14cut : ðA2Þ

c2 ¼ −21r̃−16cut ; ðA3Þ

where r̃cut ¼ 1.25. We also note that A, σmin, and σmax in the
probability density function

PðσÞ ¼
�
Aσ−3 σ ∈ ½σmin; σmax�;
0 otherwise;

ðA4Þ

for the particle size σ can be found by solving

2A tanh
�
σ̄2ð1þ c2σÞ

2A

�
¼ σ̄2 ðA5Þ

numerically for A and noting that

σmin

σmax
¼ exp

�
−
σ̄2ð1þ c2σÞ

A

�
ðA6Þ

and

σ̄ ¼ Aðσ−1min − σ−1maxÞ; ðA7Þ

ultimately yielding

A ≈ 1.314 527 191 8; ðA8Þ
σmin ≈ 0.724 446 124 4; ðA9Þ
σmax ≈ 1.613 853 048 8 ðA10Þ

for σ̄ ¼ 1 and cσ ¼ 0.23.

2. Preparation protocols

To homogeneously equilibrate to low temperatures, we
conduct Monte Carlo simulations at constant volume and
temperature until steady state, randomly selecting particles
and conducting trial displacements with components
randomly sampled from the interval ð−0.05; 0.05Þ. For
polydisperse systems, we implement a swap Monte Carlo
methodology originally developed by Ozawa for Ref. [35].
With probability 0.2, a trial move corresponds to a trial
swap instead of a trial displacement. If a particle with size
σi is selected for a swap move, a second particle with size
σj satisfying jσj − σij < 0.2 is randomly selected as its
swap partner. We start our Monte Carlo simulations from a
configuration with random initial positions, except when
initializing a crystal in the monodisperse system, in which
case we start from a perfect fcc crystal in order to accelerate
the equilibration process.
When preparing polydisperse systems containing an

artificial target-state slab, we use swap Monte Carlo to
equilibrate the system to the target temperature Teq. We
then designate a slab-shaped region corresponding to points
with x coordinate satisfying jxj > a for some a > 0 to be
outside the target-state slab. We choose a new, off-target
temperature T0 for this region and find the number density
for a homogeneous system at equilibrium at temperature T0

and with virial pressure matching that of the target
equilibrium system. We stretch or compress the off-slab
region along the x axis such that it matches this number
density, thus reducing the pressure gradient that would
otherwise exist between the slab and the nonslab region.
MD simulations are then run at the temperature and
pressure corresponding to the target equilibrium system.
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When preparing monodisperse systems containing an
artificial target-state slab, we choose crystal and liquid
temperatures that are similar in magnitude, such that the
pressure gradient is less pronounced. It is not possible to
stretch or compress the off-slab region along the x axis
to reduce the pressure gradient, as we do in the poly-
disperse case, as this would prevent us from guaranteeing
system dimensions compatible with a perfect fcc crystal.
We first homogeneously equilibrate the system to the
target crystal state, then conduct Monte Carlo simula-
tions at high temperature, sampling only from the des-
ignated liquid region. Once the liquid region has melted,
we conduct Monte Carlo simulations at the target, lower
temperature for the liquid region, sampling only from this
region. MD simulations in this case are run at constant
temperature and a constant pressure chosen such that the
virial pressure at equilibrium matches the mean virial
pressure in the initial configuration.

3. Molecular dynamics

We conduct our MD simulations in LAMMPS [61] (June
23, 2022, Update 2) at constant temperature and pressure
implemented via LAMMPS’ Nosé-Hoover thermostat (FIX
NVT) with damping parameter Tdamp ¼ 1 and Berendsen
barostat (FIX PRESS/BERENDSEN) with damping parameter
Pdamp ¼ 1. If a system has been initialized to temperature
T0 using Monte Carlo simulations, we find the virial
contribution to the pressure at this temperature, and choose
a pressure such that this contribution is maintained once the
temperature changes to the target temperature Teq. We do
this so as to minimize changes in the system size upon
changing the temperature.

4. Initial and steady-state distributions

Because the start-up of the thermostat and barostat
perturbs the system at early times, we must wait until a
time t0 > 0 before we can measure initial distributions for
the homogeneous simulations. We use t0 ¼ 55 for sim-
ulations of the monodisperse system and t0 ¼ 100 for the
polydisperse system. For homogeneous melting simula-
tions in the monodisperse system, equilibrium distribu-
tions are obtained from t ¼ 600 data, restricting to
realizations with bulk average Θ̄ðt ¼ 600Þ > 0.091. For
the homogeneous freezing simulations, “equilibrium”
distributions are obtained from t ¼ 10 000 data. This
does not correspond to equilibrium at the target temper-
ature T low, but rather a collection of metastable states that
each realization is trapped in at that time (see Sec. VI).
For the polydisperse system, equilibrium distributions at
temperature Teq ¼ Thigh are obtained from homogeneous
heating simulation data for t ≥ 80 000, while equilibrium
distributions at temperature Teq ¼ T low are obtained from
simulations at that temperature in the microcanonical
ensemble.

5. Θ
The main structural indicator used in this work is Tong

and Tanaka’s Θ order parameter [65], which measures how
inefficiently packed the structure local to each particle is.
For each particle i in the system, we iterate over pairs of
nearest neighbors j and k such that j and k are also nearest
neighbors of each other. We consider them perfectly
efficiently packed if the pair potentials Vij, Vjk, and Vik

are all equal. If these particles have corresponding sizes σi,
σj, and σk, this means their centers form a triangle similar to
the triangle with sides of length lij ¼ 1

2
ðσi þ σjÞ,

lik ¼ 1
2
ðσi þ σkÞ, and ljk ¼ 1

2
ðσj þ σkÞ. At i, this triangle

makes an angle θ�ijk such that

cos θ�ijk ¼
l2ij þ l2ik − l2jk

2lijlik
: ðA11Þ

Letting θijk be defined such that

cos θijk ¼
r2ij þ r2ik − r2jk

2rijrik
; ðA12Þ

where rij is the distance separating particles i and j, with
rjk and rik defined similarly, we define Θ at i to be

Θi ¼ hjθijk − θ�ijkjij;k; ðA13Þ

where the average is over nearest-neighbor pairs j and k
that are nearest neighbors of i as well as each other. The
difference in angle jθijk − θ�ijkj is calculated modulo π.
For the purposes of calculating Θi in our two-dimen-

sional polydisperse system, we consider i and j to be
nearest neighbors if they have normalized separation
r̃ij < r̃NNðσiÞ, where

r̃NNðσiÞ ¼ 2.025 − 0.515σi: ðA14Þ

This corresponds to the first minimum after the nearest-
neighbor peak of gðr̃Þ, where gðr̃Þ is proportional to the
probability of finding a particle at normalized separation r̃
given a particle at the origin with size σ, as shown in Fig. 9.
For our three-dimensional monodisperse system, the cor-
responding quantity is r̃ ¼ 1.3. When a particle i does not
have any pair of nearest neighbors j and k that are nearest
neighbors of each other, we leave its Θi undefined and
exclude it when calculating averaged quantities.

6. Mermin-Wagner fluctuations

Our two-dimensional glass is influenced by Mermin-
Wagner fluctuations [80–82]. We account for this by
subtracting from any displacement vector Δpi of a particle
i the mean displacement vector hΔpjij averaged over
neighboring particles j ≠ i within a distance ξ of particle
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i. We choose the value of ξ to be that appropriate to
equilibrium at temperature Teq determined as in Ref. [11].

7. fcc ground state

To determine that the ground state of the monodisperse
system is an fcc crystal, we reason that the ground state
of an isotropic repulsive pair interaction decreasing
monotonically with distance must correspond to the dis-
tance-maximizing fcc or hcp (hexagonal close packing)
structures. As shown in Fig. 10, hcp packings at temper-
ature T < 2.7 (thermostat implemented using Monte Carlo
trial steps at constant volume) transiently increase in
potential energy before relaxing into what we find to be
an fcc crystal, implying that the fcc state is more stable.
(For T ≥ 2.7, the packings melt into a liquid instead.)

8. Interpolating distributions

In the main text, we calculate the transformed fraction f
from the evolving distribution Pðϕ; tÞ for different quan-
tities ϕ characterizing the local structure or mobility of

the system, plotting them as dashed curves in Figs. 1(d),
1(h), 3(d), and 3(h). We achieve this using one of two
approaches, depending on the behavior of the growing
PeqðϕÞmode. When fluctuations in the distribution near the
PeqðϕÞ mode are not too severe, we use

fðtÞ ¼ Pðϕ�; tÞ − P0ðϕ�Þ
Peqðϕ�Þ − P0ðϕ�Þ

; ðA15Þ

where ϕ� ¼ argmax
ϕ

PeqðϕÞ. This is the case for 1 − f

calculated from Pðlog10ΘÞ and Pðlog10 μÞ in Fig. 1(d)
(dashed red curve and dashed green curve, respectively),
and for 1 − f calculated from PðΘÞ in Figs. 3(d) and 3(h)
(dashed red curves). However, where the growing PeqðϕÞ
mode is sensitive to noise, or where it shifts slightly as it
grows [Fig. 3(c)], we use

fðtÞ ¼ maxϕ∈ IPðϕ; tÞ −maxϕ∈ IP0ðϕÞ
maxϕPeqðϕ�Þ −maxϕ∈ IP0ðϕÞ

; ðA16Þ

which is insensitive to these fluctuations. Here, I is an
appropriately chosen interval. This approach is used to
obtain the red and green dashed curves in Fig. 1(d)
[I ¼ ð−∞;−1.75Þ (red) and ð−∞;−2Þ (green)], as well
as the green dashed curve in Fig. 3(d) [I ¼ ð−0.5;∞Þ].
We also calculate f from Eq. (3) using the averages

ϕ̄ of various quantities ϕ and plot them as solid or dotted
curves in Figs. 1(d), 1(h), 3(d), and 3(h). To demonstrate
that our different methods of calculating f, which collapse
onto one another, successfully yield the interpolation
parameter f in Eq. (2), we compare in Fig. 11 the
evolutions Pðϕ; tÞ shown in Figs. 1(d), 1(h), 3(d), and
3(h) to the evolution obtained from Eq. (2) where P0ðϕÞ
and PeqðϕÞ are taken as input from simulation data and f is
obtained from Eq. (3) using ϕ ¼ log10Θ (for the crystal) or
Θ (for the glass).

APPENDIX B: SUPPORTING DETAILS

1. Perturbed crystal

In Secs. III and IV, we considered systems well described
by the simple interpolation between initial and target states
expressed in Eq. (2). We stressed that this implies a clean
two-state equilibration scenario, as the systems evolve
directly from the initial state into the final state. A good
test of this idea is provided by systems in which the initial
state is perturbed during the heating process, violating
Eq. (2). In Fig. 3, for instance, there is a visible rightward
shift of the P0ðlog10 μÞ peak in Fig. 3(c) as target-state
domains grow and a corresponding deviation of the decay
of the mean of log10 μ from that of the fraction f of
untransformed structure in Fig. 3(d).
Here, we show in Fig. 12 that slightly increasing the

temperature at which we heat our crystal (Thigh ¼ 1.40, as

FIG. 10. Evolution in the canonical ensemble of the mean
potential energy of an initially perfect hcp crystal with 22
particles along each basis vector. Curves correspond to temper-
atures T ¼ 1.5; 1.6;…; 5.0 (lighter color, higher temperature).
Time is in units of number of trial Monte Carlo steps per particle.

(a) (b)

FIG. 9. (a) Pair distribution gðr̃Þ for the polydisperse system at
temperature T ¼ 0.14 calculated separately for particles at the
origin of size σ within each of ten logarithmically spaced bins
plotted as separate curves (larger σ, darker curve). This pair
distribution is calculated using the same normalization as the
usual pair distribution gðrÞ, but replacing the raw interparticle
separation r with r̃, hence why gðr̃Þ ↛ 1 as r̃ → ∞. (b) r̃ position
r̃NN of the trough following the first-nearest-neighbor peak of
gðr̃Þ as a function of the size σ of the particle at the origin for
temperatures T ¼ 0.06 (blue crosses) and T ¼ 0.14 (orange
circles). The dashed line is the linear fit yielding
Eq. (A14).
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compared to Thigh ¼ 1.35 for melting in Fig. 1) leads to
large rightward shifts of the P0ðlog10ΘÞ and P0ðlog10 μÞ
peaks as the melting proceeds [Figs. 12(a) and 12(b)].
This is accompanied by deviations of 1 − f calculated from
Eq. (3) log10Θ and log10μ from the correct value of 1 − f
obtained from the heights of the Peqðlog10ΘÞ and
Peqðlog10 μÞ peaks [Fig. 12(c)]. Inspection of individual
trajectories (not shown) suggests that this deviation is due
to a large defect density, with pairs of defects imposing
strain on crystalline domains trapped between them [note
the visible interface of length approximately equal to four
particle diameters at the edge of the growing domain in
Fig. 1(a), top row].
By contrast, we find that increasing Thigh to 0.17 in the

homogeneous heating of the polydisperse glass, far above
Tonset, does not lead to a perturbation of the untransformed
structure and resultant violation of the two-state equilibra-
tion scenario beyond that seen in Fig. 3 for log10 μ. This is
likely the result of the highly localized nature of facilitation
at low temperatures, as seen in Fig. 3(d) of Ref. [11], and

the fact that domains of Thigh and T low do not noticeably
statically interact, as we establish in the main text.

2. Two-state scenario test: Three-state case

Our two-state scenario test allows us to distinguish
multistep relaxation processes from the direct transforma-
tion of material from initial-state structure into target-state
structure. To illustrate this, we consider a system that fully
transforms from the initial state into an intermediate state
before transforming into the target equilibrium state. In this
case, we have

ϕ̄ ¼ ð1 − f0Þϕ̄0 þ ðf0 − f1Þϕ̄1 þ f1ϕ̄eq; ðB1Þ

where f0 is the fraction of the system that has transformed
from the initial state into the intermediate state, f1 (which
vanishes unless f0 ¼ 1) is the fraction of the system that
has transformed from the intermediate state into the target
state, and ϕ̄1 is the mean of ϕ in the intermediate state. It is
clear from Eq. (B1) that in this case, 1 − f calculated from
Eq. (3) will be different for different quantities ϕ.
To confirm this, we adapt the homogeneous simulations

of Sec. IV, introducing an intermediate temperature

(a) (b)

(c) (d)

(e) (f)

(g) (h)

FIG. 11. Validation of Eq. (2). Each row corresponds to
data from the main text: (a),(b), Fig. 1(b); (c),(d) Fig. 1(f);
(e),(f) Fig. 3(b); (g),(h) Fig. 3(f). Left-hand side: same data as in
the corresponding figure from the main text. Right-hand side:
output of Eq. (2) [where ϕ ¼ log10 Θ (a)–(d) or Θ (e)–(h)] with f
calculated from Eq. (3) applied to the quantity Θ.

(a) (b)

(c)

FIG. 12. Melting transition in a monodisperse system heated
from T0 ¼ 1.90 to Teq ¼ 2.40 [cf. Teq ¼ 2.35 in Figs. 1(a)–1(d)].
Distributions (a) Pðlog10 ΘÞ and (b) Pðlog10 μÞ at times t ¼
0.0; 3.2;…; 48.0 (later time, lighter curve). (c) Untransformed
fraction 1 − f for f calculated from (dashed red) Pðlog10 ΘÞ and
(dashed green) Pðlog10 μÞ plotted against the mean (solid orange)
potential energy V, (solid red) Θ, (dotted red) log10 Θ, (solid
green) μ, and (dotted green) log10 μ affinely transformed accord-
ing to Eq. (3) with t0 ¼ 2.0. On these short timescales, start-up of
the barostat leads to erratic behavior of the inherent-state energy,
which is therefore not shown.
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T1 ¼ 0.12. We evolve the glass from its initial T0 equi-
librium state until steady state with a thermostat at temper-
ature T1, then change the thermostat temperature to Teq and
evolve the system further. We fix the pressure based on Teq,
matching the pressures used in the homogeneous simu-
lations of Sec. IV.
As shown in Fig. 13, the curve collapses seen in

Figs. 3(d) and 3(h) are not recovered in this multistage
relaxation scenario. For both heating and cooling, the
structural quantities V, VIS, Θ, and (to a lesser extent)
log10Θ evolve differently from one another, both during
the initial evolution at the intermediate temperature T1, and
after the thermostat is changed to the target temperature
Teq. This validates calculating 1 − f from Eq. (3) for
different structural quantities ϕ as a test of the two-state
scenario.

3. Structural perturbation due to rearrangements

As the glass evolves during cooling in Fig. 3(e), it
becomes possible to distinguish individual rearrangement
events via the characteristic quadrupolar displacement
fields they induce, as seen in the snapshots at times
t ≥ 103. In Fig. 14, we leverage this to identify the effect
of such individual rearrangements on the local structure,
identifying rearrangements with particles that have
mobility μ > 0.1 and have a larger mobility than any
other particle within eight units of distance. We see that
changes in Θ near the rearrangement are of the same
magnitude, jΔΘj ∼ 10−2, as Θ itself [Figs. 3(b) and 3(f)]
up to a distance r ≈ 5 from the rearrangement, decaying
exponentially with decay length ξperturb ¼ 2.34.

4. Local relaxation in the TPM

Appropriate values for parameters τ0 and a in Eq. (8) are
obtained by fitting Eq. (7) for a homogeneous system to
the decay of c̃ðx ¼ �64Þ toward equilibrium in Figs. 6(e)
and 6(g). We show these fits in Fig. 15.

5. Supplemental Material videos

In the Supplemental Material [83], we include videos for
the homogeneous simulations found in the main text,
including many more snapshots than could be put in the
main text. We show multiple realizations of each simu-
lation, with the realization shown in the main text included
as the leftmost column. We pair the snapshots with the
corresponding evolution of 1 − f for the given realization
calculated as in Fig. 8. Supplemental Material Video 1
corresponds to Figs. 1(a) and 8(a), Supplemental Material
Video 2 corresponds to Figs. 1(e) and 8(b), Supplemental
Material Video 3 corresponds to Figs. 3(a) and 8(c), and
Supplemental Material Video 4 corresponds to Figs. 3(e)

(a) (b)

FIG. 14. Perturbation to the local Θ field due to rearrangements
in the homogeneously cooled glass studied in Figs. 3(e)–3(h) at
time t ¼ 106. (a) Mean absolute change in Θ between times 106

and 106 þ 102 for particles a distance r from a rearranging
particle, averaged over ten independent realizations. The inset
shows these data on a log scale after subtracting the global mean
absolute change in Θ. The dashed line corresponds to a fit to an
exponential decay with decay length ξperturb ¼ 2.43. (b) Change
in Θ across the same time interval as (a) for the realization shown
in Fig. 3(e).

(a) (b)

FIG. 13. (a) Heating from temperature T0 ¼ 0.06 to T1 ¼ 0.12
until time t ¼ 2 × 106 followed by heating at Teq ¼ 0.14.
(b) Cooling from temperature T0 ¼ 0.14 to T1 ¼ 0.12 until time
t ¼ 2 × 105 followed by cooling at Teq ¼ 0.06. Plots show 1 − f
calculated from potential energy V̄ (solid orange), inherent-state
potential energy VIS (solid blue), Θ̄ (solid red), log10 Θ (dotted
red), μ̄ (solid green), and log10 μ (dotted green). Inset to (a):
enlargement of times during which 1 − f evolves rapidly.

(a) (b)

FIG. 15. Fits (dashed lines) to the decay of c̃ðx ¼ �64Þ toward
equilibrium in the TPM during (a) heating [Fig. 6(e)] and
(b) cooling [Fig. 6(g)]. In these plots, c̃ is transformed according
to Eq. (3) to make the decay clear.
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and 8(d). Supplemental Material Videos 5 and 6 are copies
of Supplemental Material Videos 3 and 4, respectively, but
with the Θ plot replaced with the change ΔΘ in Θ between
times t and tþ 100.
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