
HAL Id: hal-04376938
https://inria.hal.science/hal-04376938

Submitted on 7 Jan 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution| 4.0 International License

Automatic segmentation of vocal tract articulators in
real-time magnetic resonance imaging

Vinicius Ribeiro, Karyna Isaieva, Justine Leclere, Jacques Felblinger,
Pierre-André Vuissoz, Yves Laprie

To cite this version:
Vinicius Ribeiro, Karyna Isaieva, Justine Leclere, Jacques Felblinger, Pierre-André Vuissoz, et al.. Au-
tomatic segmentation of vocal tract articulators in real-time magnetic resonance imaging. Computer
Methods and Programs in Biomedicine, In press, 243 (2), pp.107907. �10.1016/j.cmpb.2023.107907�.
�hal-04376938�

https://inria.hal.science/hal-04376938
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Automatic Segmentation of Vocal Tract Articulators in Real-Time

Magnetic Resonance Imaging

Vinicius Ribeiroa, Karyna Isaievab, Justine Leclereb,c, Jacques Felblingerb,d,
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Abstract

Background and Objectives: The characterization of the vocal tract geometry during

speech interests various research topics, including speech production modeling, motor con-

trol analysis, and speech therapy design. Real-time MRI is a reliable and non-invasive tool

for this purpose. In most cases, it is necessary to know the contours of the individual artic-

ulators from the glottis to the lips. Several techniques have been proposed for segmenting

vocal tract articulators, but most are limited to specific applications. Moreover, they of-

ten do not provide individualized contours for all soft-tissue articulators in a multi-speaker

configuration.

Methods: A Mask R-CNN network was trained to detect and segment the vocal tract

articulator contours in two real-time MRI (RT-MRI) datasets with speech recordings of

multiple speakers. Two post-processing algorithms were then proposed to convert the net-

work’s outputs into geometrical curves. Nine articulators were considered: the two lips,

tongue, soft palate, pharynx, arytenoid cartilage, epiglottis, thyroid cartilage, and vocal

folds. A leave-one-out cross-validation protocol was used to evaluate inter-speaker gener-

alization. The evaluation metrics were the point-to-closest-point distance and the Jaccard

index (for articulators annotated as closed contours).

Results: The proposed method accurately segmented the vocal tract articulators, with

an average root mean square point-to-closest-point distance of less than 2.2 mm for all the
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articulators in the leave-one-out cross-validation setting. The minimum P2CPRMS was 0.91 mm

for the upper lip, and the maximum was 2.18 mm for the tongue. The Jaccard indices for the

thyroid cartilage and vocal folds were 0.60 and 0.61, respectively. Additionally, the method

adapted to a new subject with only ten annotated samples.

Conclusions: Our research introduced a method for individually segmenting nine non-rigid

vocal tract articulators in real-time MRI movies. The software is openly available as an

installable package to the speech community. It is designed to develop speech applications

and clinical and non-clinical research in fields that require vocal tract geometry, such as

speech, singing, and human beatboxing.
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1. Introduction

The characterization of the complete vocal tract geometry is essential for many aspects

of speech research, including the analysis of the speech sounds [1], modeling the relationships

between sounds and gestures [2], developing articulatory models of speech production [3, 4, 5],

studying critical articulators [6], compensatory effects [7], speech motor control [8], and

others.

Many techniques exist for achieving this goal, but each has limitations. X-ray cineradio-

graphy was one of the first approaches [9, 10]; however, X-rays are ionizing radiation, which

is dangerous for the subjects and was abandoned after having been used for the recording of

a few sentences per speaker up to the 1980s [11]. Electromagnetic articulography (EMA) is a

widespread technique. It consists of attaching small sensors to the articulators and monitor-

ing their spatial positions over time with a high sampling frequency [12]. The disadvantages

are the small number of sensors that can be used without disrupting speech and the inability

to track articulators in the back of the vocal tract and the pharynx.

The X-ray and EMA weaknesses explain the vast use of magnetic resonance imaging
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(MRI) in the speech community [3, 13, 6]. MRI is safe for the subject, enabling the recording

of large datasets and permitting the acquisition of high-resolution volumetric images to

visualize the complete vocal tract shape. Static volumetric MRI was extensively used to

record sustained phonemes; however, the long acquisition duration per volume limits their

use for recording dynamic processes such as speech, even though attempts can be found

in the literature [14, 15]. Real-time magnetic resonance imaging (RT-MRI) overcomes the

temporal resolution problem at the expense of being limited to one plane – usually the

mid-sagittal – and a smaller spatial resolution – generally, between 1.5 to 2 mm. Lingala

et al. [16] present guidelines, technical considerations, and recommendations for RT-MRI for

studying speech. Yet, MRI presents disadvantages. First, it is substantially more expensive

than the other techniques. Second, MRI technology is only sensitive to structures containing

water; thus, bones, with short T2*, are indistinguishable from air in the images. Third, the

MRI machine is claustrophobic, prohibitive for some subjects. Fourth, the subjects cannot

have any ferromagnetic material in their bodies, including prostheses, dental braces, and

pacemakers. Fifth, the subjects are constrained to the supine position, which differs from

natural speech postures. Finally, the machine produces such intense noise that it requires

destructive denoising algorithms to be used. As a result, the recorded speech signal has poor

quality. Still, RT-MRI is state-of-the-art for vocal tract observation and has been widely

used to study swallowing, speech, singing [17], blowing wind instruments [18], and human

beatboxing [13].

Although RT-MRI displays the entire vocal tract, the images alone are insufficient for

many speech research applications. The reason is that the exact geometry of the vocal tract

air column, determined by the contours of the articulators from the glottis to the lips, is often

needed. This problem has received much attention from the articulatory speech community.

Raeesy et al. [19] proposed a method of automatic landmark tagging in which a recursive

boundary subdivision algorithm [20] extracts a set of landmarks corresponding to the vocal

tract contours. Then, the oriented active shape model [21] recognizes and delineates the vocal
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tract shapes. However, the small dataset (25 images from five speakers) limits the signifi-

cance of this work. Alternatively, Silva and Teixeira [22] proposed an unsupervised method

based on a modified version of the active appearance model [23]. The technique takes ad-

vantage of the low inter-frame differences and is based on 26 vocal tract landmarks manually

marked per frame in a training database of 51 images. Moving towards machine learning

algorithms, Labrunie et al. [24] explored a large RT-MRI corpus in French for training three

supervised segmentation methods: Multiple Linear Regression (using pixel intensities), a

modified version of the Active Shape Model (mASM), and Shape Particle Filtering (using

more elaborate image features). In a leave-one-out cross-validation scheme, the three meth-

ods were compared on several articulators using the point-to-closest-point distance (P2CP).

The results showed that the mASM outperforms the other two for all articulators.

Meanwhile, deep neural networks have become the standard for computer vision and

medical image processing [25]. Ca et al. [26] segmented air-tissue boundaries (ATB) using

a Fully Convolutional Network (FCN) [27] followed by a canny edge detection algorithm

to output smooth and realistic ATBs. Following a strategy similar to Fasel and Berry [28],

Jaumard-Hakoun et al. [29] trained a deep neural network based on the stacking of Restricted

Boltzmann Machines [30] with the contours extracted by an automatic algorithm that uses

block-matching to enforce the frame-to-frame similarity. Eslami et al. [31] explored the

segmentation of the jaw, given by the lower incisor profile, tongue, and vocal tract air cavity

on static mid-sagittal MRI for ten subjects sustaining 62 articulations. The method uses a

modified version of the pix2pix algorithm [32], taking advantage of the conditional generative

adversarial networks.

While most of the approaches presented so far focus on a single-frame prediction, Asadi-

abadi and Erzin [33] proposed a sequence-to-sequence Deep Temporal Regression Network

to estimate the coordinates of the vocal tract and the points separating the articulators,

providing individualized contours for each articulator, which is essential to study their con-

tributions during speech. As Hebbar et al. [34] show, using temporal information instead of
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making single-frame predictions improves the segmentation when the articulators are in con-

tact. Ruthven et al. [35] segmented six groups of articulators and the vocal tract in RT-MRI

using a U-Net-like FCN. The most significant contribution of this work is to use the velopha-

ryngeal closure as a metric for assessing the model’s performances together with traditional

segmentation metrics such as the Dice coefficient and the Hausdorff distance. As expected,

the head segmentation had the best results. In contrast, the soft palate and the incisor had

the lowest – the latter is probably explained by the teeth’s short T2*. Unlike other works,

Ruthven et al. [35] focused on the segmentation mask instead of contours, which explains

why no post-processing of the network’s outputs was proposed. Finally, Isaieva et al. [36]

offered an alternative in which only the pixels in the tongue’s edges are segmented. The

method uses a U-Net [37] for image segmentation, followed by a graph-based algorithm (dis-

cussed later in the paper) to convert the soft probabilities in the network’s output into the

tongue contour.

Our state of the art review revealed several gaps in the literature. Few papers provide

individual contours of all non-rigid articulators. Additionally, only some studies demonstrate

generalization across multiple speakers. Finally, none provide an open repository for public

usage and evaluation of the proposed methods. Our work aims to fill these gaps by presenting

a robust speaker-independent approach to segment the vocal tract articulator contours in RT-

MRI movies. We also investigate a speaker adaptation approach to enhance the performance

of a target subject. This work proposes a single deep convolutional neural network (DCNN)

that can automatically annotate the boundaries of nine vocal tract articulators in RT-MRI

frames. The DCNN takes RT-MRI frames as input and outputs a probability map over

the pixels belonging to the articulator’s boundaries. Additional post-processing is then

used to obtain a curve giving the exact shape of each articulator. This work is intended

for articulatory speech research, including but not limited to articulation and articulatory

speech synthesis. The main contributions of this paper are:

• The coverage of the main non-rigid articulators necessary for speech production;
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• The assessment of inter-speaker generalization through leave-one-out cross-validation

(LOOCV) protocol;

• The processing of vast RT-MRI corpora with a low error in comparison to human

annotations;

• The public availability of the segmentation system1, allowing it to be tested and audited

by the scientific community.

2. Materials

2.1. Datasets

The corpus for this research comprises two real-time MRI datasets of French speakers,

ArtSpeech Database 1 (ASD1) and ArtSpeech Database 2 (ASD2). The ASD1 is a part of

the database described in Isaieva et al. [38]. The ASD1 corpus included 77 sentences which

were constructed to provide a good coverage of the phonetic contexts of French vowels. While

the published database contains ten subjects, only seven (denoted in this text as S1-S7) were

used in this study because the larynx was not visible in the images of the other three. The

ASD1 contains a total of 365 400 frames uniformly distributed between the subjects. The

same protocol was used for ASD2. This dataset contains 320 000 frames of a single subject

and covers a larger speech corpus, ensuring better coverage of the French phonetic context.

The subject participating in ASD2 acquisition was the last subject S7 from the dataset ASD1.

To distinguish these two sets, the data of S7 from ASD1 is denoted as S7.1, and its data from

ASD2 is marked as S7.2.

Both datasets were collected using state-of-the-art protocols and recommendations at

the Centre Hospitalier Régional Universitaire de Nancy, France. All participants provided

written informed consent, and the data were recorded under the approved ethical protocol

1https://gitlab.inria.fr/multispeech/vt/vt_tracker
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Table 1: Parameters of the MRI acquisition.

Parameter Value

TR 2.22 ms
TE 1.47 ms
FOV 22.0 cm× 22.0 cm
Pixel Spacing 1.62 mm/pixel
Flip Angle 5 degrees
Slice Thickness 8 mm
Num. of Radial Encoding Lines per Frame 9
Pixel Bandwidth 1 670 Hz/pixel
Image Resolution 136× 136 pixels

“METHODO” (ClinicalTrials.gov Identifier: NCT02887053). The study was approved by

the institutional ethics review board (CPP EST-III, 08.10.01).

The images were acquired with a Siemens Prisma 3T scanner (Siemens, Erlangen, Ger-

many). The radial RF-spoiled FLASH sequence [39] was used, with the parameters listed

in Table 1. The films were recorded at a frame rate of 50 fps and reconstructed with the

algorithm presented in Uecker et al. [39]. During the acquisitions, the speakers were asked

to read out loud sentences that were projected to them. Each acquisition took about 80

seconds.

Due to the difficulty of annotating all of the images in the datasets, samples with a

good representation of variability were selected. Initially, this selection was conducted inde-

pendently for datasets ASD1 and ASD2, by different co-authors of this study, using slightly

different methodologies. Later the collected and annotated data were merged to increase the

database. In Isaieva et al. [36], it was shown that several hundreds images were sufficient to

train a good tongue segmentation algorithm. Therefore, sample sizes of both datasets was

selected to be of this order. To ensure the best variability coverage, the images for manual

annotation were selected with the k-means algorithm. For ASD1 a k = 100 was selected. The

k-means algorithms was applied independently for each subject, and only the closest to the

cluster centers images were kept, resulting in 700 images in total. For ASD2 the algorithm

was applied with k = 10. The clusters were evenly sampled, resulting in 427 images.
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Table 2: Number of annotated samples per subject per dataset split.

Dataset Subject ID
ID on

Isaieva et al. [38]
Gender Train Images Validation Images Test Images

ASD1

S1 P1 Male 71 9 20
S2 P3 Male 71 9 20
S3 P5 Male 71 9 20
S4 P6 Male 71 9 20
S5 P7 Female 71 9 20
S6 P9 Female 71 9 20
S7.1 P10 Female 50 0 50

ASD2 S7.2 Female 310 54 63

The two datasets were split into train, validation, and test as described in Table 2. The

data was divided at the complete sequences level, so all samples from the same acquisition

were placed at the same split. The reason is that adjacent images are very similar, and

putting them in separate sets would introduce bias into the train-test scheme. The validation

set for S7.1 is empty because it is the same subject as S7.2, which already has a sizeable

validation set.

2.2. Annotation Procedure

We performed semi-automatic annotations. Our previous segmentation system [5] was

used to track the upper vocal tract cavity, including the two lips, tongue, soft palate, and

pharynx. For the larynx articulators, which were not included in the previous study, we

trained a Mask R-CNN network with the 427 samples from ASD2 described in Table 2 to

produce a first guess of the contours for each articulator. The models were then used to

automatically annotate the unlabeled images in the dataset. The automatic annotations were

then carefully reviewed and manually corrected. This semi-automatic procedure allowed us

to complete the annotation protocol with limited resources. The image annotations were

made as follows:

• Arytenoid Cartilage: Through their vocal process, these cartilages are the siege

of the vocal cord attachment to the posterior part of the larynx (represented by the
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cricoid cartilage). The complete extension of the arytenoid cartilages were annotated,

covering a vertical range of about two vertebrae (at the level of the 5th/6th cervical

vertebrae). The annotation started at point A in Figure 1a and continued to point B,

passing through point C.

• Epiglottis: The epiglottis is a thin and elongated cartilaginous structure describing

the upper-anterior part of the larynx. Given the reduced thickness of this cartilage,

we chose to annotate the epiglottis center line, starting from the anterior part of the

larynx to the epiglottis posterior extremity. Laprie et al. [40] provided an algorithm

for reconstructing the epiglottis from the center line. The annotation started at point

D in Figure 1a and continued to point E.

• Lower Lip: This part begins from the anterior part of the mandible (at the lower

bottom of the gingiva vestibule) to the external lip hem. The contour of the lower lip

was annotated from point F to point G in Figure 1a.

• Posterior limit of the pharynx: This area was annotated from the posterior part

of the nasal cavity to the cricoid cartilage (behind the arytenoid cartilage). The anno-

tation started at point H in Figure 1a and continued to point A.

• Soft Palate: The soft palate appears as an elongated structure in the mid-sagittal

plane, similar to the epiglottis. For the same reason, we only annotated the center line

of this area, from the posterior limit of the hard palate (motionless) to the posterior

extremity of the moving part. Like the epiglottis, the algorithm from Laprie et al. [40]

can reconstruct the soft palate from the center line. The annotation started at point

I in Figure 1a and continued to point J.

• Tongue: The complete extension of the tongue (apex, dorsal part, and root) was

annotated, starting at the frenulum on the mouth floor and ending the tongue at

the root below the hyoid bone. The annotation started at point K in Figure 1a and
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continued to point L. The sublingual cavity was marked when visible. Since the MRI is

8 mm thick and the frame rate is low compared to the speed of tongue movements, the

uncertainty related to the partial volume effect [41] and blurring is specially marked.

In both cases, we decided to annotate the most visible contour.

• Thyroid Cartilage: This part was annotated as a closed contour, starting at the

anterior limit of the epiglottis (at the level of the 3rd/4th cervical vertebrae) and ending

below the vocal folds (approximately at the level of the 7th cervical vertebrae). This

annotation is drawn as the oval shape passing through points M, D, and N in Figure 1a.

The position of the thyroid cartilage is more important than its precise shape for

confirming the position of the glottis.

• Upper Lip: This upper part was drawn from the anterior nasal spine (at the upper

bottom of the gingiva vestibule) to the external upper lip hem (“cupid’s bow”). The

complete contour of the upper lip was annotated from point O to point P in Figure 1a.

• Vocal Folds: The vocal folds are not entirely visible in the MRI frame. Only the

negative of the glottis is observable between the thyroid cartilage and the arytenoid

cartilage. The vocal folds are marked as an oval passing through D and C in Figure 1a.

Figure 1 shows an MRI frame with the landmarks used to reproduce the annotation

procedure and three MRI samples with superimposed annotations for each articulator. A

dental surgeon with seven years of experience validated the annotation procedure.

3. Methods

The strategy used to track the shapes of the articulators is similar to that used by Isaieva

et al. [36] for the tongue. It comprises two phases:

1. A DCNN is trained to estimate the probability that a pixel belongs to the articulator’s

contour;
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(a)

(b) (c) (d)

Arytenoid Cartilage Epiglottis Lower Lip Pharynx Soft Palate

Tongue Thyroid Cartilage Upper Lip Vocal Folds

Figure 1: Landmarks in a mid-sagittal MRI sample and annotation samples exemplifying the procedure.
(a) The mid-sagittal MRI sample shows the landmarks that were used to guide the annotation procedure
described in subsection 2.2. (b-d) The annotation samples show how the articulators were annotated in the
MRI sample.
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2. A post-processing algorithm is applied to the network’s outputs to construct the curve

describing the articulator’s shape. The nature of the algorithm and its hyperparameters

depend on the articulator.

Section 3.1 describes the learning strategy used in the first phase, while Section 3.2

describes the algorithms applied to each articulator. The final contours are regularized using

b-splines to match the target and predicted curve lengths2.

3.1. Articulator Boundaries Segmentation

Unlike Isaieva et al. [36], who used the U-Net [37], we chose to work with the Mask

R-CNN [42]. Mask R-CNN is a simple and flexible framework for object instance segmen-

tation, and it is lightweight, easy to train, and can be applied to different tasks. These

characteristics, as well as the availability of a pre-trained implementation3 on standard deep

learning libraries, make Mask R-CNN one of the preferred methods for medical image seg-

mentation [43].

The Mask R-CNN architecture is advantageous for our problem because it performs

three tasks simultaneously: object detection, classification, and segmentation. This approach

allows localizing the region of interest before segmenting it, which avoids spurious predictions

in image regions that do not correspond to the articulator.

The models were pre-trained on the COCO train2017 dataset [44], which contains RGB

images of common objects. However, the MRI frames are grayscale. Therefore, we used

the temporal dimension to build a more contextualized input. The network’s inputs were

formed by putting frames t − 1, t, and t + 1 in the first, second, and third input channels,

respectively.

2The b-spline regularization function can be found at https://gitlab.inria.fr/multispeech/vt/vt_
tools/-/blob/main/vt_tools/bs_regularization.py

3https://pytorch.org/vision/main/models/generated/torchvision.models.detection.

maskrcnn_resnet50_fpn.html
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3.2. Post-processing Algorithms

The post-processing of the network’s outputs depends on the articulator. For each ar-

ticulator, a specific algorithm is chosen, including additional sub-steps and adjustments of

several hyperparameters. This section explains the two approaches developed according to

the articulator contour’s closed/open nature.

For articulators that were annotated as closed contours, we utilize the largest contiguous

ISO-valued contour (Section 3.2.1). For open contours, we utilize a graph-based algorithm

(Section 3.2.2). Figure 2 presents one sample of the network’s output for each articulator,

illustrating the inputs of the post-processing algorithms.

3.2.1. Largest Contiguous ISO-valued Contour

For articulators annotated as closed contours, the contour can be found by calculating the

largest contiguous ISO-valued contour in the probability map. We used the find contours

function4 from scikit-image [45], which uses the marching squares method to compute the

ISO-valued contours of the input 2D array for a particular level value. In our case, the level

value is 1, obtained after thresholding the probability map. Figure 3 presents each step of

the algorithm on a custom synthetic image.

We use this method for the thyroid cartilage and vocal folds, with thresholds of 0.7

and 0.8, respectively. In rare cases, the network may output two separate blobs for one

articulator, producing two non-contiguous contours. In these cases, we choose to keep the

largest area as the true contour.

3.2.2. Graph-based Algorithm

The open contours can be found by expressing the non-zero pixels in the network’s outputs

as graph nodes and connecting the extremities using Dijkstra’s shortest path algorithm [46].

We use this algorithm for the arytenoid cartilage, epiglottis center line, lower and

4https://scikit-image.org/docs/0.8.0/api/skimage.measure.find_contours.html
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(a) Arytenoid Cartilage (b) Epiglottis (c) Lower Lip

(d) Pharynx (e) Soft Palate Center Line (f) Thyroid Cartilage

(g) Tongue (h) Upper Lip (i) Vocal Folds

Figure 2: Illustration of the segmentation mask for each articulator in one MRI sample. The segmentation
masks are superimposed on the MRI sample with very low transparency to help the reader localize the
articulator in the MRI. These segmentation masks are the inputs of the post-processing algorithms.
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(a) Probability map input
with multiple blobs

(b) Probability map after
thresholding

(c) ISO-valued contours for
both blobs

(d) Contour with the largest
area

Figure 3: Steps of the largest contiguous ISO-valued contour algorithm for an illustrative artificial input.

upper lips, pharynx, soft palate center line, and tongue. The method requires a

particular set of steps to be performed, which depends on the articulator.

The first step is thresholding to limit the number of nodes in the graph, which is done

in two ways. In the first, the pixel value is given by

pnew =


0, if porig ≤ T

1, otherwise

In the second, the pixel value is given by

pnew =


0, if porig ≤ T

porig, otherwise

where porig is the original pixel value, pnew is the updated pixel value, and T is the threshold

value. The first is helpful when the relevant information is whether the pixel belongs or not

to the articulator contour. Contrarily, the latter is helpful when a graded information is

necessary.

The second step is skeletonization performed using the skeletonize function5 from

scikit-image, which favors inner pixels in the probability map. Then, the centers of the

5https://scikit-image.org/docs/stable/api/skimage.morphology.html#skimage.morphology.

skeletonize
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non-zero pixels in the image are converted to the nodes of a graph, and the edges between

the nodes are created based on the Euclidean distance between them and the probability of

each node. The weight is given by

wij = α · d(i, j) + β · (1− pj)

where d(i, j) is the Euclidean distance between node i and node j and pj is the probability

of node j. An edge is set between two nodes if the infinity norm between them is lower than

two pixels.

The next step is determining the contour extremities using one of three methods: the

greatest angular distance, vertical extremities, or horizontal extremities. The graph’s center

of mass (CM) is used as the reference for the greatest angular distance in all cases except

for the arytenoid cartilage. For the arytenoid cartilage, only the CM’s y-coordinate is used,

and the x-coordinate is set to the right-most edge of the image. The two points with the

greatest angular distance from the reference are selected as the extremities.

For the vertical extremities, the top-most and the bottom-most nodes in the graph are

used, while for the horizontal extremities, the left-most and the right-most nodes in the

graph are used. Finally, Diijkstra’s algorithm is used to connect the two extremities, and

the final contour is output. Table 3 summarizes the specific steps and parameters of the

graph-based algorithm for each articulator. Figure 4 illustrates the graph-based algorithm’s

main steps for the tongue.

3.3. Experimental Design

We aimed to develop a speaker-independent method to accurately and individually track

non-rigid vocal tract articulators in RT-MRI movies. We also wanted to investigate how

speaker adaptation could improve the method’s performance for a new subject.

We carried out two experiments. The first was a LOOCV protocol. We removed subject

S7.1/S7.2 from the test phase in the LOOCV pipeline because they account for the most
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Table 3: Steps and parameters of the graph-based algorithm for all articulators.

Articulator
Threshold Value

(Type)
Skeletonize

Extremities
Choice

Ang. Distance
Reference

α β

Arytenoid
Cartilage

0.2
(0/1)

Yes
Angular
distance

CM’s
y-coordinate

+
Right-most
x-coordinate

1 10

Epiglottis
0.3
(0/1)

Yes
Vertical

extremities
– 1 10

Lower Lip
0.4
(0/1)

Yes
Angular
distance

CM 1 10

Pharynx
0.3
(0/1)

Yes
Vertical

extremities
– 1 10

Soft Palate
Center Line

0.1
(0/1)

Yes
Horizontal
extremities

– 1 10

Tongue
0.2

(0/porig)
No

Angular
distance

CM 10−7 1

Upper Lip
0.4
(0/1)

Yes
Angular
distance

CM 1 10

images in the database, but still kept it for training. Leaving S7.1 and S7.2 out would have

resulted in a significant reduction in the training set, making it difficult to determine the

cause of the performance improvement. From the remaining six subjects, we isolated one at

a time and trained a model with the remaining subjects. We then tested the model on the

test set of the left-out subjects. We also tested all of the LOOCV models on S7.1 and S7.2

test sets.

In the second experiment, we fine-tuned each initially trained model with its respective

left-out subject. We did this using 10, 40, and all the training samples. We then evaluated

the improvement in performance on the test sets of the left-out subject and the test sets of

subjects S7.1 and S7.2. Ideally, the adapted model would improve its performance for the

target subject while keeping the performance of the previously seen subjects constant.

The models were trained using the Adam optimizer [47] with the cyclic learning rate
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(a) Tongue’s probability map after
thresholding

(b) Graph nodes and contour’s ex-
tremities given by the maximum an-
gular distance

(c) Dijkstra’s shortest path

Figure 4: Steps of the graph-based algorithm for an illustrative artificial input.

Table 4: Hyperparameters of the articulator segmentation model. This table summarizes the hyperparame-
ters used to train and evaluate the segmentation network. The second part of the table refers to the speaker
adaptation experiments.

Hyperparameter Value

Batch size 8
Early-Stopping Patience 20
Weight Decay 10−3

Sched. Max. Learning Rate 10−4

Sched. Base Learning Rate 2× 10−6

Adapt. Num. Epochs. 20
Adapt. Learning Rate. 10−5

Adapt. Sched. Red. Factor 10
Adapt. Sched. Patience 10

scheduler policy [48]. The training continued for the speaker adaptation experiments using

the reduced learning rate on plateau scheduler policy. The hyperparameters of the training

are given in Table 4. The machine learning code was developed using PyTorch [49]. The

complete code for reproducing our results and using our software is available in our public

repositories67.

6https://github.com/vribeiro1/vocal-tract-seg
7https://gitlab.inria.fr/multispeech/vt/vt_tracker
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3.4. Evaluation

The primary evaluation metric for articulators with open contours is the root mean square

(RMS) value of the P2CP from Labrunie et al. [24]. The P2CP metric is calculated by finding

the minimum distance between each point in the target contour and the predicted contour.

The P2CPRMS is given by

P2CP(i, u, v) =
1

2
( min
j∈{1,2,...,n}

d(vi, uj) + min
j∈{1,2,...,n}

d(ui, vj))

P2CPRMS(u, v) =

√√√√ 1

n

n∑
i=1

(P2CP(i, u, v))2

where u ∈ Rn×2 and v ∈ Rn×2 are the target and predicted contours, respectively, and

d(ui, vj) is the Euclidean distance between points ui and vj.

This metric does not suit well articulators with closed contours. Therefore, the primary

metric for the thyroid cartilage and the vocal folds is the Jaccard inndex; the P2CP is also

computed for completeness. The Jaccard index, also known as Intersection-over-Union (IoU),

is calculated by finding the intersection and union of the areas delimited by the target and

the predicted contours. The Jaccard index ranges from 0 to 1, with 1 indicating a perfect

match.

The inter-subject reproducibility of the results was assessed with the one-way ANOVA

test for subjects S1-S6 and the unpaired t-test for subjects S7.1 and S7.2. p < 0.05 was

considered significant.

4. Results

Generally, the proposed method demonstrated a good segmentation quality. The typical

examples of the automatic segmentation compared to the ground truth contours and super-

imposed with the MRI images are shown in Figure 5 and Figure 6. They are representative

of the overall method’s performance, showing that it is adequate for different speakers and

vocal tract positions. Figure 6 shows cases of swallowing (non-speech), which led to the
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worst results. It should be noted that we excluded swallowing images from the test set, and

these cases are only discussed for completeness. Table 5 shows the P2CPRMS values for each

of illustrative case in millimeters.

Table 6 and Table 7 show the results in the LOOCV. Figure 7 and Figure 9a presents the

results in the form of boxplots to make it easier to visualize and compare the results between

subjects. The statistical test (one-way ANOVA) shows that the results were significantly

different for all articulators except the soft palate center line. However, a visual analysis of

Figure 7 and Figure 9a demonstrates that the low p-values are usually explained by a single

outlier.

Table 8, Figure 8, and Figure 9b show the results when the models are evaluated on the

S7.1 and S7.2 test sets. The statistical test demonstrates a significant difference between the

two sets for all articulators except the lower lip and the soft palate center line. However,

the differences between the means P2CPRMS distances tend to remain less than 0.5 mm for

most articulators. The articulators that do not satisfy this condition are epiglottis, thyroid

cartilage, and vocal folds.

The LOOCV results show that the overall performance has an error of less than 2.2 mm,

slightly above one pixel (1.36 pixels). The segmentation of articulators annotated as closed

contours (thyroid cartilage and vocal folds) provides a Jaccard index of about 60% in both

cases. As pointed out, the tables and figures do not include swallowing cases.

Figure 10 and Figure 11 show speaker adaptation’s impact on the models’ performance,

and the x-axis represents the size of the adaptation training set; the y-axis represents the

P2CPRMS/Jaccard index value on the test set. It can be seen that in case of initially poor

inter-subject prediction, the P2CPRMS curve rapidly decreases after retraining with a small

amount (usually ten) of additional images.

The supplementary material includes three videos that illustrate our method’s result.

Each video consists of the RT-MRI acquisition for one utterance with the original audio,

extracted contours, phoneme at each frame, and annotation regarding the speaker, sequence,
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Model Prediction Ground Truth

Arytenoid Cartilage Epiglottis Lower Lip Pharynx Soft Palate

Tongue Thyroid Cartilage Upper Lip Vocal Folds

Target subject: S1
Left-out subject: S1

(a)

Target subject: S2
Left-out subject: S2

(b)

Target subject: S3
Left-out subject: S3

(c)

Target subject: S4
Left-out subject: S4

(d)

Target subject: S5
Left-out subject: S5

(e)

Target subject: S6
Left-out subject: S6

(f)

Target subject: S7.1
Left-out subject: S4

(g)

Target subject: S7.2
Left-out subject: S2

(h)

Figure 5: MRI samples of each subject superimposed with the predicted and ground truth contours after
b-spline regularization. The text in the images indicates the ID of the subject in the image (target subject)
and the ID of the left-out subject during the training of the model that produced that output. This figure
shows how the predicted contours compare to the ground truth contours for each subject. The left-out
subject is the subject that was not used to train the model.
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Model Prediction Ground Truth

Arytenoid Cartilage Epiglottis Lower Lip Pharynx Soft Palate

Tongue Thyroid Cartilage Upper Lip Vocal Folds

Target subject: S4
Left-out subject: S4

(a)

Target subject: S5
Left-out subject: S5

(b)

Target subject: S5
Left-out subject: S5

(c)

Figure 6: MRI samples of swallowing superimposed with the predicted and ground truth contours after
b-spline regularization. The text in the images indicates the ID of the subject in the image (target subject)
and the ID of the left-out subject during the training of the model that produced that output. The figure
shows how the predicted contours compare to the ground truth contours for each subject. The left-out
subject is the subject that was not used to train the model. Note that for (c), the model completely missed
the tongue.

and frame number.
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Table 8: The mean ± standard deviation of the P2CPRMS and Jaccard index (for closed contours only) when
the models were tested with S7.1 and S7.2. The symbol † indicates cases in which the model missed that
articulator in one or more images. The row in bold shows the mean± std in each column. The p-values were
calculated using the unpaired t-test using the test subjects as the treatment variable.

P2CPRMS (mm) Jaccard index

Articulator S7.1 S7.2 p-value S7.1 S7.2 p-value

Arytenoid
Cartilage

1.09± 0.03 1.20± 0.06 1.3× 10−4

Epiglottis 1.53± 0.08 0.93± 0.08 10−64

Lower Lip 0.80± 0.03 0.79± 0.03 † 0.35
Pharynx 0.84± 0.03 0.78± 0.02 10−3

Soft Palate
Center line

0.94± 0.02 0.96± 0.05 0.59

Thyroid
Cartilage

2.09± 0.05 1.03± 0.03 10−158 0.53± 0.01 0.69± 0.01 10−74

Tongue 1.86± 0.06 1.39± 0.12 10−51

Upper Lip 0.86± 0.04 0.94± 0.02 1.8× 10−3

Vocal Folds 1.64± 0.05 0.99± 0.03 10−65 0.58± 0.01 0.74± 0.01 10−59

mean± std 1.29± 0.49 1.00± 0.19 0.1161

5. Discussion

Our models can segment non-rigid vocal tract articulators with low error and outstanding

generalization across subjects, as demonstrated by the LOOCV protocol. Although formal

statistical analysis shows significant inter-subject variations of the mean annotation error,

these differences are much less than the pixel size.

The model generally performs poorly for the sublingual cavity, as observed in Figure 5a

and Figure 5e. It happens because the shortest path algorithm can sometimes miss accen-

tuated curvatures. Nevertheless, the acoustic relevance of the sublingual cavity is minor

compared to the tongue tip and tongue dorsum.

Another notable case is Figure 5e, where the tongue deviation is close to 3 mm. In this

case, the divergence is due to a possible inconsistency in the annotators’ decision. While

both annotations could be considered as correct, the annotator of this image selected a

more internal part of the tongue body, while the model delineated a more external contour.
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(b) Epiglottis
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(c) Lower Lip
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(d) Pharynx
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(e) Soft Palate Center Line
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(f) Thyroid Cartilage
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(g) Tongue
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(h) Upper Lip
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(i) Vocal Folds

Figure 7: Distribution of the P2CPRMS error (in millimeters) for each articulator for each left-out subject in
the LOOCV setting. The similar information is also shown in Table 6. Attention to the different y-scales
when comparing the plots.
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Figure 8: Distribution of the P2CPRMS error (in millimeters) for each articulator for S7.1 and S7.2. Similar
information is also shown in Table 8. Attention to the y-scales when comparing with Figure 7.
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Figure 9: Distribution of the Jaccard index for the articulators with closed contours (a) for each left-out
subject and (b) for S7.1 and S7.2. Similar information is also shown in Table 8.
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(i) Vocal Folds

Figure 10: P2CPRMS and Jaccard index (only for closed contours) calculated on the test sets of the left-out
subjects for each articulator when the models were adapted with varying numbers of training samples of the
left-out subject. The colored lines represent the results for each test subject, the pink (and blue) solid lines
represent the mean metric, and the shaded regions represent one standard deviation.
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(i) Vocal Folds

Figure 11: P2CPRMS and Jaccard index (only for closed contours) calculated on the test sets of S7.1 and S7.2
for each articulator when the models were adapted with a varying number of training samples of the left-out
subject. The colored lines represent the results for each test subject.
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Probable explanation of this phenomenon is that the model privileged the tongue contour

selected by other annotators (who worked on other images of the dataset). These discrep-

ancies are usual in machine learning. The performance metrics are calculated in reference

to a human annotator. However, even if different specialists provide their annotations for

the same images, the annotations are likely to differ. This effect is known as inter-annotator

agreement, a common phenomenon in image segmentation tasks [50]. A slight deviation from

the ground truth is acceptable, but the hypothetical inter-annotator agreement should con-

strain it. Otherwise, the model would copy a specific specialist instead of learning the task.

However, an extended analysis of the vocal tract segmentation inter-annotator agreement is

beyond the scope of this research.

The predictions for the larynx articulators (arytenoid cartilage, epiglottis, thyroid carti-

lage, and vocal folds) are adequate, which is encouraging since this is a challenging region

for human annotators. The most significant errors for the epiglottis occur at its extremities,

as seen in Figure 5f. The prediction is correctly located for the thyroid cartilage and the

vocal folds, and the errors are related to the size of the articulator; the algorithm usually

yields a larger area. However, for articulatory speech research, the correct location of vocal

folds is much more important than the precise contour since it is the source of the voice and

directly impacts synthesis and control models.

For S5, the head is slightly rotated, as the subject seems to be leaning upwards, contrary

to the others leaning forward. This case differs from a simple image rotation, which data

augmentation could easily handle. The head rotation produces a slight deformation in the

larynx, which is more pronounced in the thyroid cartilage and vocal folds region. For this

reason, the model struggles to accurately predict their shapes when subject S5 is left out

of the training set (Table 7). On the other hand, when the model is adapted to it, the

performance improvement is very noticeable.

The case when the contour’s extremities accounts for the largest errors also affects other

articulators such as the tongue, pharynx, and soft palate. The contour’s extremities also

30



accounts for the largest errors for other articulators such as the tongue, pharynx, and soft

palate. A few cases for the tongue are visible in Figure 5c and Figure 5e. Nevertheless,

the difference is less acoustically relevant for most of these articulators since they occur in a

region that does not alter the final vocal tract air column.

Figure 6 shows a few cases of swallowing, which led to the worst results. Swallowing is

an essential human process but is also one of the most difficult to annotate and predict. It is

because the epiglottis lays over the arytenoid cartilage during swallowing, covering the glottis

and preventing anything but air from entering the lungs. It creates constrictions between

the articulators and the bolus, removing air-tissue boundaries. As a result, the articulators

are almost indistinguishable, making the annotation difficult even for specialists.

Not surprisingly, the model provides the most unreliable results for swallowing cases.

The tongue and the epiglottis errors are around 3 mm, and the Jaccard index for the vocal

folds and thyroid cartilage is low. In some cases, the model even misses some articulators

completely. It would have been possible to obtain better results for swallowing by signifi-

cantly increasing the number of swallowing examples in the training set. However, this is

not the focus of our work, which is concerned with articulatory speech research. We leave

this possibility of improving the results for swallowing for future work.

We compared our work to that of Labrunie et al. [24] due to the similarities we found

between them. Labrunie et al. [24] used RT-MRI data and considered most of the articulators

as we did, except for the thyroid cartilage and vocal folds. However, the two studies had

substantial differences in the annotation decisions. Labrunie et al. [24] did not include the

sublingual cavity, starting the tongue annotation from the tip, and they chose to annotate

the contour of the epiglottis and soft palate, not only the center lines. Most importantly,

the two works used different test sets. Despite these differences, the similarities between the

two works allow for some level of comparison. For a fair benchmark, it is desirable to have

access to the same images and a standardized annotation procedure.

On average, our results are close to the Multiple Linear Regression (MLR) while under
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performing compared to the best approach – the mASM. However, our method has the

advantage of being speaker-independent by design, while the method proposed by Labrunie

et al. [24] is subject-specific, limiting its usability for the community.

The second experiment evaluated the adaptation to an unseen speaker. The results

from Figure 10 suggest that there is a significant improvement in the results with only ten

additional training images when the model initially performed poorly, such as the vocal folds

and thyroid cartilage for S5 and the pharynx for S6, even though on average the gain, if

any, is minimal. The result indicates that adaptation is beneficial when the target subject

has a more pronounced anatomical or postural differences from the training subjects. The

adaptation gain is lower for cases where the target subject is standardized, such as the same

head position.

During the speaker adaptation procedure, the model could specialize in the new subject

and “forget” the previous ones. This phenomenon is known in the machine learning litera-

ture as catastrophic forgetting. It could be avoided using elastic weight consolidation [51].

However, the results of the second experiment shown in Figure 11 suggest that the model

does not forget the previous subjects. It is likely because the speaker adaptation procedure

was conservative, using a lower learning rate for a few epochs, preventing the model from

diverging but also limiting the improvement.

It is essential to note that our method has limitations. The main one is not including rigid

articulators, such as the jaw, the upper incisor, and the hard palate. These articulators are

indispensable for speech production but are challenging to segment in MRI because bones

are indistinguishable from the air in the image, so we can only observe the teeth root trace,

which contains a small amount of water. Since these articulators are rigid, the problem is

restricted to finding their location in the image. Therefore, an alternative for tracking these

articulators would be sliding a pre-computed mask in the image and retrieving the image

region with the highest correlation with the mask. However, it can be laborious by requiring

several manual adjustments in the tracking.
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(a) (b) (c)

Figure 12: MRI samples illustrating cases in which the model failed to predict the contact between artic-
ulators. The images include the original MRI sample, the predicted segmentation mask, and the contour
without b-split regularization.

Furthermore, it is difficult to track contacts between articulators, especially for the tongue

tip, as evidenced by the samples in Figure 12 and the videos in the supplementary material.

Figure 12 shows MRI samples with a segmentation mask overlay and the shortest path

contour without b-split regularization. Although the most extreme point in the tongue tip

might have a higher probability, it corresponds to a much longer path, which the shortest

path algorithm rejects; thus, the contact between the tongue tip and the alveolar region is

missed.

An alternative is to give a higher weight to points closer to the alveolar region. Nev-

ertheless, it requires locating the hard palate and upper incisor previously to the contour

computation. Another alternative is training a neural network to post-process the segmen-

tation mask, learning which is the relevant contour given the pixel probabilities.

Finally, another limitation is the RT-MRI frame rate. Our method was trained with a

frame rate of 50 frames per second, meaning that each frame corresponds to 20 milliseconds

of speech. However, some phonemes, such as /l/ have a shorter duration than the MRI frame,

which means the image will be blurred, and the true articulator position will be uncertain.

In these cases, the performance of the model will be lower.
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6. Conclusions

In this study, we proposed and assessed a method for segmenting the vocal tract shape

in real-time MRI using a deep learning approach. We also proposed a transfer learning

method operating with a small dataset (in comparison to other deep learning applications).

The method accurately estimated the shapes of nine non-rigid articulators that delimit the

vocal tract tube and are essential for articulatory speech synthesis. We also showed that

the model can generalize to new subjects. If the position of a new subject significantly

differs from the previous set, the model may need to be adapted to the target subject.

Nevertheless, we showed that only a small amount of data (about ten images) is required for

a good adaptation.

Our recent research in articulatory synthesis of speech has shown that the method is

helpful for this task [4, 5, 52]. We plan to address some of the method’s limitations in future

work, such as the difficulty of segmenting contact regions, especially the tongue tip. Also,

our source code is available as a Python package that makes exploring RT-MRI data to

investigate speech production easy. The package only covers the soft articulators, but we

plan to extend it to rigid bodies to complete the vocal tract shape. Finally, ASD1 images

are already available [38]. We plan to publicly release the ASD2 dataset together with the

manual and automatic annotations for both datasets.

We hope this work will be helpful for other researchers interested in investigating speech

production using RT-MRI data.
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prie. Towards the Prediction of the Vocal Tract Shape from the Sequence of Phonemes

to be Articulated. In Proc. Interspeech 2021, pages 3325–3329, 2021.

[5] Vinicius Ribeiro, Karyna Isaieva, Justine Leclere, Pierre-André Vuissoz, and Yves La-
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