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Abstract

We establish stability criterion for a two-class retrial system with Poisson inputs,

general class-dependent service times and class-dependent constant retrial rates.

We also characterise an interesting phenomenon of partial stability when one

orbit is tight but the other orbit goes to infinity in probability. All theoretical

results are illustrated by numerical experiments.
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1. Introduction

In this work, we consider a two-class retrial system with a single server

and no waiting space associated with the server. If an incoming job finds the

server busy, the job goes to the orbit associated with its class. The jobs blocked

on a class-dependent orbit attempt to access the server after class-dependent5

exponential retrial times in FIFO manner. This is different from the classical
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retrial policy when each job retries independently with respect to the other orbit

jobs. The jobs initially arrive to the system according to Poisson processes. The

service times are generally distributed. The arrival processes as well as service

times are class-dependent.10

An interested reader can find the description of various types of retrial sys-

tems and their applications in the books and surveys [1, 2, 3, 4, 5]. Specifically,

the multi-class retrial systems with constant retrial rate can be applied to com-

puter networks [6, 7], wireless networks [8, 9, 10, 11, 12, 13] and call centers

[14, 15].15

Let us outline our contributions and the structure of the paper. After pro-

viding a formal description of the system in Section 2, we first establish equiv-

alence in terms of stability between the original continuous-time system and a

discrete-time system embedded in the departure instants, see Section 3.1. Then,

in Section 3.2 we prove the stability criterion for our retrial system. We also20

give an extension of the stability criterion to the modified system with balking,

which is useful for modelling two-way communication systems. In Section 4 we

characterize a very interesting regime of partial stability when one orbit is tight

and the other orbit goes to infinity in probability. In particular, we show that

in this regime, as time progresses, the original two-orbit system becomes equiv-25

alent to a single orbit system. Curiously enough, this new single orbit system

gains in stability region due to the jobs lost at infinity. Namely, the stability of

one orbit is attained in part due to a ‘displacement’ of the customers going from

other (unstable) orbit, and it gives a new insight to the transience phenomena.

We mention the most related works in the next paragraph, leaving the de-30

tailed description of related works and the comparison of various stability con-

ditions to Section 5. Then, in Section 6 we illustrate all theoretical results by

simulations with exponential and Pareto distributions of the service times. We

conclude in Section 7 with future research directions.

Stability conditions for the single-class retrial systems with constant retrial35

rates have been investigated in [16, 17, 6, 18, 19]. In [20] the authors have es-

tablished the necessary stability conditions for the present system that coincide
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with the sufficient conditions obtained here. In fact, the necessary conditions

have been obtained for N -orbit systems, with N ≥ 2. We would like to note

that the proof of the necessary conditions turns out to be much less challenging40

than the proof of sufficiency of the same conditions. In [7] the necessary and

sufficient conditions have been established by algebraic methods for the case of

two classes in a completely Markovian setting with the same service rates. In

[8] the author, also in the Markovian setting, has generalized the model of [7]

to the case of coupled orbits and different service rates. Then, the author of45

[21] conjectured sufficient conditions for the two-class retrial system in the case

of general service times. In [22], using an auxiliary majorizing system, the au-

thors have obtained sufficient stability conditions for a very general multi-class

retrial system with N ≥ 2 classes. Their sufficient conditions coincide with the

necessary conditions of the present model in the case of homogeneous classes.50

Recently, the authors of [15] have also obtained sufficient (but not generally

necessary) conditions for the multi-class retrial system with balking. To the

best of our knowledge, in this paper we for the first time establish stability

criterion for the two-class retrial system with constant retrial rates and general

service times. We credit this to the combination of the regenerative approach55

[23] with the Foster-Lyapunov approach for stability analysis of random walks

[24]. We would like to emphasize that the verification of the general conditions

from [24] is not at all straightforward. Furthermore, we refined the case of tran-

sience described in [24] with the novel notion of partial stability. The concept

of partial (local) stability has been studied in [22] in the context of retrial sys-60

tems and in [25] in a more general context of Markov chains. In the present

work, we combine the two approaches to obtain a detailed characterisation of

the phenomenon of partial stability in multi-class retrial systems.

2. System description

Consider a single-server two-class retrial queueing system with constant re-

trial rates. The system has two Poisson inputs with class-dependent rates λk
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and generic service times S(k) with distribution functions Fk, k = 1, 2. There is

no waiting space but two orbits. Define the basic three-dimensional process

X(t) = (N(t), X(1)(t), X(2)(t)), t ≥ 0, (1)

where N(t) = 1 if the server is busy at instant t− (N(t) = 0, otherwise) and65

X(k)(t) is the state (size) of orbit k at instant t−, k = 1, 2. If an incoming

customer of class k comes to the system and sees that the server is busy, he/she

goes to the k-th orbit. The class-k customers retries from orbit k in FIFO

manner with exponential retrial times with rate αk.

In general, the continuous-time process {X(t), t ≥ 0} is not Markovian. Now

let us construct a discrete-time process, embedded in the process {X(t)} at the

departure instants, which turns out to constitute a Markov chain. Denote by

{Dn, n ≥ 1} the sequence of the departure instants, and let X
(k)
n = X(k)(Dn)

be the number of customers in orbit k just after the n-th departure, k = 1, 2.

Construct the following two-dimensional discrete-time process

Xn = (X(1)
n , X(2)

n ), n ≥ 1. (2)

It is easy to check that the process {Xn} is a homogeneous irreducible aperiodic

Markov chain (MC). Let us define the increments

∆
(k)
n+1 = X

(k)
n+1 −X(k)

n , k = 1, 2, (3)

and introduce the sequence of vectors

∆n+1 = (∆
(1)
n+1, ∆

(2)
n+1), n ≥ 1.

Then, the dynamics of MC {Xn} dynamics is described by

Xn+1 = Xn +∆n+1, (4)

where the distribution of ∆n+1 depends on the value of Xn only.70

2.1. Transition probabilities of the embedded MC

Denote by In and Bn, the idle and busy periods of the server between the

n-th and the (n + 1)-st departures, respectively, n ≥ 1. Thus, the (n + 1)-st
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departure instant can be recursively presented as

Dn+1 = Dn + In + Bn.

Then, let I and B be the corresponding generic times. Next, define by A(k)
n the

event, when the (n + 1)-st customer in the server belongs to class k, k = 1, 2.

Note, that on the event A(k)
n , B is distributed as service time S(k). On the other

hand, the distribution of I depends on the state of the orbits: idle/busy. Now75

we consider these cases separately.

1. Both orbits are empty. In this case Xn = (0, 0) and the server stays idle

until the next arrival. Thus, the idle period I is exponentially distributed with

the rate λ1 + λ2 and the mean EI = 1/(λ1 + λ2).

Denote by p
(k)
l (i) the probability that i customers join the orbit k in the80

interval [Dn, Dn+1), provided that both orbits are empty at instant Dn and the

(n + 1)-st customer arriving to the server is from class l. Thus, for k = 1, 2;

l = 1, 2; i ≥ 0 we can write

p
(k)
l (i) =

∫ ∞

0

e−λkt
(λkt)

i

i!
dFl(t). (5)

In fact, with probability
λl

λ1 + λ2
p
(k)
l (i), (6)

the class-l customer occupies the server and i customers join the orbit k = 1, 2,

resulting in X
(k)
n+1 = i.85

2. Only the first orbit is empty. Note that in this case EI = 1/(λ1 + λ2 + α2).

Thus, with probability
λl

λ1 + λ2 + α2
p
(k)
l (i), (7)

the newly arriving class-l customer occupies the server and i customers join the

k-th orbit, resulting in X
(1)
n+1 = i (resp., X

(2)
n+1 = X

(2)
n + i). Moreover, with

probability
α2

λ1 + λ2 + α2
p
(k)
2 (i), (8)
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an orbital class-2 customer occupies the server and this results in X
(1)
n+1 = i

(X
(2)
n+1 = X

(2)
n − 1 + i).

The symmetric case, when only the second orbit is empty, is treated similarly.

3. Both orbits are busy. In the case when class-1 retrial attempt is not successful,

we have X
(1)
n+1 = X

(1)
n + i, i ≥ 0, with probability

λ1

(λ1 + λ2 + α1 + α2)
p
(1)
1 (i) +

λ2 + α2

(λ1 + λ2 + α1 + α2)
p
(1)
2 (i). (9)

(The probability of X
(2)
n+1 = X

(2)
n + i is symmetrically defined.) If class-k retrial

attempt is successful, we have X
(k)
n+1 = X

(k)
n + i − 1 with the corresponding

probability
αk

(λ1 + λ2 + α1 + α2)
p
(k)
k (i). (10)

3. Stability criterion

3.1. Stability of the embedded MC and the underlying continuous-time process90

In this section we establish a connection between the notion of stability

(ergodicity) of the embedded MC introduced in the previous section and the

concept of positive recurrence, which is an analogous notion of stability for re-

generative processes in continuous time. Although it seems quite intuitive that

stability of the embedded MC implies the positive recurrence of the underlying95

continuous-time process and vice versa, it is instructive to give a formal proof

of this fact.

Recall the definition of the basic three-dimensional process

X(t) = (N(t), X(1)(t), X(2)(t)), t ≥ 0,

where N(t) is the indicator function of the server occupancy at time instant

t− and X(k)(t) is the size of orbit k. Denote by tn the arrival instants of the

(superposed) Poisson process and let X̂n = X(t−n ), n ≥ 1. We stress that the100

new hat-notation reflects the fact that the discrete-time process {X̂n} in general

is not a Markov chain and evidently differs from the original Markov chain {Xn}

obtained by embedding at the departure instants.
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The process {X(t)} is regenerative with the regeneration instants {Tn} de-

fined recursively as105

Tn+1 = min
i
(ti > Tn : X̂i = 0), T0 = 0, n ≥ 0. (11)

We note that the equality X̂i = 0 is component-wise and that the regeneration

epoch Tn represents the nth arrival instant when a customer meets the system

totally idle, and the distribution of the process {X(t)} after the instant Tn is

independent of n and the prehistory preceding instant Tn. (A detailed descrip-

tion of the regenerative method can be found in Chapter VI of the fundamental110

book [26].)

We assume that the first customer arrives in the empty system at instant

t = 0. Such a setting is called zero initial state [27], and the corresponding re-

generative process is called zero-delayed [26]. Denote by T generic regeneration

period (which is distributed as any difference Tn+1−Tn). Then the regenerative

process is called positive recurrent if ET < ∞. Denote by τ the generic interar-

rival (exponential) time in the superposed Poisson input process, which has rate

λ =
∑

λk. Because the input process is Poisson, then the regeneration period T

is non-lattice. (In this particular model the latter means that the regeneration

period length has absolutely continuous distribution.) In this case the positive

recurrence implies the existence of the stationary distribution of the process

X(t) as t → ∞ and hence the stability of the system [26]. To study stability, it

is much more convenient to work with a one-dimensional process

Z(t) = N(t) +X1(t) +X2(t), t ≥ 0,

counting the total number of customers in the system, which is regenerative with

the same regeneration instants (11). In the following lemma we establish the

equivalence between the stability of the embedded MC and the stability of the

original continuous-time process for the case of zero initial state.115

Lemma 1. The zero-initial state Markov chain X is positive recurrent if and

only if the process {X(t)} is positive recurrent, that is, if ET < ∞.
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Proof. If the process {X(t)} is positive recurrent, then it follows by a regen-

erative argument [26] that the stationary probability P0, the probability of the120

system being totally idle, exists and is equal to

P0 = lim
t→∞

P(Z(t) = 0) = lim
t→∞

1

t

∫ t

0

1(Z(u) = 0)du =
Eτ

ET
> 0, w.p. 1, (12)

where τ denotes the generic inter-arrival time in the superposed Poisson input

process. On the other hand, {X̂n} is the embedded discrete-time regenerative

process with the regeneration instants

θn+1 = min(i : i > θn, X̂i = 0), θ0 = 0, n ≥ 0, (13)

with θ denoting generic regeneration period of this discrete-time process. Namely,

the generic regeneration cycle is given by θ =st θn+1 − θn. It is well known

that the discrete-time length θ of the regeneration cycle is connected with the

continuous-time length T by the following stochastic equality [26] (Chapter X,

Propositions 3.1 and 3.2):

T =st

θ∑
k=1

τk

(∑
∅

:= 0

)
,

where τk = tk+1 − tk is the k-th inter-arrival interval and the summation index

θ is a (randomized) stopping time. It then immediately follows from the Wald’s

identity that

ET = EτEθ.

Note that, because 0 < Eτ < ∞, then ET = ∞ implies Eθ = ∞, and vice versa.125

Thus we obtain that Eθ < ∞, and hence the positive recurrence of the basic

process {X(t)} implies the positive recurrence of the process {X̂n} embedded (in

the basic process) at the arrival instants. Conversely, Eθ < ∞ implies ET < ∞

as well.

It remains to connect the process {X̂n} with the embedded MC we studied

above. Note that, as in (11), regenerations {θn}, defined in (13), are generated

by the arrivals meeting empty system. On the other hand, θ represents both

the number of arrivals and the number of departures from the system within
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a continuous-time regeneration period T . Thus, θ is also generic regeneration

period of the embedded MC {Xn}. It is worth mentioning that, at each instant

of time, the index of a customer which sees the empty system (and generating

a new regeneration period of the processes {X(t)} and {X̂n}), differs from the

index of a customer leaving empty system by no more than one. Thus we obtain

that

π̂0 = lim
n→∞

P(X̂n = 0) = lim
n→∞

P(Xn = 0) =: π0 =
1

Eθ
> 0.

Thus, π0 > 0, and because the MC we consider is aperiodic and irreducible, it is130

also ergodic. Therefore we see that the two concepts of stability (in continuous

and discrete times) agree and the lemma hereby is proven. □

We note that, at the first sight, the equality π0 = π̂0 seems rather surprising

because π0 relates to the MC while π̂0 relates to the regenerative process {X̂n}

which in general is not Markov.135

3.2. Stability of the embedded Markov chain

The results of this section are based on the general stability conditions for

two-dimensional MCs, obtained in [24].

Let us first introduce some additional notations for the embedded Markov

chain (2) needed for the application of the results from [24]. Specifically, let us140

derive the drifts of the embedded MC in various regions of the state space.

Denote by M01
k the mean number of customers joining the class-k orbit in the

time interval [Dn, Dn+1), provided X
(1)
n = 0, X

(2)
n > 0. Recall µk = 1/ES(k)

and denote

ρk =
λk

µk
, ρ̂k =

αk

µk
, k = 1, 2.

Then it follows from (7)–(8) after a simple algebra that

M01
1 =

∑
i≥1

i
[ λ1p

(1)
1 (i)

λ1 + λ2 + α2
+

(λ2 + α2)p
(1)
2 (i)

λ1 + λ2 + α2

]
=

λ1(ρ1 + ρ2 + ρ̂2)

λ1 + λ2 + α2
, (14)

M01
2 =

λ2(ρ1 + ρ2 + ρ̂2)− α2

λ1 + λ2 + α2
. (15)
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Similarly, denote by M10
k the mean number of customers joining the class-k orbit

in the time interval [Dn, Dn+1), provided X
(1)
n > 0, X

(2)
n = 0, k = 1, 2. Then

by analogy with (14) and (15), we obtain145

M10
1 =

λ1(ρ1 + ρ2 + ρ̂1)− α1

λ1 + λ2 + α1
, (16)

M10
2 =

λ2(ρ1 + ρ2 + ρ̂1)

λ1 + λ2 + α1
. (17)

Continuing in the same way, we denote by M11
k the mean number of customers

joining the class-k orbit in the time interval [Dn, Dn+1), if X
(1)
n > 0, X

(2)
n > 0,

and obtain

M11
1 =

(λ1 + α1)ρ1 + λ1(ρ2 + ρ̂2)− α1

λ1 + λ2 + α1 + α2
, (18)

M11
2 =

(λ2 + α2)ρ2 + λ2(ρ1 + ρ̂1)− α2

λ1 + λ2 + α1 + α2
. (19)

Our further analysis is based on Theorem A presented in the Appendix, a150

statement from [24]. Note, that in the general case, Theorem A is applicable

under some additional technical conditions (see Appendix A), which hold auto-

matically when the input is Poisson. Denote ρ = ρ1 + ρ2, ρ̂ = ρ̂1 + ρ̂2. Now we

are in a position to state our central result.

Theorem 1. Two-class retrial system with constant retrial rates, Poisson in-

puts, general service times and exponential retrials is ergodic if and only if

ρ < min
( α1

λ1 + α1
,

α2

λ2 + α2

)
. (20)

Proof. Note that the defined above drifts M01
k , M10

k , M11
k , k = 1, 2, correspond155

to the drifts used in the statement of Theorem A (see the appendix).

First, let us consider the conditions for the case (a) of Theorem A. Specifi-

cally, the condition M11
1 < 0 takes the following form

ρ1

(
λ1 + α1 + (λ2 + α2)

µ1

µ2

)
< α1, (21)

while the condition M11
2 < 0 takes the form

ρ2

(
λ2 + α2 + (λ1 + α1)

µ2

µ1

)
< α2. (22)
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The inequalities (21) and (22) can be further rewritten as160

λk

(
ρ+ ρ̂

)
< αk, k = 1, 2.

Next, the first condition M11
1 M10

2 −M11
2 M10

1 < 0 in (67) becomes, after a tedious

algebra (see Appendix B for details),

ρ <
α1

λ1 + α1
, (23)

while the second condition M11
2 M01

1 −M11
1 M01

2 < 0 in (67) can be transformed

to

ρ <
α2

λ2 + α2
. (24)

Thus we can express the three ergodic cases (a.1), (b.1) and (c.1) of The-

orem A (see inequalities (67), (69) and (71) in Appendix A) in terms of our

system parameters:

Case (a.1) 
λk

(
ρ+ ρ̂

)
< αk, k = 1, 2,

ρ <
αk

λk + αk
, k = 1, 2;

(25)

Case (b.1) 
λ1

(
ρ+ ρ̂

)
≥ α1,

λ2

(
ρ+ ρ̂

)
< α2,

ρ <
α1

λ1 + α1
;

(26)

Case (c.1) 
λ1

(
ρ+ ρ̂

)
< α1,

λ2

(
ρ+ ρ̂

)
≥ α2,

ρ <
α2

λ2 + α2
.

(27)

Our next goal is to simplify the ergodicity conditions (25)–(27). Towards

this end, we rewrite the system (25) in terms of functions of α1 and α2, assuming165

other parameters fixed. The first pair of inequalities in (25) can be transformed
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to

α2 <
(1− ρ1)µ2

λ1
α1 − ρµ2 =: g1(α1), (28)

α2 >
λ2

(1− ρ2)µ1
α1 +

λ2

1− ρ2
ρ =: g2(α1), (29)

while inequalities ρ < αk/(λk + αk), k = 1, 2, become

αk >
ρ

1− ρ
λk, k = 1, 2. (30)

For fixed values λk, µk, such that ρ < 1, the right hand sides of (28), (29) are

the increasing linear functions of α1 with a common point (α∗
1, α

∗
2), where170

α∗
k =

ρ

1− ρ
λk, k = 1, 2. (31)

The ergodic case (a.1), described by system (25), corresponds to the values of

(α1, α2) such that

g2(α1) < α2 < g1(α1), (32)

α1 > α∗
1. (33)

Next we show that the set of (α1, α2) corresponding to (32) and (33) is non-

empty as long as ρ < 1. Assume on contrary that

g2(α1) ≥ g1(α1), (34)

thus (32) is violated. The inequality (34) for linear increasing functions g1, g2

under conditions αk > α∗
k, k = 1, 2 implies a similar relation for the coefficients

in front of α1 (see (28),(29)), that is

λ2

(1− ρ2)µ1
≥ (1− ρ1)µ2

λ1
. (35)

Multiplying both parts of (35) by (1 − ρ2)λ1/µ2 ≥ 0, we obtain

ρ1ρ2 ≥ (1 − ρ1)(1 − ρ2), which is equivalent to ρ = ρ1 + ρ2 > 1 and yields

a contradiction.175

Now, similarly, we describe the stability regions (b.1) and (c.1), presented

in (26) and (27), in terms of the functions g1(α1) and g2(α1) as follows:

Case (b.1): α2 ≥ g1(α1), α1 > α∗
1,

Case (c.1): α2 ≤ g2(α1), α2 > α∗
2.

12



Next, by combining the three cases, we conclude that MC is ergodic, if α1 > α∗
1

and α2 > α∗
2, which is equivalent in fact to ρ < αk/(λk + αk), k = 1, 2. Thus,

the conditions (25)–(27) can be written as (20).180

So far we have shown that (20) is a sufficient condition for stability (ergod-

icity). To show that this condition is also necessary, we refer to the paper [20],

where it is shown, in the adopted notation and with ρ = ρ1 + · · ·+ ρN , that if

N -class retrial system with Poisson inputs is ergodic then

λkρ < αk

(
1− ρ

)
, k = 1, . . . , N. (36)

(Indeed, in paper [20], we have applied an equivalent notion of positive recur-

rence in the framework of the regenerative approach, see Lemma 1 above.) We

can rewrite (36) (for N=2) as

λkρ < αk

(
1− ρ

)
, k = 1, 2,

implying

ρ < min
k=1,2

αk

λk + αk
. (37)

Thus (37) coincides with (20) and condition (20) is also the necessary stability

condition. □

Remark. It follows from (37) that if the two-class retrial system under consid-

eration is ergodic, then ρ < 1.

3.3. Stability of a system with balking185

We can assume an extra feature in the system under consideration as follows.

If a primary class-k customer meets busy server, he joins the corresponding orbit

with a given (balking) probability bk ≥ 0, k = 1, 2 and leaves the system with

probability 1− bk. In this case, the stability condition of Theorem 1 transforms

to

b1ρ1 + b2ρ2 < min
( α1

α1 + λ1
,

α2

α2 + λ2

)
. (38)

This is an immediate extension. Namely, taking into account balking policy, we

redefine the transition probabilities (5) and the statement (38) is then proved

13



Figure 1: Stability/transience regions.

by the same arguments as Theorem 1. We note that this modification of the

system is useful to model two-way communication systems, for more details see

e.g., [13, 15].190

4. Partial stability

Let us now discuss an effect of partial stability to the best of our knowledge

first discovered in [22]. In the case of two classes of customers, the statement

of Theorem 4 from [22] can be qualitatively formulated as follows: under some

(given below) conditions, the class-1 orbit queue stays tight while the class-2195

orbit queue goes to infinity in probability. (Of course, by symmetry, this can be

formulated for the opposite case, when the second orbit is tight while the first

orbit diverges.) By the evident reason, this statement can be regarded as the

case of partial stability.

The purpose of this section is firstly to show that, in terms of the embed-200

ded MC {Xn}, the partial stability corresponds to the transient case (c.2) of

Theorem A, i.e., M11
1 < 0, M11

2 ≥ 0 and condition M11
2 M01

1 −M11
1 M01

2 > 0.

Secondly, by establishing a relation with a single-orbit system, we shall show

how to describe the long run behaviour of the stable orbit.
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Note that the stability conditions which correspond to transience case (c.2)205

can be defined in terms of the load and rate coefficients as follows:

α1 > λ1(ρ+ ρ̂), (39)

α2 ≤ λ2(ρ+ ρ̂), (40)

ρ >
α2

λ2 + α2
. (41)

It is important to note that (39) can be written as

ρ1 <
ρ̂1

ρ+ ρ̂1 + ρ̂2
< 1. (42)

Now we show that, provided conditions (39) and (41) hold, then they imply

condition (40), which turns out to be redundant.

Next consider in detail inequalities (39)–(41) in all three possible sub-cases210

when ρ1 < 1.

Sub-case 1: ρ1 < 1, ρ < 1. In this case, it is convenient to rewrite conditions

(39)–(41) as follows:

α1 >
λ1

(µ1 − λ1)
· µ1

µ2
α2 +

λ1

µ1 − λ1
µ1ρ, (43)

α1 ≥ (µ2 − λ2)

λ2
· µ1

µ2
α2 − µ1ρ, (44)

α2 <
ρ

1− ρ
λ2 =: α∗

2, (45)

respectively. Next assume that the following relation holds between the r.h.s.

of conditions (43) and (44)

λ1

(µ1 − λ1)
· µ1

µ2
α2 +

λ1

µ1 − λ1
µ1ρ ≤ (µ2 − λ2)

λ2
· µ1

µ2
α2 − µ1ρ. (46)

After some algebra, (46) transforms to the inequality α2 ≥ λ2 ρ/(1− ρ), which215

contradicts (45). Thus, we have

α1 >
λ1

(µ1 − λ1)
· µ1

µ2
α2 +

λ1

µ1 − λ1
µ1ρ >

(µ2 − λ2)

λ2
· µ1

µ2
α2 − µ1ρ, (47)

and inequality (43) implies inequality (44); or equivalently, (39) implies (40).

Therefore, the latter condition is redundant.
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Sub-case 2: ρ1 < 1, ρ2 > 1. In this case, from the condition (40) we have

λ2(ρ+ ρ̂1) > α2(1− ρ2). Note220

λ2(ρ+ ρ̂1) > 0 > α2(1− ρ2). (48)

Thus in this sub-case (40) always holds, and as a consequence is redundant.

Sub-case 3: ρ1 < 1, ρ2 < 1, ρ > 1. In this case, conditions (43), (44) remain

unchanged, while condition (45) becomes

α2 >
ρ

1− ρ
λ2. (49)

As in Sub-case 1, it is easy to check that, provided inequality (49) holds, the

condition (47) holds as well, and thus condition (44), or equivalently, condition225

(40) is redundant in this sub-case as well.

Consequently a pair of conditions M11
1 < 0 and M11

2 M01
1 −M11

1 M01
2 > 0 (or

its analogues (39) and (41)) define the transience case (c.2) in our model.

Before we formulate next results, let us recall the definition of the failure

rate

r(x) :=
f(x)

1− F (x)
,

of a non-negative absolutely continuous distribution F with density f , defined

for all x such that 1− F (x) > 0. We say that a distribution belongs to class D230

if its failure rate satisfies infx≥0 r(x) > 0. (Some, fairly common, distributions

satisfying this requirement can be found in [22].)

Theorem 2. If, in the initially empty system, conditions

α1 > λ1(ρ+ ρ̂), ρ > α2/(λ2 + α2), (50)

hold and the distribution Fk of service times of class-k customers belongs to

class D, k = 1, 2, then the 1-st orbit is tight and the 2-nd orbit increases in235

probability, that is X(2)(t) ⇒ ∞.

Proof. Recall notation

ρ = ρ1 + ρ2, ρ̂ =
α1

µ1
+

α2

µ2
.
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and also denote

PL =
ρ+ ρ̂

1 + ρ+ ρ̂
. (51)

Following [22], we consider an auxiliary two-class system, denoted by Σ̃, with

the same service times as in the original system and with two ‘infinitely loaded’

orbits. Thus, as the original system, the system Σ̃ has two Poisson inputs from240

‘outside’ (‘exogenous’ customers) with the rates λk and, in addition, two Poisson

inputs with the rates αk which we call the retrial inputs, k = 1, 2. We ‘color’

each new (exogenous) class-k job meeting server busy, and then it joins the

queue in orbit k. At that orbit the colored jobs have a priority: a non-colored

job from orbit k cannot attempt to occupy the server while colored jobs present245

in orbit k. In other words, colored jobs stand ahead in the (infinitely long)

orbit queue. It is intuitive (and proved in [22]) that the colored class-k orbit

size (in the system Σ̃) stochastically dominates class-k orbit size in the original

system, provided Fk ∈ D, k = 1, 2. (We stress that, in the system Σ̃ the class-

k retrial jobs continue to arrive to the server even if class-k colored jobs are250

exhausted.) Then it follows that PL defined in (51) is the stationary probability

that a customer meets server busy in the system Σ̃. Moreover, it is shown in

[22] (Theorem 4 there) that, if the system is initially empty, and the following

conditions hold:

PL <
α1

λ1 + α1
, (52)

ρ ≥ α2

λ2 + α2
, (53)

then the first orbit is tight while X(2)(t) ⇒ ∞.255

Remark. The proof of tightness in [22] is based on the monotonicity property

mentioned above which in turn has been proven for Fk ∈ D only. We believe

that the latter requirement is only technical and indeed is not needed for sta-

bility. This conjecture, in particular, is supported in Section 6.2 by a numerical260

example with Pareto service time distribution which does not belong to class D.
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Thus, our goal is to show that conditions (50) of Theorem 2 coincide with

conditions (52), (53), and, for this purpose, we write conditions (50) separately

as265

α1 > λ1(ρ+ ρ̂), (54)

ρ >
α2

λ2 + α2
. (55)

Because

PL =
ρ+ ρ̂

1 + ρ+ ρ̂
,

it is straightforward to show that (52) coincides with (54). It remains to note

that (55) is a particular case of condition (53). Thus, conditions (50) define

transience case (c.2) and simultaneously are the assumptions of Theorem 2.

Hence, this means that the first orbit is tight and X(2)(t) ⇒ ∞. □

Theorem 2 (as well as Theorem 4 in [22]) shows that, unlike conventional270

retrial systems, in the constant retrial rate system, stability/instability may

happen locally. Denote

P
(2)
B =

ρ+ ρ̂2
ρ2 + ρ̂2 + 1

. (56)

It is shown in [22] that, under conditions (52) and (53), P
(2)
B is the limiting

fraction of the mean busy time of the server, that is, in evident notation,

lim
t→∞

EB(t)

t
= P

(2)
B .

Next, we note that the condition (53) can be written as

ρ+ ρ̂2
ρ2 + ρ̂2 + 1

= P
(2)
B ≤ ρ. (57)

In particular, if the inequality (53) is strict, then P
(2)
B < ρ. On the other hand,

if (53) holds as equality, then the limiting fraction of busy time P
(2)
B becomes275

equal to ρ. This surprising result has the following intuitive explanation (first

remarked in [20]). Assume the inequality (53) is strict and rewrite it as

λ2ρ > α2(1− ρ). (58)

18



Then it follows that the rate of the input of the (blocked) customers to orbit 2

is bigger than the (potential) rate of the output from this orbit. In this case one

expects that orbit 2 size increases in such a way that a non-negligible fraction280

of the blocked class-2 customers joining the ‘end’ of the infinitely increasing

orbit 2, that is, those customers ‘go to infinity’ and never reach the server in

the future. In other words, this fraction of customers can be treated as ‘lost’

or ‘disappeared’ work. As a result, the limiting fraction of the ‘processed’ work

becomes less than ρ.285

If, instead of the inequality (53) (or (58)) we assume the equality, that is

λ2ρ = α2(1− ρ), (59)

then the orbit-2 size increases in general in probability only (i.e., ‘slower’ than in

the previous case). In this case the ’disappearing’ fraction of class-2 customers

joining the infinitely increasing orbit 2 turns out to be negligible, and it follows

that the limiting fraction of the mean busy time (‘busy probability’) P
(2)
B = ρ. It290

is because ‘almost all’ incoming work is processed and as a result the stationary

busy probability in this case coincides with the stationary busy probability in

the positive recurrent case.

Again assume that the conditions (52) and (53) hold, and that P
(2)
B ≥ PL,

that is

(ρ+ ρ̂2)(1 + ρ̂+ ρ) ≥ (ρ+ ρ̂)(ρ2 + ρ̂2 + 1).

After a simple algebra, we obtain the inequality λ1(ρ + ρ̂) ≥ α1, contradicting

(52). Thus P
(2)
B < PL. This result has the following intuitive explanation in the295

bufferless setting. Note that the loss probability PL in the auxiliary system, by

PASTA, is also the limiting fraction of the server busy time. Because the first

orbit in the original system is tight then it follows that the fraction of the server

idle time in the original system is non-negligible, and as a result, this (limiting)

fraction P
(2)
B is strictly dominated by the probability PL.300

Note that the simulation results in Section 6 illustrate the related phenomena

of partial stability in regions 6 and 8 (see Figure 2 below).
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4.1. Relation to a single-orbit system

In this section, we establish an intuitively expected result that the stability

conditions from Theorem 2 coincide with stability conditions of the following as-

sociated single-server two-class system: while class-1 customers meeting server

busy join the orbit, class-2 customers arrive as if the 2nd orbit would be perma-

nently busy. In other words, the 2-nd orbit becomes the source of the Poisson

process with rate α2. Intuitively, the associated system can be considered as a

‘limit’ of the original system under conditions of Theorem 2. Next, we formally

justify this intuition. In the limit system, class-2 customers arrive to the server

with the input rate

λ̃2 = λ2 + α2,

and leave the system if they find the server busy, while the external class-1

customers arrive to the server with the input rate λ1. Thus, the limit system

can also be viewed as a single-orbit retrial system with an additional exogeneous

Poisson input with rate λ̃2. In this single-orbit system, we denote by {X(t)}

the evolution of the orbit size, and let Xn be the orbit size just after the n-th

departure, n ≥ 1. Recall the probabilities p
(1)
l (i), l = 1, 2 from (5) and note

that, if Xn = 0, then Xn+1 = i with the probability

λ1

λ1 + λ̃2

p
(1)
1 (i) +

λ̃2

λ1 + λ̃2

p
(1)
2 (i), i ≥ 0. (60)

If Xn > 0, then Xn+1 = Xn + i with probability

λ1

λ1 + α1 + λ̃2

p
(1)
1 (i) +

λ̃2

λ1 + α1 + λ̃2

p
(1)
2 (i),

and Xn+1 = Xn + i− 1 with probability

α1

λ1 + α1 + λ̃2

.
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This gives the (conditional) mean orbit size:

E
[
Xn+1|Xn = i

]
=
∑
j≥0

α1

λ1 + α1 + λ̃2

p
(1)
1 (i)

(
i− 1 + j

)
+

∑
j≥0

( λ1

λ1 + α1 + λ̃2

p
(1)
1 (i) +

λ̃2

λ1 + α1 + λ̃2

p
(1)
2 (i)

)
= i+

λ1 + α1

λ1 + α1 + λ̃2

ρ1 +
λ̃2

λ1 + α1 + λ̃2

λ1

λ2
ρ2 −

α1

λ1 + α1 + λ̃2

.

Thus, the negative drift takes place (i.e., E
[
Xn+1|Xn = i

]
< i) if

λ1 + α1

λ1 + α1 + λ̃2

ρ1 +
λ̃2

λ1 + α1 + λ̃2

λ1

λ2
ρ2 <

α1

λ1 + α1 + λ̃2

.

The latter inequality, after a simple algebra, becomes

ρ1(ρ+ ρ1) < ρ̂1, (61)

and coincides with condition (54) implying tightness of the 1-st orbit in partially305

stable scenario for the two-orbit system.

Next we establish a stronger result: the weak convergence of the original

two-orbit system to the associated single-orbit system. Towards this end, we

first prove a monotonicity property of the two-dimensional embedded MC {Xn}.

Let x = (x1, x2) denote a point of Z2
+. Then, for all x > (0, 0) and i, j ≥ −1

we define the probabilities

P(i, j) := P
(
X

(1)
1 = x1 + i, X

(2)
1 = x2 + j|X(1)

0 = x1, X
(2)
0 = x2

)
,

where, by definition, P(−1, −1) = 0. Define the total input rate to the server by

Λ = λ1 +λ2 +α1 +α2, if the both orbits are non-empty. We have the following

four alternative cases implying the event

A = {X(1)
1 = x1 + i, X

(2)
1 = x2 + j},

1. with probability λ1/Λ p
(1)
1 (i)p

(2)
1 (j), when a class-1 new arrival occupies

the server, where we use the independence of inputs;

2. with probability λ2/Λ p
(1)
2 (i)p

(2)
2 (j), when a class-2 new arrival occupies

the server;310
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3. with probability α1/Λ p
(1)
1 (i + 1)p

(2)
1 (j), when a class-1 orbit customer

occupies the server;

4. and finally, with probability α1/Λ p
(1)
2 (i)p

(2)
2 (j + 1), when a class-2 orbit

customer occupies the server.

We remind that the customers of different classes arrive independently.315

Collecting together all possible cases, we obtain

P(i, j) =
1

λ1 + λ2 + α1 + α2

[
λ1p

(1)
1 (i)p

(2)
1 (j) + λ2p

(1)
2 (i)p

(2)
2 (j)

+ α1p
(1)
1 (i+ 1)p

(2)
1 (j) + α2p

(1)
2 (i)p

(2)
2 (j + 1)

]
, (62)

where p
(k)
1 (−1) = 0, p

(k)
2 (−1) = 0, k = 1, 2, by definition. Moreover, we have

P(i, −1) =
α2

λ1 + λ2 + α1 + α2
p
(1)
2 (i)p

(2)
2 (0), i ≥ 0;

P(−1, j) =
α1

λ1 + λ2 + α1 + α2
p
(1)
2 (0)p

(2)
2 (j), j ≥ 0.

Now, for arbitrary y ∈ Z2
+, we define the set

Cy = {z ∈ Z2
+ : z ≥ y}.

Then, following [25], we must establish the following monotonicity property of

MC {Xn}:

P
(
X1 ∈ Cy

∣∣X0 = x
)
≥ P

(
X1 ∈ Cy

∣∣X0 = x̂
)
, x ≥ x̂, y ∈ Z2

+. (63)

Next, fix arbitrary x, x̂ > (0, 0) and calculate the left hand side of (63):

P
(
X1 ∈ Cy

∣∣X0 = x
)

=
∑

i≥y1−x1

∑
j≥y2−x2

P
(
X

(1)
1 = x1 + i, X

(1)
2 = x2 + j

∣∣X0 = x
)

=
∑

i≥y1−x1

∑
j≥y2−x2

P(i, j). (64)

Taking into account that x1 ≥ x̂1, x2 ≥ x̂2 and (62), the expression (64) can be
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represented as320

P
(
X1 ∈ Cy

∣∣X0 = x
)

=
∑

i≥y1−x1

( y2−x̂2−1∑
j=y2−x2

P(i, j) +
∑

j≥y2−x̂2

P(i, j)
)

=
∑

i≥y1−x1

y2−x̂2−1∑
j=y2−x2

P(i, j) +
∑

i≥y1−x1

∑
j≥y2−x̂2

P(i, j)

=
∑

i≥y1−x1

y2−x̂2−1∑
j=y2−x2

P(i, j) +
∑

j≥y2−x̂2

y1−x̂1−1∑
i=y1−x1

P(i, j)

+ P
(
X1 ∈ Cy

∣∣X0 = x̂
)
,

which implies the monotonicity property (63).

As the embedded two-dimensional MC {Xn} satisfies the monotonicity prop-

erty and the second orbit grows to infinity in probability by Theorem 2, we can

apply Theorem B from the Appendix, to state the following result.

Theorem 3. Let π = {πn, n ≥ 0} be the stationary distribution of the orbit325

size in the limiting single-orbit system at the departure instants, and let the

assumptions of Theorem 2 hold. Then, X
(1)
n → X(1) in the total variation

norm, where X(1) has the distribution π.

As a final remark of this section, let us explain why the probability P
(2)
B

satisfies expression (57). When the auxiliary single-orbit system is stable, P
(2)
B

first must include fraction ρ1 of time when the server is occupied by class-1

customers. Next, the other fraction of time, 1−ρ1, is devoted to serving class-2

customers. When the server is working as the auxiliary system with input rate

λ2 + α2 and service rate µ2, the loss probability equals

(λ2 + α2)/µ2

1 + (λ2 + α2)/µ2
=

ρ2 + ρ̂2
1 + ρ2 + ρ̂2

.

Now collecting together both these fractions, we easily obtain that

ρ1 + (1− ρ1)
ρ2 + ρ̂2

1 + ρ2 + ρ̂2
=

ρ+ ρ̂2
ρ2 + ρ̂2 + 1

= P
(2)
B ,

as intuitively expected. Note that in the analysis above we implicitly used the

PASTA property allowing in our case to equate fraction of class-2 arrivals which330
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meet server busy by other class-2 customers and the fraction of time when server

is occupied by class-2 customers.

5. Comparison with known stability results

In this section, we compare the obtained stability criterion (20) with earlier

obtained stability conditions mentioned in the introduction. In the papers [15,

20] the following necessary stability condition

ρ :=
K∑

k=1

ρk < min
1≤k≤K

αk

λk + αk
,

has been obtained for a bufferless K-class retrial system, in which class-k cus-

tomers follow Poisson input with rate λk, have i.i.d. general service times with

the mean µk and retrial rate αk. As we see, for K = 2 classes, this neces-

sary condition coincides with stability criterion (20). On the other hand, the

sufficient stability condition from [15] has the form

ρ < min
k

( αk

αk + λ

)
,

where λ =
∑K

k=1 λk, and definitely less tight than condition (20) (for K = 2).

We note that for a single-class system, condition (20) becomes (in an evident335

notation)

ρ <
α

λ+ α
, (65)

and coincides with stability condition obtained in a few previous papers [16,

17, 19, 20]. Note that in [17] a renewal input is allowed while service time is

exponential. On the other hand, the work [19] allows both general service time

and a general renewal input. We note that condition (65), written as

λρ < α(1− ρ),

has a very clear intuitive interpretation: input rate to the orbit (generated by

customers meeting the busy server) must be less than the output rate from

the orbit (the rate of successful attempts). Of course a similar interpretation
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holds for stability conditions ρ < αk/(λk +αk), for each orbit in the multi-class340

system. One more interesting interpretation of condition (65) is the following:

when the input is Poisson, by PASTA property, ρ is the probability that an

arriving customer meets the busy server and joins the orbit, while the r.h.s of

(65) equals

α

λ+ α
= P(ξ < τ),

that is the probability that the retrial time ξ is less than the (remaining) inter-345

arrival time τ and thus the orbital customer occupies the server. As a result,

the orbit size decreases, and this negative drift implies stability of the system.

We also note that other related stability results can be found in the reference

lists of [22, 19].

Finally, we would like to mention a series of recent works devoted to regen-350

erative stability analysis of the multiclass retrial systems with coupled orbits

(or state-dependent retrial rates), being a far-reaching generalization of the con-

stant retrial rate systems, in which the retrial rate of each orbit depends on the

binary state (busy or idle) of all other orbits, see [28, 29, 30, 31, 32, 33]. In

particular, the analysis there is based on PASTA and a coupling procedure con-355

necting the real processes of the retrials with the independent Poisson processes

corresponding to various ‘configurations’ of the (binary) states of the orbits.

6. Simulations

6.1. Exponential service times

First we consider the case of exponential service times with corresponding

service rates µ1, µ2 and consider a particular case when λ1 = 2, λ2 = 0.5, µ1 =

4, µ2 = 2. Thus, in this case we have

ρ1 = 0.5, ρ2 = 0.25, ρ = 0.75.

All the experiments were based on 100 000 arrivals.360

The regions in Figure 2 illustrate various cases of Theorems 1 and A, corre-

sponding to the values of the orbit rates presented in Table 1.
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Figure 2: Stability regions for ρ = 0.75, exponential service times

Point 1. 2. 3. 4. 5. 6. 7. 8.

α1 10.0 7.0 12.0 2.0 2.0 5.0 2.0 10.0

α2 2.7 3.0 2.0 0.3 1.2 0.3 3.0 0.7

Case (a.1) (b.1) (c.1) (d.1) (b.2) (c.2) (b.2) (c.2)

stable stable stable trans. trans. trans. trans. trans.

Table 1: Retrial rate points in the system with exponential service times, ρ = 0.75.

Note that (c.2)–transience region (see Theorem A in the appendix) is further

divided into two cases: Case 6 when

α1 ≤ α∗
1 =

λ1ρ

1− ρ
,

or equivalently

ρ ≥ α1

λ1 + α1
,

and case 8 when

ρ <
α1

λ1 + α1
.

Both these examples correspond to a partially stable system.

26



Thus we obtain a very interesting result: in Case 6 both stability conditions

ρ < αk/(λk+αk), k = 1, 2, are violated, while the 1-st class orbit remains tight.365

The same phenomenon arises in (b.2)–transience region, which is divided by

the horizontal line (see (45))

α2 = α∗
2 =

λ2ρ

1− ρ
,

into two sub-regions as well. (Also see Figure 2 and equation (59).)

These results have the following intuitive explanation. For instance, in zone

6 customers from (more ’aggressive’) orbit 1 overtake class-2 customers resulting

in a ’disappearance’ of a part of the work generated by class-2 customers, see

the discussion around formulae (58) and (59). As a result, the freed server370

capacity turns out to be enough to process all incoming class-1 customers and

keeping orbit 1 tight (even if ρ ≥ α1/(λ1 + α1), i.e., under violation of the

class-based drift condition for orbit 1). Symmetrically, the stability (tightness)

of class-2 orbit in zone 5 is provided by pushing out class-1 customers by class-2

customers.375

Next, we consider a scenario with non-zero initial conditions for both orbits:

X(1)(t−1 ) = X(2)(t−1 ) = 1000,

and explore the orbit behavior, setting values (α1, α2) from Table 1. The sim-

ulation results are presented as a 2D plot in Figure 3. Note that cases 2, 5 and

7 are symmetric to 3, 6 and 8, respectively.

Figure 3.(a) depicts the empirical means obtained by averaging over 100

independent trajectories, while Figure 3.(b) demonstrates the corresponding380

results based on only one realisation. We observe that the orbit dynamics in

both figures are in agreement.

Both Cases 6 and 8 correspond to the phenomenon of partial stability (only

the second orbit grows, while the first unloads). Note that the bold black

line, corresponding to Case 6, majorizes the bold grey line, which describes the385

configuration 8. Such results are explained by the fact that unlike case 8, in

case 6 the condition ρ < α1/(λ1 + α1) is violated.
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(a) Averaged orbits
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(b) Single trajectory

Figure 3: Orbits’ dynamics, non-zero initial conditions and exponential service times

6.2. Pareto service times

Now we consider Pareto class-dependent distributions of service times with

shape parameter xk > 0 and degree parameter βk > 0, k = 1, 2. Namely,

P(S(k) ≤ x) = 1− (xk/x)
βk , x > xk,

and, consequently,

ES(k) =
xkβk

βk − 1
.

Then, we set again λ1 = 2, λ2 = 0.5 and set x1 = 0.125, x2 = 0.4, β1 = 2,

β2 = 5, which yields ES(1) = 0.25, ES(2) = 0.5. Thus, similarly to the case of

exponential service times, we obtain

ρ1 = 0.5, ρ2 = 0.25, ρ = 0.75.

Next, we consider the values of retrial rates (α1, α2), corresponding to all cases

presented in Table 1.390

Simulations for the model with Pareto service time distributions and non-

zero initial conditions: X(1)(t−1 ) = X(2)(t−1 ) = 1000 are presented in Figure 4
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Figure 4: Averaged orbits for non-zero initial conditions and Pareto service times

and follow closely the results for exponential service times. It is worth mention-

ing that simulation results illustrate the same phenomenon of partial stability in

cases 6 and 8 as we detected for exponential service times although the Pareto395

distribution does not belong to class D. It shows that the latter requirement is

rather technical and the statement of Theorem 2 should hold for a wider class

of distribution functions.

7. Conclusion and future research

We have established the ergodicity criterion for two-class single-server retrial400

systems with constant retrial rates. The proof of the criterion is based on a

combination of the regenerative approach for continuous-time systems [26, 23]

and the ergodicity criterion for discrete-time random walks in a two-dimensional

quandrant [24]. Essentially, the latter result is only applicable to the case of two

classes. Therefore, a very interesting and at the same time quite challenging405

open research direction is to extend the obtained ergodicity criterion to the case
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of more than two classes. We would like to note that the adaptation of [24] to

our system has not been straightforward and required a non-trivial algebraic

transformations.

In addition to the ergodicity criterion, we have also investigated deeper a410

novel phenomenon of partial (or local) stability which was detected in [22] for

the first time. Namely, under certain conditions, one class can be stable (tight),

while the orbit size of the other class can grow to infinity in probability. This

also implies asymptotic equivalence of the original two-class retrial system and

the limiting single-class retrial system with an additional exogenous Poisson in-415

put. The convergence has been rigorously justified and some interesting insights

are drawn. One surprising insight is that in some situations class-based drift

conditions are violated and at the time the system remains partially stable. We

have provided an explanation for this interesting phenomenon. In fact, this

phenomenon indicates that the classification of transience cases in [24] can be420

further refined, which is another very interesting future research direction.
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Appendix A

In this appendix we present known results which are used in the main part

of the paper.

First we consider two-dimensional MC {Xn} and mention the conditions for425

applicability of a basic theorem from [24].

Condition A. (lower boundedness condition)
P
(
X

(1)
n+1 = i,X

(2)
n+1 = j

∣∣∣X(1)
n > 0, X(2)

n > 0
)
= 0, if i < −1, or j < −1,

P
(
X

(1)
n+1 = i,X

(2)
n+1 = j

∣∣∣X(1)
n > 0, X(2)

n = 0
)
= 0, if i < −1, or j < 0,

P
(
X

(1)
n+1 = i,X

(2)
n+1 = j

∣∣∣X(1)
n = 0, X(2)

n > 0
)
= 0, if i < 0, or j < −1.

Note that the definitions of the transition probabilities in Section 2.1 automat-

ically imply the validity of Condition A for our embedded MC.

Recall that ∆n+1 = Xn+1 −Xn.

Condition B. (first moment condition)

E
[
||∆n+1||

∣∣∣Xn = (k, l)
]
≤ C < ∞, ∀(k, l) ∈ Z2

+, (66)

where || · || denotes the Euclidean norm and C > 0 is a constant.430

Since

E
[
||∆n+1||

]
≤ E[∆

(1)
n+1 +∆

(2)
n+1]

≤ 2max(λ1, λ2, α1, α2)max(ES(1), ES(2)) < ∞,

the condition (66) holds for all sets of (finite) parameters for our MC.

Now recall that M01
k , M10

k , M11
k denote the mean increments (drifts) of the

k-th component of the MC {Xn} between the n-th and (n+1)-st departure in-

stants, given the respective conditions (X
(1)
n = 0, X

(2)
n > 0), (X

(1)
n > 0, X

(2)
n =435

0) or (X
(1)
n > 0, X

(2)
n > 0).

Theorem A. (See Theorem 3.3.1 in [24]) Let a MC {Xn} be aperiodic and

irreducible and let Conditions A and B hold.

(a) If M11
1 < 0, M11

2 < 0, then MC {Xn} is
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1. ergodic (positive recurrent) ifM11
1 M10

2 −M11
2 M10

1 < 0,

M11
2 M01

1 −M11
1 M01

2 < 0,
(67)

2. non-ergodic if either

M11
1 M10

2 −M11
2 M10

1 ≥ 0 or M11
2 M01

1 −M11
1 M01

2 ≥ 0. (68)

(b) If M11
1 ≥ 0, M11

2 < 0, then MC {Xn} is440

1. ergodic if

M11
1 M10

2 −M11
2 M10

1 < 0, (69)

2. transient if

M11
1 M10

2 −M11
2 M10

1 > 0. (70)

(c) If M11
1 < 0, M11

2 ≥ 0, then MC {Xn} is

1. ergodic if

M11
2 M01

1 −M11
1 M01

2 < 0, (71)

2. transient if

M11
2 M01

1 −M11
1 M01

2 > 0. (72)

(d) If M11
1 ≥ 0, M11

2 ≥ 0, M11
1 +M11

2 > 0, then MC {Xn} is transient.

Next we present partial stability results from [25] for a two-dimensional MC.

Theorem B. (See Proposition 2 in [25]) For a MC Xn, with a state space

Z2
+, assume the following:445

1. X
(2)
n ⇒ ∞ in probability, as n → ∞, given X

(2)
0 = 0, X

(1)
0 = 0;

2. P
(
X

(1)
n+1 = j

∣∣X(1)
n = i, X

(2)
n = l

)
= pij for all values of l > 0, where pij

are transition probabilities of an ergodic MC with the unique stationary

distribution π = {πj};

3. MC Xn is monotone. Namely,

P
(
X1 ∈ Cy

∣∣X0 = x
)
≥ P

(
X1 ∈ Cy

∣∣X0 = x̂
)
, x ≥ x̂, y ∈ Z2

+.
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Then, for all initial states i0, j0:

sup
j

∣∣P(X(1)
n = j|X(1)

0 = i0, X
(2)
0 = j0

)
− πj

∣∣→ 0, n → ∞, (73)

i.e., X
(1)
n converges in distribution to π in the total variation norm.450

Appendix B

Below we present some technical details of the proof of Theorem 1. Note

that our goal is to apply the results of Theorem A to the system under consider-

ation. First, consider case (a) from Theorem A and recall expressions (16)–(19)

for M10
1 , M10

2 , M11
1 , M11

2 , respectively. Conditions M11
1 < 0, M11

2 < 0 can be rel-455

atively easy rewritten as (21) and (22) in terms of the load coefficients. Next

let us also represent the system (67) in terms of the load coefficients. Define the

following auxiliary parameters

A1 = (λ1 + α1)λ1µ1 + λ2λ1/µ2,

A2 = (λ1 + α1)λ2/µ1 + λ2λ2/µ2,

A3 = λ1 + λ2 + α1,

A4 = λ1 + λ2 + α1 + α2.

Thus, from (16)–(19) we obtain

M10
1 =

A1

A3
− α1

A3
,

M10
2 =

A2

A3
,

M11
1 =

A1

A4
+

α2λ1/µ2 − α1

A4
,

M11
2 =

A2

A4
+

α2λ2/µ2 − α2

A4
.

Next, denote460

B1 =
α2λ1/µ2 − α1

A4
,

B2 =
α2λ2/µ2 − α2

A4
,

B3 =
α1

A3
.
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Thus, the condition M11
1 M10

2 −M11
2 M10

1 < 0 transforms to(A1

A4
+B1

)A2

A3
−
(A2

A4
+B2

)(A1

A3
−B3

)
< 0.

After opening brackets, we obtain

B1
A2

A3
+B3

A2

A4
−B2

A1

A3
+B2B3 < 0.

Then we substitute back the expressions for B1, B2, B3 to get

(α2λ1/µ2 − α1)A2

A3A4
+
α1A2

A3A4
− (α2λ2/µ2 − α2)A1

A3A4
+
(α2λ2/µ2 − α2)α1

A3A4
< 0. (74)

Multiplying both sides of (74) by A3A4 > 0, yields

A2α2λ1/µ2 −A1α2(λ2/µ2 − 1) + α1α2(λ2/µ2 − 1) < 0.

Then, after substituting the expressions for A1 and A2, we obtain the following

inequality in terms of the original parameters

(λ1 + α1)λ1/µ1 + λ2λ1/µ2 + α1(λ2/µ2 − 1) < 0,

which easily transforms to

(λ1 + α1)(λ1/µ1 + λ2/µ2) < α1.

Thus, we obtain the condition

ρ <
α1

λ1 + α1
.

After similar derivations, the condition M11
2 M01

1 − M11
1 M01

2 < 0 is transformed

to

ρ <
α2

λ2 + α2
.

Thus, the system (67) is equivalent to ρ < αk/(λk + αk), k = 1, 2.
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