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Abstract

We establish stability criterion for a two-class retrial system with Poisson inputs, general class-dependent service times and class-dependent constant retrial rates. We also characterise an interesting phenomenon of partial stability when one orbit is tight but the other orbit goes to infinity in probability. All theoretical results are illustrated by numerical experiments.
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1. Introduction

In this work, we consider a two-class retrial system with a single server and no waiting space associated with the server. If an incoming job finds the server busy, the job goes to the orbit associated with its class. The jobs blocked on a class-dependent orbit attempt to access the server after class-dependent exponential retrial times in FIFO manner. This is different from the classical
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retrial policy when each job retries independently with respect to the other orbit jobs. The jobs initially arrive to the system according to Poisson processes. The service times are generally distributed. The arrival processes as well as service times are class-dependent.

An interested reader can find the description of various types of retrial systems and their applications in the books and surveys [1, 2, 3, 4, 5]. Specifically, the multi-class retrial systems with constant retrial rate can be applied to computer networks [6, 7], wireless networks [8, 9, 10, 11, 12, 13] and call centers [14, 15].

Let us outline our contributions and the structure of the paper. After providing a formal description of the system in Section 2, we first establish equivalence in terms of stability between the original continuous-time system and a discrete-time system embedded in the departure instants, see Section 3.1. Then, in Section 3.2 we prove the stability criterion for our retrial system. We also give an extension of the stability criterion to the modified system with balking, which is useful for modelling two-way communication systems. In Section 4 we characterize a very interesting regime of partial stability when one orbit is tight and the other orbit goes to infinity in probability. In particular, we show that in this regime, as time progresses, the original two-orbit system becomes equivalent to a single orbit system. Curiously enough, this new single orbit system gains in stability region due to the jobs lost at infinity. Namely, the stability of one orbit is attained in part due to a ‘displacement’ of the customers going from other (unstable) orbit, and it gives a new insight to the transience phenomena.

We mention the most related works in the next paragraph, leaving the detailed description of related works and the comparison of various stability conditions to Section 5. Then, in Section 6 we illustrate all theoretical results by simulations with exponential and Pareto distributions of the service times. We conclude in Section 7 with future research directions.

Stability conditions for the single-class retrial systems with constant retrial rates have been investigated in [16, 17, 18, 19]. In [20] the authors have established the necessary stability conditions for the present system that coincide...
with the sufficient conditions obtained here. In fact, the necessary conditions have been obtained for \( N \)-orbit systems, with \( N \geq 2 \). We would like to note that the proof of the necessary conditions turns out to be much less challenging than the proof of sufficiency of the same conditions. In [7] the necessary and sufficient conditions have been established by algebraic methods for the case of two classes in a completely Markovian setting with the same service rates. In [8] the author, also in the Markovian setting, has generalized the model of [7] to the case of coupled orbits and different service rates. Then, the author of [21] conjectured sufficient conditions for the two-class retrial system in the case of general service times. In [22], using an auxiliary majorizing system, the authors have obtained sufficient stability conditions for a very general multi-class retrial system with \( N \geq 2 \) classes. Their sufficient conditions coincide with the necessary conditions of the present model in the case of homogeneous classes. Recently, the authors of [15] have also obtained sufficient (but not generally necessary) conditions for the multi-class retrial system with balking. To the best of our knowledge, in this paper we for the first time establish stability criterion for the two-class retrial system with constant retrial rates and general service times. We credit this to the combination of the regenerative approach [23] with the Foster-Lyapunov approach for stability analysis of random walks [24]. We would like to emphasize that the verification of the general conditions from [24] is not at all straightforward. Furthermore, we refined the case of transience described in [24] with the novel notion of partial stability. The concept of partial (local) stability has been studied in [22] in the context of retrial systems and in [25] in a more general context of Markov chains. In the present work, we combine the two approaches to obtain a detailed characterisation of the phenomenon of partial stability in multi-class retrial systems.

2. System description

Consider a single-server two-class retrial queueing system with constant retrial rates. The system has two Poisson inputs with class-dependent rates \( \lambda_k \).
and generic service times $S^{(k)}$ with distribution functions $F_k$, $k = 1, 2$. There is no waiting space but two orbits. Define the basic three-dimensional process

$$X(t) = (N(t), X^{(1)}(t), X^{(2)}(t)), \quad t \geq 0,$$

where $N(t) = 1$ if the server is busy at instant $t^-$ ($N(t) = 0$, otherwise) and $X^{(k)}(t)$ is the state (size) of orbit $k$ at instant $t^-$, $k = 1, 2$. If an incoming customer of class $k$ comes to the system and sees that the server is busy, he/she goes to the $k$-th orbit. The class-$k$ customers retries from orbit $k$ in FIFO manner with exponential retrial times with rate $\alpha_k$.

In general, the continuous-time process $\{X(t), \ t \geq 0\}$ is not Markovian. Now let us construct a discrete-time process, embedded in the process $\{X(t)\}$ at the departure instants, which turns out to constitute a Markov chain. Denote by $\{D_n, n \geq 1\}$ the sequence of the departure instants, and let $X_n^{(k)} = X^{(k)}(D_n)$ be the number of customers in orbit $k$ just after the $n$-th departure, $k = 1, 2$. Construct the following two-dimensional discrete-time process

$$X_n = (X_n^{(1)}, X_n^{(2)}), \quad n \geq 1.$$  

It is easy to check that the process $\{X_n\}$ is a homogeneous irreducible aperiodic Markov chain (MC). Let us define the increments

$$\Delta_{n+1}^{(k)} = X_{n+1}^{(k)} - X_n^{(k)}, \quad k = 1, 2,$$

and introduce the sequence of vectors

$$\Delta_{n+1} = (\Delta_{n+1}^{(1)}, \Delta_{n+1}^{(2)}), \quad n \geq 1.$$

Then, the dynamics of MC $\{X_n\}$ dynamics is described by

$$X_{n+1} = X_n + \Delta_{n+1},$$

where the distribution of $\Delta_{n+1}$ depends on the value of $X_n$ only.

2.1. Transition probabilities of the embedded MC

Denote by $I_n$ and $B_n$, the idle and busy periods of the server between the $n$-th and the $(n+1)$-st departures, respectively, $n \geq 1$. Thus, the $(n+1)$-st
departure instant can be recursively presented as

\[ D_{n+1} = D_n + I_n + B_n. \]

Then, let \( I \) and \( B \) be the corresponding generic times. Next, define by \( A_n^{(k)} \) the event, when the \((n+1)\)-st customer in the server belongs to class \( k, k = 1, 2 \). Note, that on the event \( A_n^{(k)} \), \( B \) is distributed as service time \( S^{(k)} \). On the other hand, the distribution of \( I \) depends on the state of the orbits: idle/busy. Now we consider these cases separately.

1. **Both orbits are empty.** In this case \( X_n = (0, 0) \) and the server stays idle until the next arrival. Thus, the idle period \( I \) is exponentially distributed with the rate \( \lambda_1 + \lambda_2 \) and the mean \( \mathbb{E}I = 1/(\lambda_1 + \lambda_2) \).

   Denote by \( p_l^{(k)}(i) \) the probability that \( i \) customers join the orbit \( k \) in the interval \([D_n, D_{n+1}]\), provided that both orbits are empty at instant \( D_n \) and the \((n + 1)\)-st customer arriving to the server is from class \( l \). Thus, for \( k = 1, 2; l = 1, 2; i \geq 0 \) we can write

   \[ p_l^{(k)}(i) = \int_0^\infty e^{-\lambda_k t} \left( \frac{\lambda_k t}{i!} \right)^i dF_l(t). \]  

   In fact, with probability

   \[ \frac{\lambda_l}{\lambda_1 + \lambda_2} p_l^{(k)}(i), \]  

   the class-\( l \) customer occupies the server and \( i \) customers join the orbit \( k = 1, 2 \), resulting in \( X_n^{(k)} = i \).

2. **Only the first orbit is empty.** Note that in this case \( \mathbb{E}I = 1/(\lambda_1 + \lambda_2 + \alpha_2) \).

   Thus, with probability

   \[ \frac{\lambda_l}{\lambda_1 + \lambda_2 + \alpha_2} p_l^{(k)}(i), \]  

   the newly arriving class-\( l \) customer occupies the server and \( i \) customers join the \( k \)-th orbit, resulting in \( X_n^{(1)} = i \) (resp., \( X_n^{(2)} = X_n^{(2)} + i \)). Moreover, with probability

   \[ \frac{\alpha_2}{\lambda_1 + \lambda_2 + \alpha_2} p_2^{(k)}(i), \]  

   5
an orbital class-2 customer occupies the server and this results in $X_{n+1}^{(1)} = i$
($X_{n+1}^{(2)} = X_{n}^{(2)} - 1 + i$).

The symmetric case, when only the second orbit is empty, is treated similarly.

3. Both orbits are busy. In the case when class-1 retrial attempt is not successful, we have $X_{n+1}^{(1)} = X_{n}^{(1)} + i$, $i \geq 0$, with probability

$$\frac{\lambda_1}{(\lambda_1 + \lambda_2 + \alpha_1 + \alpha_2)} p_1^{(1)}(i) + \frac{\lambda_2 + \alpha_2}{(\lambda_1 + \lambda_2 + \alpha_1 + \alpha_2)} p_2^{(1)}(i). \quad (9)$$

(The probability of $X_{n+1}^{(2)} = X_{n}^{(2)} + i$ is symmetrically defined.) If class-$k$ retrial attempt is successful, we have $X_{n+1}^{(k)} = X_{n}^{(k)} + i - 1$ with the corresponding probability

$$\frac{\alpha_k}{(\lambda_1 + \lambda_2 + \alpha_1 + \alpha_2)} p_k^{(k)}(i). \quad (10)$$

3. Stability criterion

3.1. Stability of the embedded MC and the underlying continuous-time process

In this section we establish a connection between the notion of stability (ergodicity) of the embedded MC introduced in the previous section and the concept of positive recurrence, which is an analogous notion of stability for regenerative processes in continuous time. Although it seems quite intuitive that stability of the embedded MC implies the positive recurrence of the underlying continuous-time process and vice versa, it is instructive to give a formal proof of this fact.

Recall the definition of the basic three-dimensional process

$$\mathbf{X}(t) = (N(t), X^{(1)}(t), X^{(2)}(t)), \quad t \geq 0,$$

where $N(t)$ is the indicator function of the server occupancy at time instant $t^{-}$ and $X^{(k)}(t)$ is the size of orbit $k$. Denote by $t_n$ the arrival instants of the (superposed) Poisson process and let $\hat{X}_n = \mathbf{X}(t_{n}^{-})$, $n \geq 1$. We stress that the new hat-notation reflects the fact that the discrete-time process $\{\hat{X}_n\}$ in general is not a Markov chain and evidently differs from the original Markov chain $\{\mathbf{X}_n\}$ obtained by embedding at the departure instants.
The process \( \{X(t)\} \) is regenerative with the regeneration instants \( \{T_n\} \) defined recursively as

\[
T_{n+1} = \min\{t_i > T_n : \hat{X}_i = 0\}, \quad T_0 = 0, \quad n \geq 0.
\] (11)

We note that the equality \( \hat{X}_i = 0 \) is component-wise and that the regeneration epoch \( T_n \) represents the \( n \)th arrival instant when a customer meets the system totally idle, and the distribution of the process \( \{X(t)\} \) after the instant \( T_n \) is independent of \( n \) and the prehistory preceding instant \( T_n \). (A detailed description of the regenerative method can be found in Chapter VI of the fundamental book [26].)

We assume that the first customer arrives in the empty system at instant \( t = 0 \). Such a setting is called zero initial state [27], and the corresponding regenerative process is called zero-delayed [26]. Denote by \( T \) generic regeneration period (which is distributed as any difference \( T_{n+1} - T_n \)). Then the regenerative process is called positive recurrent if \( \mathbb{E} T < \infty \). Denote by \( \tau \) the generic interarrival (exponential) time in the superposed Poisson input process, which has rate \( \lambda = \sum \lambda_k \). Because the input process is Poisson, then the regeneration period \( T \) is non-lattice. (In this particular model the latter means that the regeneration period length has absolutely continuous distribution.) In this case the positive recurrence implies the existence of the stationary distribution of the process \( X(t) \) as \( t \to \infty \) and hence the stability of the system [26]. To study stability, it is much more convenient to work with a one-dimensional process

\[
Z(t) = N(t) + X_1(t) + X_2(t), \quad t \geq 0,
\]

counting the total number of customers in the system, which is regenerative with the same regeneration instants (11). In the following lemma we establish the equivalence between the stability of the embedded MC and the stability of the original continuous-time process for the case of zero initial state.

**Lemma 1.** The zero-initial state Markov chain \( X \) is positive recurrent if and only if the process \( \{X(t)\} \) is positive recurrent, that is, if \( \mathbb{E} T < \infty \).
Proof. If the process \( \{X(t)\} \) is positive recurrent, then it follows by a regenerative argument \([26]\) that the stationary probability \( P_0 \), the probability of the system being totally idle, exists and is equal to

\[
P_0 = \lim_{t \to \infty} P(Z(t) = 0) = \lim_{t \to \infty} \frac{1}{t} \int_0^t 1(Z(u) = 0) du = \frac{E\tau}{ET} > 0, \quad \text{w.p. 1,} \tag{12}
\]

where \( \tau \) denotes the generic inter-arrival time in the superposed Poisson input process. On the other hand, \( \{\hat{X}_n\} \) is the embedded discrete-time regenerative process with the regeneration instants

\[
\theta_{n+1} = \min(i : i > \theta_n, \hat{X}_i = 0), \quad \theta_0 = 0, \quad n \geq 0, \tag{13}
\]

with \( \theta \) denoting generic regeneration period of this discrete-time process. Namely, the generic regeneration cycle is given by \( \theta =_{st} \theta_{n+1} - \theta_n \). It is well known that the discrete-time length \( \theta \) of the regeneration cycle is connected with the continuous-time length \( T \) by the following stochastic equality \([26]\) (Chapter X, Propositions 3.1 and 3.2):

\[
T =_{st} \sum_{k=1}^{\theta} \tau_k \left( \sum_{\emptyset} := 0 \right),
\]

where \( \tau_k = t_{k+1} - t_k \) is the \( k \)-th inter-arrival interval and the summation index \( \theta \) is a (randomized) stopping time. It then immediately follows from the Wald’s identity that

\[
ET = E\tau E\theta.
\]

Note that, because \( 0 < E\tau < \infty \), then \( ET = \infty \) implies \( E\theta = \infty \), and vice versa. Thus we obtain that \( E\theta < \infty \), and hence the positive recurrence of the basic process \( \{X(t)\} \) implies the positive recurrence of the process \( \{\hat{X}_n\} \) embedded (in the basic process) at the arrival instants. Conversely, \( E\theta < \infty \) implies \( ET < \infty \) as well.

It remains to connect the process \( \{\hat{X}_n\} \) with the embedded MC we studied above. Note that, as in \([11]\), regenerations \( \{\theta_n\} \), defined in \([13]\), are generated by the arrivals meeting empty system. On the other hand, \( \theta \) represents both the number of arrivals and the number of departures from the system within
a continuous-time regeneration period $T$. Thus, $\theta$ is also a generic regeneration period of the embedded MC $\{X_n\}$. It is worth mentioning that, at each instant of time, the index of a customer which sees the empty system (and generating a new regeneration period of the processes $\{X(t)\}$ and $\{\hat{X}_n\}$), differs from the index of a customer leaving empty system by no more than one. Thus we obtain that

$$\hat{\pi}_0 = \lim_{n \to \infty} P(\hat{X}_n = 0) = \lim_{n \to \infty} P(X_n = 0) =: \pi_0 = \frac{1}{E\theta} > 0.$$ 

Thus, $\pi_0 > 0$, and because the MC we consider is aperiodic and irreducible, it is also ergodic. Therefore we see that the two concepts of stability (in continuous and discrete times) agree and the lemma hereby is proven.

We note that, at the first sight, the equality $\pi_0 = \hat{\pi}_0$ seems rather surprising because $\pi_0$ relates to the MC while $\hat{\pi}_0$ relates to the regenerative process $\{\hat{X}_n\}$ which in general is not Markov.

### 3.2. Stability of the embedded Markov chain

The results of this section are based on the general stability conditions for two-dimensional MCs, obtained in [24].

Let us first introduce some additional notations for the embedded Markov chain [2] needed for the application of the results from [24]. Specifically, let us derive the drifts of the embedded MC in various regions of the state space.

Denote by $M_{01}^k$ the mean number of customers joining the class-$k$ orbit in the time interval $[D_n, D_{n+1})$, provided $X_n^{(1)} = 0, X_n^{(2)} > 0$. Recall $\mu_k = 1/ES(k)$ and denote

$$\rho_k = \frac{\lambda_k}{\mu_k}, \quad \hat{\rho}_k = \frac{\alpha_k}{\mu_k}, \quad k = 1, 2.$$ 

Then it follows from [7]–[8] after a simple algebra that

$$M_{01}^1 = \sum_{i \geq 1} i \left[ \frac{\lambda_1 p_1^{(1)}(i)}{\lambda_1 + \lambda_2 + \alpha_2} + \frac{(\lambda_2 + \alpha_2)p_2^{(1)}(i)}{\lambda_1 + \lambda_2 + \alpha_2} \right] = \frac{\lambda_1(\rho_1 + \rho_2 + \hat{\rho}_2)}{\lambda_1 + \lambda_2 + \alpha_2}, \quad (14)$$

$$M_{01}^2 = \frac{\lambda_2(\rho_1 + \rho_2 + \hat{\rho}_2) - \alpha_2}{\lambda_1 + \lambda_2 + \alpha_2}. \quad (15)$$
Similarly, denote by $M_{10}^k$ the mean number of customers joining the class-$k$ orbit in the time interval $[D_n, D_{n+1})$, provided $X_n^{(1)} > 0$, $X_n^{(2)} = 0$, $k = 1, 2$. Then by analogy with (14) and (15), we obtain

$$M_{10}^1 = \frac{\lambda_1(\rho_1 + \rho_2 + \hat{\rho}_1) - \alpha_1}{\lambda_1 + \lambda_2 + \alpha_1},$$  
(16)

$$M_{10}^2 = \frac{\lambda_2(\rho_1 + \rho_2 + \hat{\rho}_1)}{\lambda_1 + \lambda_2 + \alpha_1}.$$
(17)

Continuing in the same way, we denote by $M_{11}^k$ the mean number of customers joining the class-$k$ orbit in the time interval $[D_n, D_{n+1})$, if $X_n^{(1)} > 0$, $X_n^{(2)} > 0$, and obtain

$$M_{11}^1 = \frac{(\lambda_1 + \alpha_1)\rho_1 + \lambda_1(\rho_2 + \hat{\rho}_2) - \alpha_1}{\lambda_1 + \lambda_2 + \alpha_1 + \alpha_2},$$  
(18)

$$M_{11}^2 = \frac{(\lambda_2 + \alpha_2)\rho_2 + \lambda_2(\rho_1 + \hat{\rho}_1) - \alpha_2}{\lambda_1 + \lambda_2 + \alpha_1 + \alpha_2}.$$  
(19)

Our further analysis is based on Theorem A presented in the Appendix, a statement from [24]. Note, that in the general case, Theorem A is applicable under some additional technical conditions (see Appendix A), which hold automatically when the input is Poisson. Denote $\rho = \rho_1 + \rho_2$, $\hat{\rho} = \hat{\rho}_1 + \hat{\rho}_2$. Now we are in a position to state our central result.

**Theorem 1.** Two-class retrial system with constant retrial rates, Poisson inputs, general service times and exponential retrials is ergodic if and only if

$$\rho < \min \left( \frac{\alpha_1}{\lambda_1 + \alpha_1}, \frac{\alpha_2}{\lambda_2 + \alpha_2} \right).$$
(20)

**Proof.** Note that the defined above drifts $M_{k1}^{01}$, $M_{k1}^{10}$, $M_{k1}^{11}$, $k = 1, 2$, correspond to the drifts used in the statement of Theorem A (see the appendix).

First, let us consider the conditions for the case (a) of Theorem A. Specifically, the condition $M_{11}^1 < 0$ takes the following form

$$\rho_1 \left( \lambda_1 + \alpha_1 + (\lambda_2 + \alpha_2) \frac{\mu_1}{\mu_2} \right) < \alpha_1,$$  
(21)

while the condition $M_{11}^2 < 0$ takes the form

$$\rho_2 \left( \lambda_2 + \alpha_2 + (\lambda_1 + \alpha_1) \frac{\mu_2}{\mu_1} \right) < \alpha_2.$$  
(22)
The inequalities (21) and (22) can be further rewritten as

$$\lambda_k (\rho + \hat{\rho}) < \alpha_k, \; k = 1, 2.$$ 

Next, the first condition $M_{11}^{10} M_{2}^{10} - M_{1}^{11} M_{2}^{10} < 0$ in (67) becomes, after a tedious algebra (see Appendix B for details),

$$\rho < \frac{\alpha_1}{\lambda_1 + \alpha_1},$$

while the second condition $M_{2}^{11} M_{1}^{01} - M_{1}^{11} M_{2}^{01} < 0$ in (67) can be transformed to

$$\rho < \frac{\alpha_2}{\lambda_2 + \alpha_2}.$$ 

Thus we can express the three ergodic cases (a.1), (b.1) and (c.1) of Theorem A (see inequalities (67), (69) and (71) in Appendix A) in terms of our system parameters:

Case (a.1)

$$\begin{cases} 
\lambda_k (\rho + \hat{\rho}) < \alpha_k, \; k = 1, 2, \\
\rho < \frac{\alpha_k}{\lambda_k + \alpha_k}, \; k = 1, 2;
\end{cases}$$

Case (b.1)

$$\begin{cases} 
\lambda_1 (\rho + \hat{\rho}) \geq \alpha_1, \\
\lambda_2 (\rho + \hat{\rho}) < \alpha_2, \\
\rho < \frac{\alpha_1}{\lambda_1 + \alpha_1};
\end{cases}$$

Case (c.1)

$$\begin{cases} 
\lambda_1 (\rho + \hat{\rho}) < \alpha_1, \\
\lambda_2 (\rho + \hat{\rho}) \geq \alpha_2, \\
\rho < \frac{\alpha_2}{\lambda_2 + \alpha_2}.
\end{cases}$$

Our next goal is to simplify the ergodicity conditions (25)–(27). Towards this end, we rewrite the system (25) in terms of functions of $\alpha_1$ and $\alpha_2$, assuming other parameters fixed. The first pair of inequalities in (25) can be transformed
\[ \alpha_2 < \frac{(1 - \rho_1)\mu_2}{\lambda_1} \alpha_1 - \rho \mu_2 =: g_1(\alpha_1), \]  
(28)

\[ \alpha_2 > \frac{\lambda_2}{(1 - \rho_2)\mu_1} \alpha_1 + \frac{\lambda_2}{1 - \rho_2} \rho =: g_2(\alpha_1), \]  
(29)

while inequalities \( \rho < \alpha_k / (\lambda_k + \alpha_k), k = 1, 2 \), become

\[ \alpha_k > \frac{\rho}{1 - \rho} \lambda_k, \quad k = 1, 2. \]  
(30)

For fixed values \( \lambda_k, \mu_k \), such that \( \rho < 1 \), the right hand sides of (28), (29) are the increasing linear functions of \( \alpha_1 \) with a common point \((\alpha_1^*, \alpha_2^*)\), where

\[ \alpha_k^* = \frac{\rho}{1 - \rho} \lambda_k, \quad k = 1, 2. \]  
(31)

The ergodic case (a.1), described by system (25), corresponds to the values of \((\alpha_1, \alpha_2)\) such that

\[ g_2(\alpha_1) < \alpha_2 < g_1(\alpha_1), \]  
(32)

\[ \alpha_1 > \alpha_1^*. \]  
(33)

Next we show that the set of \((\alpha_1, \alpha_2)\) corresponding to (32) and (33) is non-empty as long as \( \rho < 1 \). Assume on contrary that

\[ g_2(\alpha_1) \geq g_1(\alpha_1), \]  
(34)

thus (32) is violated. The inequality (34) for linear increasing functions \( g_1, g_2 \) under conditions \( \alpha_k > \alpha_k^*, k = 1, 2 \) implies a similar relation for the coefficients in front of \( \alpha_1 \) (see (28), (29)), that is

\[ \frac{\lambda_2}{(1 - \rho_2)\mu_1} \geq \frac{(1 - \rho_1)\mu_2}{\lambda_1}. \]  
(35)

Multiplying both parts of (35) by \((1 - \rho_2)\lambda_1/\mu_2 \geq 0\), we obtain \( \rho_1 \rho_2 \geq (1 - \rho_1)(1 - \rho_2) \), which is equivalent to \( \rho = \rho_1 + \rho_2 > 1 \) and yields a contradiction.

Now, similarly, we describe the stability regions (b.1) and (c.1), presented in (26) and (27), in terms of the functions \( g_1(\alpha_1) \) and \( g_2(\alpha_1) \) as follows:

Case (b.1): \( \alpha_2 \geq g_1(\alpha_1), \quad \alpha_1 > \alpha_1^* \),

Case (c.1): \( \alpha_2 \leq g_2(\alpha_1), \quad \alpha_2 > \alpha_2^* \).
Next, by combining the three cases, we conclude that MC is ergodic, if \( \alpha_1 > \alpha_1^* \) and \( \alpha_2 > \alpha_2^* \), which is equivalent in fact to \( \rho < \alpha_k/(\lambda_k + \alpha_k) \), \( k = 1, 2 \). Thus, the conditions (25)–(27) can be written as (20).

So far we have shown that (20) is a sufficient condition for stability (ergodicity). To show that this condition is also necessary, we refer to the paper [20], where it is shown, in the adopted notation and with \( \rho = \rho_1 + \cdots + \rho_N \), that if \( N \)-class retrial system with Poisson inputs is ergodic then

\[
\lambda_k \rho < \alpha_k (1 - \rho), \quad k = 1, \ldots, N. \tag{36}
\]

(Indeed, in paper [20], we have applied an equivalent notion of positive recurrence in the framework of the regenerative approach, see Lemma 1 above.) We can rewrite (36) (for \( N=2 \)) as

\[
\lambda_k \rho < \alpha_k (1 - \rho), \quad k = 1, 2,
\]

implying

\[
\rho < \min_{k=1,2} \frac{\alpha_k}{\lambda_k + \alpha_k}. \tag{37}
\]

Thus (37) coincides with (20) and condition (20) is also the necessary stability condition.

\[\square\]

Remark. It follows from (37) that if the two-class retrial system under consideration is ergodic, then \( \rho < 1 \).

3.3. Stability of a system with balking

We can assume an extra feature in the system under consideration as follows. If a primary class-\( k \) customer meets busy server, he joins the corresponding orbit with a given (balking) probability \( b_k \geq 0 \), \( k = 1, 2 \) and leaves the system with probability \( 1 - b_k \). In this case, the stability condition of Theorem 1 transforms to

\[
b_1 \rho_1 + b_2 \rho_2 < \min \left( \frac{\alpha_1}{\alpha_1 + \lambda_1}, \frac{\alpha_2}{\alpha_2 + \lambda_2} \right). \tag{38}
\]

This is an immediate extension. Namely, taking into account balking policy, we redefine the transition probabilities (5) and the statement (38) is then proved.
by the same arguments as Theorem 1. We note that this modification of the system is useful to model two-way communication systems, for more details see e.g., [13, 15].

4. Partial stability

Let us now discuss an effect of partial stability to the best of our knowledge first discovered in [22]. In the case of two classes of customers, the statement of Theorem 4 from [22] can be qualitatively formulated as follows: under some (given below) conditions, the class-1 orbit queue stays tight while the class-2 orbit queue goes to infinity in probability. (Of course, by symmetry, this can be formulated for the opposite case, when the second orbit is tight while the first orbit diverges.) By the evident reason, this statement can be regarded as the case of partial stability.

The purpose of this section is firstly to show that, in terms of the embedded MC \( \{X_n\} \), the partial stability corresponds to the transient case (c.2) of Theorem A, i.e., \( M_1^{11} < 0, M_2^{11} \geq 0 \) and condition \( M_2^{11} M_1^{01} - M_1^{11} M_2^{01} > 0 \).

Secondly, by establishing a relation with a single-orbit system, we shall show how to describe the long run behaviour of the stable orbit.
Note that the stability conditions which correspond to transience case (c.2) can be defined in terms of the load and rate coefficients as follows:

\[ \alpha_1 > \lambda_1 (\rho + \hat{\rho}), \]
\[ \alpha_2 \leq \lambda_2 (\rho + \hat{\rho}), \]  
\[ \rho > \frac{\alpha_2}{\lambda_2 + \alpha_2}. \]  
(39)  
(40)  
(41)

It is important to note that (39) can be written as

\[ \rho_1 < \frac{\hat{\rho}_1}{\rho + \hat{\rho}_1 + \hat{\rho}_2} < 1. \]  
(42)

Now we show that, provided conditions (39) and (41) hold, then they imply condition (40), which turns out to be redundant.

Next consider in detail inequalities (39)–(41) in all three possible sub-cases when \( \rho_1 < 1 \).

**Sub-case 1: \( \rho_1 < 1, \rho < 1 \).** In this case, it is convenient to rewrite conditions (39)–(41) as follows:

\[ \alpha_1 > \frac{\lambda_1}{(\mu_1 - \lambda_1)} \cdot \frac{\mu_1}{\mu_2} \alpha_2 + \frac{\lambda_1}{\mu_1 - \lambda_1} \mu_1 \rho, \]  
\[ \alpha_1 \geq \frac{\mu_2 - \lambda_2}{\lambda_2} \cdot \frac{\mu_1}{\mu_2} \alpha_2 - \mu_1 \rho, \]  
\[ \alpha_2 < \frac{\rho}{1 - \rho} \lambda_2 =: \alpha_2^*, \]  
(43)  
(44)  
(45)

respectively. Next assume that the following relation holds between the r.h.s. of conditions (43) and (44)

\[ \frac{\lambda_1}{(\mu_1 - \lambda_1)} \cdot \frac{\mu_1}{\mu_2} \alpha_2 + \frac{\lambda_1}{\mu_1 - \lambda_1} \mu_1 \rho \leq \left( \frac{\mu_2 - \lambda_2}{\lambda_2} \right) \cdot \frac{\mu_1}{\mu_2} \alpha_2 - \mu_1 \rho. \]  
(46)

After some algebra, (46) transforms to the inequality \( \alpha_2 \geq \lambda_2 \rho/(1 - \rho) \), which contradicts (45). Thus, we have

\[ \alpha_1 > \frac{\lambda_1}{(\mu_1 - \lambda_1)} \cdot \frac{\mu_1}{\mu_2} \alpha_2 + \frac{\lambda_1}{\mu_1 - \lambda_1} \mu_1 \rho > \left( \frac{\mu_2 - \lambda_2}{\lambda_2} \right) \cdot \frac{\mu_1}{\mu_2} \alpha_2 - \mu_1 \rho, \]  
(47)

and inequality (43) implies inequality (44): or equivalently, (39) implies (40). Therefore, the latter condition is redundant.
Sub-case 2: \( \rho_1 < 1, \rho_2 > 1 \). In this case, from the condition (40) we have
\[
\lambda_2 (\rho + \hat{\rho}_1) > \alpha_2 (1 - \rho_2).
\] Note
\[
\lambda_2 (\rho + \hat{\rho}_1) > 0 > \alpha_2 (1 - \rho_2).
\] Thus in this sub-case (40) always holds, and as a consequence is redundant.

Sub-case 3: \( \rho_1 < 1, \rho_2 < 1, \rho > 1 \). In this case, conditions (43), (44) remain unchanged, while condition (45) becomes
\[
\alpha_2 > \frac{\rho}{1 - \rho} \lambda_2.
\] As in Sub-case 1, it is easy to check that, provided inequality (49) holds, the condition (47) holds as well, and thus condition (44), or equivalently, condition (40) is redundant in this sub-case as well.

Consequently a pair of conditions \( M_{11}^{11} < 0 \) and \( M_{12}^{11} M_{11}^{01} - M_{11}^{11} M_{01}^{01} > 0 \) (or its analogues (39) and (41)) define the transience case (c.2) in our model.

Before we formulate next results, let us recall the definition of the failure rate
\[
r(x) := \frac{f(x)}{1 - F(x)},
\] of a non-negative absolutely continuous distribution \( F \) with density \( f \), defined for all \( x \) such that \( 1 - F(x) > 0 \). We say that a distribution belongs to class \( D \) if its failure rate satisfies \( \inf_{x \geq 0} r(x) > 0 \). (Some, fairly common, distributions satisfying this requirement can be found in [22].)

**Theorem 2.** If, in the initially empty system, conditions
\[
\alpha_1 > \lambda_1 (\rho + \hat{\rho}), \quad \rho > \alpha_2 / (\lambda_2 + \alpha_2),
\] hold and the distribution \( F_k \) of service times of class-k customers belongs to class \( D \), \( k = 1, 2 \), then the 1-st orbit is tight and the 2-nd orbit increases in probability, that is \( X^{(2)}(t) \Rightarrow \infty \).

**Proof.** Recall notation
\[
\rho = \rho_1 + \rho_2, \quad \hat{\rho} = \frac{\alpha_1}{\rho_1} + \frac{\alpha_2}{\rho_2}.
\]
and also denote

\[ P_L = \frac{\rho + \hat{\rho}}{1 + \rho + \hat{\rho}}. \]  

(51)

Following [22], we consider an auxiliary two-class system, denoted by \( \tilde{\Sigma} \), with the same service times as in the original system and with two ‘infinitely loaded’ orbits. Thus, as the original system, the system \( \tilde{\Sigma} \) has two Poisson inputs from ‘outside’ (‘exogenous’ customers) with the rates \( \lambda_k \) and, in addition, two Poisson inputs with the rates \( \alpha_k \) which we call the retrial inputs, \( k = 1, 2 \). We ‘color’ each new (exogenous) class-\( k \) job meeting server busy, and then it joins the queue in orbit \( k \). At that orbit the colored jobs have a priority: a non-colored job from orbit \( k \) cannot attempt to occupy the server while colored jobs present in orbit \( k \). In other words, colored jobs stand ahead in the (infinitely long) orbit queue. It is intuitive (and proved in [22]) that the colored class-\( k \) orbit size (in the system \( \tilde{\Sigma} \)) stochastically dominates class-\( k \) orbit size in the original system, provided \( F_k \in \mathcal{D}, k = 1, 2 \). (We stress that, in the system \( \tilde{\Sigma} \) the class-\( k \) retrial jobs continue to arrive to the server even if class-\( k \) colored jobs are exhausted.) Then it follows that \( P_L \) defined in (51) is the stationary probability that a customer meets server busy in the system \( \tilde{\Sigma} \). Moreover, it is shown in [22] (Theorem 4 there) that, if the system is initially empty, and the following conditions hold:

\[ P_L < \frac{\lambda_1}{\lambda_1 + \alpha_1}, \]  

(52)

\[ \rho \geq \frac{\alpha_2}{\lambda_2 + \alpha_2}, \]  

(53)

then the first orbit is tight while \( X^{(2)}(t) \Rightarrow \infty \).

**Remark.** The proof of tightness in [22] is based on the monotonicity property mentioned above which in turn has been proven for \( F_k \in \mathcal{D} \) only. We believe that the latter requirement is only technical and indeed is not needed for stability. This conjecture, in particular, is supported in Section 6.2 by a numerical example with Pareto service time distribution which does not belong to class \( \mathcal{D} \).
Thus, our goal is to show that conditions (50) of Theorem 2 coincide with conditions (52), (53), and, for this purpose, we write conditions (50) separately as

\[ \alpha_1 > \lambda_1 (\rho + \hat{\rho}), \]
\[ \rho > \frac{\alpha_2}{\lambda_2 + \alpha_2}. \]

Because

\[ P_L = \frac{\rho + \hat{\rho}}{1 + \rho + \hat{\rho}}, \]

it is straightforward to show that (52) coincides with (54). It remains to note that (55) is a particular case of condition (53). Thus, conditions (50) define transience case (c.2) and simultaneously are the assumptions of Theorem 2. Hence, this means that the first orbit is tight and \( X^{(2)}(t) \to \infty. \)

Theorem 2 (as well as Theorem 4 in [22]) shows that, unlike conventional retrial systems, in the constant retrial rate system, stability/instability may happen locally. Denote

\[ P_B^{(2)} = \frac{\rho + \hat{\rho}}{\rho_2 + \hat{\rho}_2 + 1}. \]

It is shown in [22] that, under conditions (52) and (53), \( P_B^{(2)} \) is the limiting fraction of the mean busy time of the server, that is, in evident notation,

\[ \lim_{t \to \infty} \frac{E_B(t)}{t} = P_B^{(2)}. \]

Next, we note that the condition (53) can be written as

\[ \frac{\rho + \hat{\rho}}{\rho_2 + \hat{\rho}_2 + 1} = P_B^{(2)} \leq \rho. \]

In particular, if the inequality (53) is strict, then \( P_B^{(2)} < \rho. \) On the other hand, if (53) holds as equality, then the limiting fraction of busy time \( P_B^{(2)} \) becomes equal to \( \rho. \) This surprising result has the following intuitive explanation (first remarked in [20]). Assume the inequality (53) is strict and rewrite it as

\[ \lambda_2 \rho > \alpha_2 (1 - \rho). \]
Then it follows that the rate of the input of the (blocked) customers to orbit 2 is bigger than the (potential) rate of the output from this orbit. In this case one expects that orbit 2 size increases in such a way that a *non-negligible* fraction of the blocked class-2 customers joining the ‘end’ of the infinitely increasing orbit 2, that is, those customers ‘go to infinity’ and never reach the server in the future. In other words, this fraction of customers can be treated as ‘lost’ or ‘disappeared’ work. As a result, the limiting fraction of the ‘processed’ work *becomes less than* \( \rho \).

If, instead of the inequality (53) (or (58)) we assume the equality, that is

\[
\lambda_2 \rho = \alpha_2 (1 - \rho),
\]

then the orbit-2 size increases in general in probability only (i.e., ‘slower’ than in the previous case). In this case the ‘disappearing’ fraction of class-2 customers joining the infinitely increasing orbit 2 turns out to be *negligible*, and it follows that the limiting fraction of the mean busy time (‘busy probability’) \( P_B^{(2)} = \rho \). It is because ‘almost all’ incoming work is processed and as a result the stationary busy probability in this case coincides with the stationary busy probability in the positive recurrent case.

Again assume that the conditions (52) and (53) hold, and that \( P_B^{(2)} \geq P_L \), that is

\[
(\rho + \hat{\rho}_2)(1 + \hat{\rho} + \rho) \geq (\rho + \hat{\rho})(\rho_2 + \hat{\rho}_2 + 1).
\]

After a simple algebra, we obtain the inequality \( \lambda_1 (\rho + \hat{\rho}) \geq \alpha_1 \), contradicting \( 52 \). Thus \( P_B^{(2)} < P_L \). This result has the following intuitive explanation in the bufferless setting. Note that the loss probability \( P_L \) in the auxiliary system, by PASTA, is also the limiting fraction of the server busy time. Because the first orbit in the original system is *tight* then it follows that the fraction of the server idle time in the original system is non-negligible, and as a result, this (limiting) fraction \( P_B^{(2)} \) is strictly dominated by the probability \( P_L \).

Note that the simulation results in Section 6 illustrate the related phenomena of partial stability in regions 6 and 8 (see Figure below).
4.1. Relation to a single-orbit system

In this section, we establish an intuitively expected result that the stability conditions from Theorem 2 coincide with stability conditions of the following associated single-server two-class system: while class-1 customers meeting server busy join the orbit, class-2 customers arrive as if the 2nd orbit would be permanently busy. In other words, the 2-nd orbit becomes the source of the Poisson process with rate $\alpha_2$. Intuitively, the associated system can be considered as a ‘limit’ of the original system under conditions of Theorem 2. Next, we formally justify this intuition. In the limit system, class-2 customers arrive to the server with the input rate

$$\tilde{\lambda}_2 = \lambda_2 + \alpha_2,$$

and leave the system if they find the server busy, while the external class-1 customers arrive to the server with the input rate $\lambda_1$. Thus, the limit system can also be viewed as a single-orbit retrial system with an additional exogeneous Poisson input with rate $\tilde{\lambda}_2$. In this single-orbit system, we denote by $\{X(t)\}$ the evolution of the orbit size, and let $X_n$ be the orbit size just after the $n$-th departure, $n \geq 1$. Recall the probabilities $p_l^{(1)}(i), l = 1, 2$ from [5] and note that, if $X_n = 0$, then $X_{n+1} = i$ with the probability

$$\frac{\lambda_1}{\lambda_1 + \lambda_2} p_1^{(1)}(i) + \frac{\tilde{\lambda}_2}{\lambda_1 + \tilde{\lambda}_2} p_2^{(1)}(i), \; i \geq 0.$$  \hspace{1cm} (60)

If $X_n > 0$, then $X_{n+1} = X_n + i$ with probability

$$\frac{\lambda_1}{\lambda_1 + \alpha_1 + \lambda_2} p_1^{(1)}(i) + \frac{\tilde{\lambda}_2}{\lambda_1 + \alpha_1 + \tilde{\lambda}_2} p_2^{(1)}(i),$$

and $X_{n+1} = X_n + i - 1$ with probability

$$\frac{\alpha_1}{\lambda_1 + \alpha_1 + \tilde{\lambda}_2}.$$
This gives the (conditional) mean orbit size:

\[
E[X_{n+1}|X_n = i] = \sum_{j \geq 0} \frac{\alpha_1}{\lambda_1 + \alpha_1 + \lambda_2} p_1^{(1)}(i)(i - 1 + j) + \sum_{j \geq 0} \left( \frac{\lambda_1}{\lambda_1 + \alpha_1 + \lambda_2} p_1^{(1)}(i) + \frac{\tilde{\lambda}_2}{\lambda_1 + \alpha_1 + \lambda_2} p_2^{(1)}(i) \right)
\]

\[
= i + \frac{\lambda_1 + \alpha_1}{\lambda_1 + \alpha_1 + \lambda_2} \rho_1 + \frac{\tilde{\lambda}_2}{\lambda_1 + \alpha_1 + \lambda_2} \frac{\lambda_1}{\lambda_1 + \alpha_1 + \lambda_2} \rho_2 - \frac{\alpha_1}{\lambda_1 + \alpha_1 + \lambda_2}.
\]

Thus, the negative drift takes place (i.e., \(E[X_{n+1}|X_n = i] < i\)) if

\[
\frac{\lambda_1 + \alpha_1}{\lambda_1 + \alpha_1 + \lambda_2} \rho_1 + \frac{\tilde{\lambda}_2}{\lambda_1 + \alpha_1 + \lambda_2} \frac{\lambda_1}{\lambda_1 + \alpha_1 + \lambda_2} \rho_2 < \frac{\alpha_1}{\lambda_1 + \alpha_1 + \lambda_2}.
\]

The latter inequality, after a simple algebra, becomes

\[
\rho_1 (\rho + \rho_1) < \hat{\rho}_1,
\]

and coincides with condition (54) implying tightness of the 1-st orbit in partially stable scenario for the two-orbit system.

Next we establish a stronger result: the weak convergence of the original two-orbit system to the associated single-orbit system. Towards this end, we first prove a monotonicity property of the two-dimensional embedded MC \(\{X_n\}\). Let \(x = (x_1, x_2)\) denote a point of \(\mathbb{Z}_+^2\). Then, for all \(x > (0, 0)\) and \(i, j \geq -1\) we define the probabilities

\[
P(i, j) := P(X_1^{(1)} = x_1 + i, X_1^{(2)} = x_2 + j|X_0^{(1)} = x_1, X_0^{(2)} = x_2),
\]

where, by definition, \(P(-1, -1) = 0\). Define the total input rate to the server by \(\Lambda = \lambda_1 + \lambda_2 + \alpha_1 + \alpha_2\), if the both orbits are non-empty. We have the following four alternative cases implying the event

\[
A = \{X_1^{(1)} = x_1 + i, X_1^{(2)} = x_2 + j\},
\]

1. with probability \(\lambda_1/\Lambda p_1^{(1)}(i)p_1^{(2)}(j)\), when a class-1 new arrival occupies the server, where we use the independence of inputs;

2. with probability \(\lambda_2/\Lambda p_2^{(1)}(i)p_2^{(2)}(j)\), when a class-2 new arrival occupies the server;
3. with probability \( \alpha_1 / \Lambda p_1^{(1)}(i + 1)p_1^{(2)}(j) \), when a class-1 orbit customer occupies the server;

4. and finally, with probability \( \alpha_1 / \Lambda p_2^{(1)}(i)p_2^{(2)}(j + 1) \), when a class-2 orbit customer occupies the server.

We remind that the customers of different classes arrive independently.

Collecting together all possible cases, we obtain

\[
P(i, j) = \frac{1}{\lambda_1 + \lambda_2 + \alpha_1 + \alpha_2} \left[ \lambda_1 p_1^{(1)}(i)p_1^{(2)}(j) + \lambda_2 p_2^{(1)}(i)p_2^{(2)}(j) \right] + \alpha_1 p_1^{(1)}(i + 1)p_1^{(2)}(j) + \alpha_2 p_2^{(1)}(i)p_2^{(2)}(j + 1),
\]

where \( p_1^{(k)}(-1) = 0, p_2^{(k)}(-1) = 0, k = 1, 2 \), by definition. Moreover, we have

\[
P(i, -1) = \frac{\alpha_2}{\lambda_1 + \lambda_2 + \alpha_1 + \alpha_2} p_2^{(1)}(i)p_2^{(2)}(0), \quad i \geq 0;
\]

\[
P(-1, j) = \frac{\alpha_1}{\lambda_1 + \lambda_2 + \alpha_1 + \alpha_2} p_1^{(1)}(0)p_1^{(2)}(j), \quad j \geq 0.
\]

Now, for arbitrary \( y \in \mathbb{Z}_+^2 \), we define the set

\[
C_y = \{ z \in \mathbb{Z}_+^2 : z \geq y \}.
\]

Then, following [25], we must establish the following monotonicity property of MC \( \{X_n\} \):

\[
P(X_1 \in C_y | X_0 = x) \geq P(X_1 \in C_y | X_0 = \hat{x}), \quad x \geq \hat{x}, \quad y \in \mathbb{Z}_+^2.
\]

Next, fix arbitrary \( x, \hat{x} > (0, 0) \) and calculate the left hand side of (63):

\[
P(X_1 \in C_y | X_0 = x) = \sum_{i \geq y_1 - x_1} \sum_{j \geq y_2 - x_2} P(X_1^{(1)} = x_1 + i, X_1^{(2)} = x_2 + j | X_0 = x)
\]

\[
= \sum_{i \geq y_1 - \hat{x}_1} \sum_{j \geq y_2 - \hat{x}_2} P(i, j).
\]

Taking into account that \( x_1 \geq \hat{x}_1, x_2 \geq \hat{x}_2 \) and (62), the expression (64) can be
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represented as

\[ P(X_1 \in C_y | X_0 = x) = \sum_{i \geq y_1 - x_1} \sum_{j = y_2 - x_2}^{y_2 - \hat{x}_2 - 1} P(i, j) + \sum_{j \geq y_2 - \hat{x}_2} P(i, j) \]

\[ = \sum_{i \geq y_1 - x_1} \sum_{j = y_2 - x_2}^{y_2 - \hat{x}_2 - 1} P(i, j) + \sum_{i \geq y_1 - x_1} \sum_{j \geq y_2 - \hat{x}_2} P(i, j) \]

\[ = \sum_{i \geq y_1 - x_1} \sum_{j = y_2 - x_2}^{y_2 - \hat{x}_2 - 1} P(i, j) + \sum_{j \geq y_2 - \hat{x}_2} \sum_{i = y_1 - x_1} P(i, j) + P(X_1 \in C_y | X_0 = \hat{x}) , \]

which implies the monotonicity property (63).

As the embedded two-dimensional MC \{X_n\} satisfies the monotonicity property and the second orbit grows to infinity in probability by Theorem 2, we can apply Theorem B from the Appendix, to state the following result.

**Theorem 3.** Let \( \pi = \{\pi_n, n \geq 0\} \) be the stationary distribution of the orbit size in the limiting single-orbit system at the departure instants, and let the assumptions of Theorem 2 hold. Then, \( X_n^{(1)} \to X^{(1)} \) in the total variation norm, where \( X^{(1)} \) has the distribution \( \pi \).

As a final remark of this section, let us explain why the probability \( P_B^{(2)} \) satisfies expression (57). When the auxiliary single-orbit system is stable, \( P_B^{(2)} \) first must include fraction \( \rho_1 \) of time when the server is occupied by class-1 customers. Next, the other fraction of time, \( 1 - \rho_1 \), is devoted to serving class-2 customers. When the server is working as the auxiliary system with input rate \( \lambda_2 + \alpha_2 \) and service rate \( \mu_2 \), the loss probability equals

\[ \frac{(\lambda_2 + \alpha_2)/\mu_2}{1 + (\lambda_2 + \alpha_2)/\mu_2} = \frac{\rho_2 + \hat{\rho}_2}{1 + \rho_2 + \hat{\rho}_2} . \]

Now collecting together both these fractions, we easily obtain that

\[ \rho_1 + (1 - \rho_1) \frac{\rho_2 + \hat{\rho}_2}{1 + \rho_2 + \hat{\rho}_2} = \frac{\rho + \hat{\rho}_2}{\rho_2 + \hat{\rho}_2 + 1} = P_B^{(2)} , \]

as intuitively expected. Note that in the analysis above we implicitly used the PASTA property allowing in our case to equate fraction of class-2 arrivals which
meet server busy by other class-2 customers and the fraction of time when server is occupied by class-2 customers.

5. Comparison with known stability results

In this section, we compare the obtained stability criterion (20) with earlier obtained stability conditions mentioned in the introduction. In the papers [15, 20] the following necessary stability condition

\[ \rho := \sum_{k=1}^{K} \rho_k < \min_{1 \leq k \leq K} \frac{\alpha_k}{\lambda_k + \alpha_k}, \]

has been obtained for a bufferless \( K \)-class retrial system, in which class-\( k \) customers follow Poisson input with rate \( \lambda_k \), have i.i.d. general service times with the mean \( \mu_k \) and retrial rate \( \alpha_k \). As we see, for \( K = 2 \) classes, this necessary condition coincides with stability criterion (20). On the other hand, the sufficient stability condition from [15] has the form

\[ \rho < \min_k \left( \frac{\alpha_k}{\alpha_k + \lambda} \right), \]

where \( \lambda = \sum_{k=1}^{K} \lambda_k \), and definitely less tight than condition (20) (for \( K = 2 \)).

We note that for a single-class system, condition (20) becomes (in an evident notation)

\[ \rho < \frac{\alpha}{\lambda + \alpha}, \quad (65) \]

and coincides with stability condition obtained in a few previous papers [16, 17, 19, 20]. Note that in [17] a renewal input is allowed while service time is exponential. On the other hand, the work [19] allows both general service time and a general renewal input. We note that condition (65), written as

\[ \lambda \rho < \alpha (1 - \rho), \]

has a very clear intuitive interpretation: input rate to the orbit (generated by customers meeting the busy server) must be less than the output rate from the orbit (the rate of successful attempts). Of course a similar interpretation
holds for stability conditions $\rho < \alpha_k/(\lambda_k + \alpha_k)$, for each orbit in the multi-class system. One more interesting interpretation of condition (65) is the following: when the input is Poisson, by PASTA property, $\rho$ is the probability that an arriving customer meets the busy server and joins the orbit, while the r.h.s of (65) equals

$$\frac{\alpha}{\lambda + \alpha} = P(\xi < \tau),$$

that is the probability that the retrial time $\xi$ is less than the (remaining) inter-arrival time $\tau$ and thus the orbital customer occupies the server. As a result, the orbit size decreases, and this negative drift implies stability of the system. We also note that other related stability results can be found in the reference lists of [22, 19].

Finally, we would like to mention a series of recent works devoted to regenerative stability analysis of the multiclass retrial systems with coupled orbits (or state-dependent retrial rates), being a far-reaching generalization of the constant retrial rate systems, in which the retrial rate of each orbit depends on the binary state (busy or idle) of all other orbits, see [28, 29, 30, 31, 32, 33]. In particular, the analysis there is based on PASTA and a coupling procedure connecting the real processes of the retrials with the independent Poisson processes corresponding to various ‘configurations’ of the (binary) states of the orbits.

6. Simulations

6.1. Exponential service times

First we consider the case of exponential service times with corresponding service rates $\mu_1$, $\mu_2$ and consider a particular case when $\lambda_1 = 2$, $\lambda_2 = 0.5$, $\mu_1 = 4$, $\mu_2 = 2$. Thus, in this case we have

$$\rho_1 = 0.5, \quad \rho_2 = 0.25, \quad \rho = 0.75.$$

All the experiments were based on 100,000 arrivals.

The regions in Figure 2 illustrate various cases of Theorems 1 and A, corresponding to the values of the orbit rates presented in Table 1.
Figure 2: Stability regions for $\rho = 0.75$, exponential service times

<table>
<thead>
<tr>
<th>Point</th>
<th>1.</th>
<th>2.</th>
<th>3.</th>
<th>4.</th>
<th>5.</th>
<th>6.</th>
<th>7.</th>
<th>8.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>10.0</td>
<td>7.0</td>
<td>12.0</td>
<td>2.0</td>
<td>2.0</td>
<td>5.0</td>
<td>2.0</td>
<td>10.0</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>2.7</td>
<td>3.0</td>
<td>2.0</td>
<td>0.3</td>
<td>1.2</td>
<td>0.3</td>
<td>3.0</td>
<td>0.7</td>
</tr>
<tr>
<td>Case</td>
<td>(a.1)</td>
<td>(b.1)</td>
<td>(c.1)</td>
<td>(d.1)</td>
<td>(b.2)</td>
<td>(c.2)</td>
<td>(b.2)</td>
<td>(c.2)</td>
</tr>
</tbody>
</table>

Table 1: Retrial rate points in the system with exponential service times, $\rho = 0.75$.

Note that (c.2)–transience region (see Theorem A in the appendix) is further divided into two cases: Case 6 when

$$\alpha_1 \leq \alpha_1^* = \frac{\lambda_1 \rho}{1 - \rho},$$

or equivalently

$$\rho \geq \frac{\alpha_1}{\lambda_1 + \alpha_1},$$

and case 8 when

$$\rho < \frac{\alpha_1}{\lambda_1 + \alpha_1}.$$
Thus we obtain a very interesting result: in Case 6 both stability conditions
\( \rho < \alpha_k/(\lambda_k + \alpha_k), \ k = 1, 2, \) are violated, while the 1-st class orbit remains tight.

The same phenomenon arises in (b.2)–transience region, which is divided by the horizontal line (see (45))
\[ \alpha_2 = \alpha_2^* = \frac{\lambda_2 \rho}{1 - \rho}, \]
into two sub-regions as well. (Also see Figure 2 and equation (59).)

These results have the following intuitive explanation. For instance, in zone 6 customers from (more 'aggressive') orbit 1 overtake class-2 customers resulting in a 'disappearance' of a part of the work generated by class-2 customers, see the discussion around formulae (58) and (59). As a result, the freed server capacity turns out to be enough to process all incoming class-1 customers and keeping orbit 1 tight (even if \( \rho \geq \alpha_1/(\lambda_1 + \alpha_1) \), i.e., under violation of the class-based drift condition for orbit 1). Symmetrically, the stability (tightness) of class-2 orbit in zone 5 is provided by pushing out class-1 customers by class-2 customers.

Next, we consider a scenario with non-zero initial conditions for both orbits:
\[ X^{(1)}(t^-_1) = X^{(2)}(t^-_1) = 1000, \]
and explore the orbit behavior, setting values (\( \alpha_1, \alpha_2 \)) from Table 1. The simulation results are presented as a 2D plot in Figure 3. Note that cases 2, 5 and 7 are symmetric to 3, 6 and 8, respectively.

Figure 3(a) depicts the empirical means obtained by averaging over 100 independent trajectories, while Figure 3(b) demonstrates the corresponding results based on only one realisation. We observe that the orbit dynamics in both figures are in agreement.

Both Cases 6 and 8 correspond to the phenomenon of partial stability (only the second orbit grows, while the first unloads). Note that the bold black line, corresponding to Case 6, majorizes the bold grey line, which describes the configuration 8. Such results are explained by the fact that unlike case 8, in case 6 the condition \( \rho < \alpha_1/(\lambda_1 + \alpha_1) \) is violated.
6.2. Pareto service times

Now we consider Pareto class-dependent distributions of service times with shape parameter $x_k > 0$ and degree parameter $\beta_k > 0$, $k = 1, 2$. Namely,

$$P(S^{(k)} \leq x) = 1 - (x_k/x)^{\beta_k}, \quad x > x_k,$$

and, consequently,

$$ES^{(k)} = \frac{x_k \beta_k}{\beta_k - 1}.$$

Then, we set again $\lambda_1 = 2$, $\lambda_2 = 0.5$ and set $x_1 = 0.125$, $x_2 = 0.4$, $\beta_1 = 2$, $\beta_2 = 5$, which yields $ES^{(1)} = 0.25$, $ES^{(2)} = 0.5$. Thus, similarly to the case of exponential service times, we obtain

$$\rho_1 = 0.5, \quad \rho_2 = 0.25, \quad \rho = 0.75.$$

Next, we consider the values of retrial rates $(\alpha_1, \alpha_2)$, corresponding to all cases presented in Table 1.

Simulations for the model with Pareto service time distributions and non-zero initial conditions: $X^{(1)}(t^-) = X^{(2)}(t^-) = 1000$ are presented in Figure 4.
and follow closely the results for exponential service times. It is worth mentioning that simulation results illustrate the same phenomenon of partial stability in cases 6 and 8 as we detected for exponential service times although the Pareto distribution does not belong to class $D$. It shows that the latter requirement is rather technical and the statement of Theorem 2 should hold for a wider class of distribution functions.

7. Conclusion and future research

We have established the ergodicity criterion for two-class single-server retrial systems with constant retrial rates. The proof of the criterion is based on a combination of the regenerative approach for continuous-time systems [20, 23] and the ergodicity criterion for discrete-time random walks in a two-dimensional quadrant [24]. Essentially, the latter result is only applicable to the case of two classes. Therefore, a very interesting and at the same time quite challenging open research direction is to extend the obtained ergodicity criterion to the case
of more than two classes. We would like to note that the adaptation of \cite{24} to our system has not been straightforward and required a non-trivial algebraic transformations.

In addition to the ergodicity criterion, we have also investigated deeper a novel phenomenon of partial (or local) stability which was detected in \cite{22} for the first time. Namely, under certain conditions, one class can be stable (tight), while the orbit size of the other class can grow to infinity in probability. This also implies asymptotic equivalence of the original two-class retrial system and the limiting single-class retrial system with an additional exogenous Poisson input. The convergence has been rigorously justified and some interesting insights are drawn. One surprising insight is that in some situations class-based drift conditions are violated and at the time the system remains partially stable. We have provided an explanation for this interesting phenomenon. In fact, this phenomenon indicates that the classification of transience cases in \cite{24} can be further refined, which is another very interesting future research direction.
Appendix A

In this appendix we present known results which are used in the main part of the paper.

First we consider two-dimensional MC \( \{ X_n \} \) and mention the conditions for applicability of a basic theorem from [24].

**Condition A. (lower boundedness condition)**

\[
\begin{align*}
\mathbb{P}(X_{n+1}^{(1)} = i, X_{n+1}^{(2)} = j | X_n^{(1)} > 0, X_n^{(2)} > 0) &= 0, & \text{if } i < -1, \text{ or } j < -1, \\
\mathbb{P}(X_{n+1}^{(1)} = i, X_{n+1}^{(2)} = j | X_n^{(1)} > 0, X_n^{(2)} = 0) &= 0, & \text{if } i < -1, \text{ or } j < 0, \\
\mathbb{P}(X_{n+1}^{(1)} = i, X_{n+1}^{(2)} = j | X_n^{(1)} = 0, X_n^{(2)} > 0) &= 0, & \text{if } i < 0, \text{ or } j < -1.
\end{align*}
\]

Note that the definitions of the transition probabilities in Section 2.1 automatically imply the validity of Condition A for our embedded MC.

Recall that \( \Delta_{n+1} = X_{n+1} - X_n \).

**Condition B. (first moment condition)**

\[
\mathbb{E}[||\Delta_{n+1}|| | X_n = (k, l)] \leq C < \infty, \quad \forall (k, l) \in \mathbb{Z}_+^2, \quad (66)
\]

where \( || \cdot || \) denotes the Euclidean norm and \( C > 0 \) is a constant.

Since

\[
\mathbb{E}[||\Delta_{n+1}||] \leq \mathbb{E}[\Delta^{(1)}_{n+1} + \Delta^{(2)}_{n+1}]
\leq 2 \max(\lambda_1, \lambda_2, \alpha_1, \alpha_2) \max(\mathbb{E}S^{(1)}, \mathbb{E}S^{(2)}) < \infty,
\]

the condition (66) holds for all sets of (finite) parameters for our MC.

Now recall that \( M_k^{01}, M_k^{10}, M_k^{11} \) denote the mean increments (drifts) of the \( k \)-th component of the MC \( \{ X_n \} \) between the \( n \)-th and \( (n+1) \)-st departure instants, given the respective conditions \( (X_n^{(1)} = 0, X_n^{(2)} > 0) \), \( (X_n^{(1)} > 0, X_n^{(2)} = 0) \) or \( (X_n^{(1)} > 0, X_n^{(2)} > 0) \).

**Theorem A. (See Theorem 3.3.1 in [24])** Let a MC \( \{ X_n \} \) be aperiodic and irreducible and let Conditions A and B hold.

(a) If \( M_1^{11} < 0, M_2^{11} < 0 \), then MC \( \{ X_n \} \) is...
1. ergodic (positive recurrent) if

\[
\begin{align*}
M_1^{11}M_2^{10} - M_2^{11}M_1^{10} &< 0, \\
M_2^{11}M_1^{01} - M_1^{11}M_2^{01} &< 0,
\end{align*}
\]  

(67)

2. non-ergodic if either

\[
M_1^{11}M_2^{10} - M_2^{11}M_1^{10} \geq 0 \quad \text{or} \quad M_2^{11}M_1^{01} - M_1^{11}M_2^{01} \geq 0.
\]  

(68)

(b) If \( M_1^{11} \geq 0, M_2^{11} < 0 \), then MC \( \{X_n\} \) is

1. ergodic if

\[
M_1^{11}M_2^{10} - M_2^{11}M_1^{10} < 0,
\]  

(69)

2. transient if

\[
M_1^{11}M_2^{10} - M_2^{11}M_1^{10} > 0.
\]  

(70)

(c) If \( M_1^{11} < 0, M_2^{11} \geq 0 \), then MC \( \{X_n\} \) is

1. ergodic if

\[
M_2^{11}M_1^{01} - M_1^{11}M_2^{01} < 0,
\]  

(71)

2. transient if

\[
M_2^{11}M_1^{01} - M_1^{11}M_2^{01} > 0.
\]  

(72)

(d) If \( M_1^{11} \geq 0, M_2^{11} \geq 0, M_1^{11} + M_2^{11} > 0 \), then MC \( \{X_n\} \) is transient.

Next we present partial stability results from [25] for a two-dimensional MC.

**Theorem B. (See Proposition 2 in [25])** For a MC \( X_n \), with a state space \( \mathbb{Z}_+^2 \), assume the following:

1. \( X_n^{(2)} \to \infty \) in probability, as \( n \to \infty \), given \( X_0^{(2)} = 0, X_0^{(1)} = 0 \);
2. \( P(X_{n+1}^{(1)} = j | X_n^{(1)} = i, X_n^{(2)} = l) = p_{ij} \) for all values of \( l > 0 \), where \( p_{ij} \) are transition probabilities of an ergodic MC with the unique stationary distribution \( \pi = \{\pi_j\} \);
3. MC \( X_n \) is monotone. Namely,

\[
P(X_1 \in C_y | X_0 = x) \geq P(X_1 \in C_y | X_0 = \bar{x}), \quad x \geq \bar{x}, \quad y \in \mathbb{Z}_+^2.
\]
Then, for all initial states $i_0, j_0$:

$$\sup_j \left| P(X_n^{(1)} = j | X_0^{(1)} = i_0, X_0^{(2)} = j_0) - \pi_j \right| \to 0, \quad n \to \infty, \quad (73)$$

i.e., $X_n^{(1)}$ converges in distribution to $\pi$ in the total variation norm.

Appendix B

Below we present some technical details of the proof of Theorem 1. Note that our goal is to apply the results of Theorem A to the system under consideration. First, consider case (a) from Theorem A and recall expressions \(16\)–\(19\) for $M_1^{10}, M_2^{10}, M_1^{11}, M_2^{11}$, respectively. Conditions $M_1^{11} < 0, M_2^{11} < 0$ can be relatively easy rewritten as \(21\) and \(22\) in terms of the load coefficients. Next let us also represent the system \(67\) in terms of the load coefficients. Define the following auxiliary parameters

$$A_1 = (\lambda_1 + \alpha_1)\lambda_1\mu_1 + \lambda_2\lambda_1/\mu_2,$$
$$A_2 = (\lambda_1 + \alpha_1)\lambda_2/\mu_1 + \lambda_2\lambda_2/\mu_2,$$
$$A_3 = \lambda_1 + \lambda_2 + \alpha_1,$$
$$A_4 = \lambda_1 + \lambda_2 + \alpha_1 + \alpha_2.$$

Thus, from \(16\)–\(19\) we obtain

$$M_1^{10} = \frac{A_1}{A_3} - \frac{\alpha_1}{A_3},$$
$$M_2^{10} = \frac{A_2}{A_3},$$
$$M_1^{11} = \frac{A_1}{A_4} + \frac{\alpha_2\lambda_1/\mu_2 - \alpha_1}{A_4},$$
$$M_2^{11} = \frac{A_2}{A_4} + \frac{\alpha_2\lambda_2/\mu_2 - \alpha_2}{A_4}.$$

Next, denote

$$B_1 = \frac{\alpha_2\lambda_1/\mu_2 - \alpha_1}{A_4},$$
$$B_2 = \frac{\alpha_2\lambda_2/\mu_2 - \alpha_2}{A_4},$$
$$B_3 = \frac{\alpha_1}{A_3}.$$
Thus, the condition $M_{11}^{11}M_{2}^{10} - M_{2}^{11}M_{1}^{10} < 0$ transforms to
\[
\left( \frac{A_1}{A_4} + B_1 \right) \frac{A_2}{A_3} - \left( \frac{A_2}{A_4} + B_2 \right) \left( \frac{A_1}{A_3} - B_3 \right) < 0.
\]
After opening brackets, we obtain
\[
B_1 \frac{A_2}{A_3} + B_3 \frac{A_2}{A_4} - B_2 \frac{A_1}{A_3} + B_2 B_3 < 0.
\]
Then we substitute back the expressions for $B_1$, $B_2$, $B_3$ to get
\[
\frac{(\alpha_2 \lambda_1 / \mu_2 - \alpha_1)A_2}{A_3 A_4} + \frac{\alpha_1 A_2}{A_3 A_4} - \frac{(\alpha_2 \lambda_2 / \mu_2 - \alpha_2)A_1}{A_3 A_4} + \frac{(\alpha_2 \lambda_2 / \mu_2 - \alpha_2)\alpha_1}{A_3 A_4} < 0. \tag{74}
\]
Multiplying both sides of (74) by $A_3 A_4 > 0$, yields
\[
A_2 \alpha_2 \lambda_1 / \mu_2 - A_1 \alpha_2 (\lambda_2 / \mu_2 - 1) + \alpha_1 \alpha_2 (\lambda_2 / \mu_2 - 1) < 0.
\]
Then, after substituting the expressions for $A_1$ and $A_2$, we obtain the following inequality in terms of the original parameters
\[
(\lambda_1 + \alpha_1) \lambda_1 / \mu_1 + \lambda_2 \lambda_1 / \mu_2 + \alpha_1 (\lambda_2 / \mu_2 - 1) < 0,
\]
which easily transforms to
\[
(\lambda_1 + \alpha_1)(\lambda_1 / \mu_1 + \lambda_2 / \mu_2) < \alpha_1.
\]
Thus, we obtain the condition
\[
\rho < \frac{\alpha_1}{\lambda_1 + \alpha_1}.
\]
After similar derivations, the condition $M_{2}^{11}M_{1}^{01} - M_{1}^{11}M_{2}^{01} < 0$ is transformed to
\[
\rho < \frac{\alpha_2}{\lambda_2 + \alpha_2}.
\]
Thus, the system (67) is equivalent to $\rho < \alpha_k / (\lambda_k + \alpha_k)$, $k = 1, 2$.
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