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Abstract

We consider the community recovery problem on a multilayer variant of
the hypergraph stochastic block model (HSBM). Each layer is associated with
an independent realization of a d-uniform HSBM on N vertices. Given the
similarity matrix containing the aggregated number of hyperedges incident to
each pair of vertices, the goal is to obtain a partition of the N vertices into dis-
joint communities. In this work, we investigate a semidefinite programming
(SDP) approach and obtain information–theoretic conditions on the model
parameters that guarantee exact recovery both in the assortative and the dis-
assortative cases.

Keywords: hypergraph SBM, community detection, semidefinite program-
ming, multilayer, clustering, planted partition
MSC2020: 05C65, 05C80, 62H30, 90B15, 90C22, 90C35, 94A16

1 Introduction
Traditional network data are observed as interactions between node pairs, repre-
sented as a graph, or equivalently as an adjacency matrix. More refined forms of
network data may involve multiple types of higher-order interactions simultaneously
involving multiple nodes. Such a data set can be viewed as a binary array A(m)

e in-
dexed by node sets e and positive integers m so that A(m)

e = 1 indicates that an
interaction of type m occurs among node set e. The array can also be viewed as a
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multilayer hypergraph where the entries of the array indicate the presence of hyper-
edge e in the m-th layer. Further, the entries could also depend on the communities
of the underlying nodes. Stochastic block models (SBMs) are a popular choice for
generative models with a community structure for such applications. Hypergraph
stochastic block models (HSBMs) introduce hyperedges into SBMs, thus extending
their modelling capabilities. In the following, we provide two examples to illustrate
the relevance of the model discussed in this work

1. Table reservations at restaurants: Consider M restaurants each of which
have tables that can accommodate d people. A population of N individuals is
divided into two different communities; those who prefer vegan and those who
do not. A hyperedge links d individuals with one of the M restaurants indicat-
ing that the corresponding d individuals made a reservation at the restaurant
at some point of time. Thus, each of the M restaurants correspond to a layer.
Naturally, individuals who prefer vegan dishes gravitate towards those restau-
rants which have more vegan options. But since the choice of a restaurant is
made by a group of d individuals who can belong to either community, the
probability that a restaurant is visited will depend on the number of individu-
als in each of the communities. In other words, a subset of d individuals form
a hyperedge which is present with probability dependent on the communities
of the d individuals.

2. Processor sharing: N tasks are assigned to M heterogeneous servers each of
which has several d-core processors that can process d tasks at a time. A subset
of d tasks constitute a hyperedge, and is assigned to a processor based on the
priorities (high or low) of each of the tasks and the computation capability of
the server.

We will next describe a generative model of a hypergraph with N ≥ 1 nodes and
M ≥ 1 layers, where each hyperedge in layer m has size dm ≥ 2. We take M as
a constant independent of N . The set of nodes is divided into two communities of
equal sizes (we assume N is even), and the resulting community structure, denoted
by σ(N), is uniformly distributed on the set {(σ1, σ2, · · · , σN) ∈ {−1,+1}N : |{i :
σi = +1}| = |{i : σi = −1}|}. The community profile of a node set e is defined as a
vector τ (e) = (τ−1(e), τ+1(e)), where τk(e) is equal to the number of nodes in e with
community membership k. We will then sample a multilayer hypergraph on node
set [N ] = {1, . . . , N} so that each node set e ⊂ [N ] of layer m having size dm and
community profile τ (e) = t is linked by a hyperedge in layer m with probability

p
(m)
t =

α
(m)
t logN(
N−1
dm−1

) ∧ 1, (1)

independently of other node sets and layers. Here α(m)
t > 0 is a real number inde-

pendent of N . This scaling of the hyperedge probabilities ensures that the expected
average degree of each node is Θ(logN). References [2, 10, 26] show that the phase-
transition for exact recovery occurs in this regime, and this regime is also critical
for connectivity in general hypergraph models [7].

The non-uniform multilayer hypergraph can be represented as a binary array A =
(A

(m)
e ) in which the entries are mutually independent Bernoulli random variables.
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The event {A(m)
e = 1} has probability p

(m)
t when τ (e) = t. To indicate that the

pair (σ,A) = (σ(N),A(N)) is sampled from the model, we abbreviate (σ,A) ∼
HSBM(N,M, (dm), (α

(m)
t )). We will focus on a symmetric model in which

α
(m)
(r,dm−r) = α

(m)
(dm−r,r)

for all 0 ≤ r ≤ dm and all m. This means that the presence of the hyperedge depends
only on the number of nodes of each community rather than the community label.

The problem of community detection is to output an estimate σ̂(N) of the un-
derlying node communities. The estimate is said to achieve exact recovery if,

lim
N→∞

P
(
σ̂(N) ∈ {±σ(N)}

)
= 1. (2)

where P is the probability measure associated with HSBM(N,M, dm, (α
(m)
t )), a gen-

erative model for the community structure and the observations.
In this work, the main focus is to study the community recovery problem based

on a layer-aggregated similarity matrix Wij =
∑

mW
(m)
ij where (W

(m)
ij ) =: W (m) is

a zero-diagonal matrix with off-diagonal entries

W
(m)
ij =

∑
e:e∋i,j

A(m)
e

counting the number of hyperedges in layer m incident to nodes i and j. Community
recovery based on the similarity matrix W instead of the full data set A is moti-
vated by two aspects: privacy and computational tractability. For example, in the
application of table reservations at restaurants, providing the full hypergraph could
reveal the frequency a particular individual visits a restaurant. This could violate
the privacy of the individual. On the other hand, providing the similarity matrix
obfuscates such individual information, since information regarding the restaurants
that are visited is not revealed. Additionally, the similarity matrix provides a com-
pact matrix representation of the hypergraph that is easier to manipulate using
matrix algebra. Nevertheless, it is clear that the similarity matrix contains less
information than the complete hypergraph.

In this work, we investigate a semidefinite programming (SDP) approach for
solving the community detection problem using W . Our main result in Section 3
provides an information quantity that characterizes the performance of the SDP
approach. To be more specific, it gives a sufficient condition relating the different
parameters of the model for exact recovery using the SDP technique.

The paper is organized as follows. In Section 2, we discuss recent literature in
the area and highlight the key differences in our work. In Section 3, we describe
the semidefinite programming algorithm and state our main result concerning the
information theoretic conditions on the parameters of the model that guarantee exact
recovery. Section 4 contains some simulation results of our algorithm on synthetic
data generated using the HSBM model. The proofs of our results are provided in
Section 5. Section 6 concludes the paper and provides some future directions.

2 Related work
The usual paradigm for theoretical research in community detection is to first pro-
pose a generative model that captures the application (data) as a graph or a net-
work, followed by the analysis of a clustering algorithm for the proposed model.
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Community recovery algorithms on stochastic block models (SBMs) have attracted
considerable attention in the past. A comprehensive survey of the field is provided
in [1], see also a review of recent results on graph clustering in [5]. Our interest in
this work is on multilayer hypergraphs. We first provide a brief survey of recent
work in clustering on multilayer networks followed by hypergraph SBMs.

A seminal work for multilayer networks is the review article [27]. Subsequently,
in [34], the authors consider estimating the membership for each individual layer
in a multilayer SBM. In the special case that memberships do not change, their
method works on the normalized aggregate adjacency matrix. The authors in [31]
establish that increasing the number of network layers guarantees consistent com-
munity recovery (by a least squares estimator) even when the graphs get sparser.
SBMs with general interactions allow an alternate model for multilayer networks.
These are studied in [6] where the authors address the community recovery problem
using aggregate adjacency matrix as well as the full graph. The authors in [3] study
Bayesian community recovery in a regime where both the number of nodes and the
number of layers increase.

With regard to literature on hypergraphs, the hypergraph stochastic block model
(HSBM) was first introduced by Ghoshdastidar and Dukkipati in [13] to capture
higher order interactions. They also show strong consistency of spectral methods
in dense uniform hypergraphs. In subsequent works [14, 15, 16], they extend their
results to partial recovery in sparse non-uniform hypergraphs. Some other works on
the spectral algorithm for hypergraphs include [2, 33].

The recent work by Zhang and Tan [36] considers the general d-uniform HSBM
with multiple communities. They establish a sharp phase transition for exact recov-
ery when the knowledge of the whole hypergraph is given. They recover results from
several previous works including [9, 10, 26, 33]. In the process of solving the exact re-
covery problem, they do show almost exact recovery using only the similarity matrix
through a spectral approach. Another general hypergraph model with theoretical
guarantees by [37] employs a latent space representation of nodes to cover HSBM,
non-uniform hypergraphs, and hypergraphs with heterogeneity among nodes.

Some of the other approaches used in the literature for the community recovery
problem on hypergraphs are based on modularity [21, 22, 23, 28, 29], tensor decom-
position [24, 37], random walk based methods [33, 35, 38], variational inference [8],
and approximate message passing [4, 32].

In this work, we investigate the problem of exact recovery on the HSBM through
the lens of semidefinite programming (SDP). Our work is closest in spirit to [12] and
[26] that discuss the SDP approach. The SDP formulation (described in Section 3)
arises as a relaxation of the computationally hard procedure of finding a nodes’ par-
tition with minimum number of edges crossing it. In [26], the authors show that for
a d-uniform homogeneous HSBM with two equal-sized and symmetric communities,
exact recovery using the full hypergraph shows a sharp phase transition behavior.
They go on to propose a ‘truncate-and-relax’ algorithm that utilizes the structure of
the similarity matrix. An SDP approach then guarantees exact recovery with high
probability, albeit in a parameter regime which is slightly sub-optimal. This gap is
bridged in [12] who consider the community recovery problem with the knowledge of
only the similarity matrix. Below, we highlight the differences from these previous
works:

1. The authors in both [12] and [26] consider the homogeneous model in which
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the hyperedge parameters take just two values corresponding to all nodes of
a hyperedge being in the same community, and at least one of them being
in a different community. Related works with the same assumption include
[2, 11, 30]. In this work, we allow for hyperedge parameters to depend on
the number of nodes of each community in the hyperedge resulting in an
inhomogeneous HSBM as in [36], albeit with the symmetric assumption. A
similar assumption is present in other works such as [13, 15] as well.

2. Much of the earlier work assumes that the data is assortative or homophilic, i.e.
nodes in the same community are more likely to be adjacent to each other than
to nodes in different communities. Our results incorporate the disassortative
or heterophilic case where the opposite is true. This could be of interest for
some applications: reputation of a research institute is partly assessed based
on the amount of collaboration with experts from external institutions (see
e.g. [18]); so, one might expect certain research networks to be disassortative.

3. Our model targets multilayer HSBMs that can be seen as a generalization of
previous models. Moreover, these layers could individually be assortative or
disassortative which could then capture a plethora of applications.

3 Algorithm and main results
A first approach to obtain an estimate of the node communities given the similarity
matrix W is to solve the min-bisection problem:

max
∑
i,j

Wijxixj subject to x ∈ {±1}N ,1Tx = 0. (3)

This formulation assumes that the data is assortative. In the disassortative case
the opposite is true, and we replace the maximization in (3) with minimization, or
equivalently change the sign of the objective function. However, the min-bisection
problem is known to be NP-hard in general (see [25]), which is why [26] introduces
a semidefinite programming (SDP) relaxation of (3). Algorithm 1 introduces an
additional input s ∈ {±1} and generalizes their relaxation to both assortative (s =
+1) and disassortative (s = −1) cases.

Remark 1. An alternate approach in the disassortative case is to consider the com-
plement of the hypergraph, which is assortative. A similarity matrix of the comple-
ment is given by

(
N−2
d−2

)
(11T − I) −W . However, owing to our scaling assumption

in (1), the resulting similarity matrix of the complement is no longer in the same
regime, and requires a different approach to analyze.

To capture the level of assortativity of our model, we define the following quan-
tity, accordingly referred to as the assortativity

ξ :=
M∑
m=1

2−(dm−1)

dm−1∑
r=0

(
dm − 1

r

)
(dm − 1− 2r)α

(m)
(r,dm−r). (5)

The summation over the different layers implies that the full hypergraph can be
assortative even if individual layers W (m) are not. Table 1 specifies Formula (5) for
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Algorithm 1
Input: N ×N similarity matrix W and s ∈ {±1}.
Output: Community estimate σ̂
1: Solve the following optimization problem:

maximize
∑

0≤i<j≤N

sWijXij

subject to
∑

0≤i≤j≤N

Xij = 0,

Xii = 1 for all i ∈ [N ]

X ⪰ 0.

(4)

2: Let X∗ ∈ RN×N be the optimal solution of (4) and let it have an eigendecom-
position X∗ =

∑N
i=1 λiviv

T
i with λ1 ≥ λ2 ≥ · · · ≥ λN .

3: Output σ̂ = sgn(v1)

Table 1: Assortativity ξ in a d-uniform HSBM with M layers, where we denote
αt =

∑M
m=1 α

(m)
t .

d ξ

2 α(0,2) − α(1,1)

3 2α(0,3) − 2α(1,2)

4 3α(0,4) − 3α(2,2)

5 4α(0,5) + 4α(1,4) − 8α(2,3)

6 5α(0,6) + 10α(1,5) − 5α(2,4) − 10α(3,3)

selected values of d := dm. The following proposition (proved in Section 5.4) states
that ξ is a normalized expected difference between the number of hyperedges shared
between two nodes when they are of the same community and when they are of
different communities.

Proposition 1. For i ̸= j, let win = E[Wij|σi = σj] and wout = E[Wij|σi ̸= σj].
Then,

win − wout =
logN

N
ξ + o

(
logN

N

)
.

Therefore, a model is said to be assortative if ξ > 0, and disassortative if ξ < 0.
In order to state our main result concerning the performance of Algorithm 1, we

will need the following information quantity

I = sup
λ∈R

M∑
m=1

dm−1∑
r=0

2−(dm−1)

(
dm − 1

r

)
α
(m)
(r,dm−r)

(
1− e−λ(dm−1−2r)

)
, (6)

which captures the propensity of a node to be present in a hyperedge containing more
nodes of the same (different) community as itself in the assortative (disassortative)
case. To be concise, we omit the dependence on model parameters in the definition
of both ξ and I.
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We now state the main theorem that characterizes Algorithm 1 and provides
a sufficient condition for exact recovery on the aggregate similarity matrix of a
symmetric multilayer HSBM using the SDP approach.

Theorem 1. Suppose (σ,A) ∼ HSBM(N,M, (dm), (α
(m)
t )), and let W be the ag-

gregate similarity matrix of A. When I > 1, Algorithm 1 with W and s = sgn(ξ)
as inputs achieves exact recovery as defined in (2).

The proof of Theorem 1 is provided in Section 5. Taking M = 1 with parameters

α(r,d−r) =

{
α for r = 0 and r = d

β for 1 ≤ r ≤ d− 1

reduces to a homogeneous model that has been studied earlier in the assortative
case with ξ = (d− 1)(α− β) > 0. In this setting Kim, Bandeira, and Goemans [26]
showed that the SDP algorithm does not achieve exact recovery when I < 1 and
Gaudio and Joshi [12] proved that the SDP algorithm achieves exact recovery when
I > 1, as conjectured in [26].

4 Numerical illustrations
We perform numerical simulations to demonstrate the effect of the number of ob-
served hypergraph layers on the classification accuracy of Algorithm 1 1. The syn-
thetic data is sampled from a 4-uniform HSBM(50,M, 4, (α

(m)
t )), with 1 ≤ M ≤ 3.

We let the hypergraph layers be identically distributed giving α
(m)
t =: αt for all

m ∈ [M ]. We examine four scenarios: homogeneous and assortative, homogeneous
and disassortative, inhomogeneous and assortative, as well as inhomogeneous and
disassortative. Table 2 provides the parameter values used in each case, respectively.
These values are chosen such that the expected degree, i.e. the number of hyperedges
a node is incident to, is the same in both the homogeneous and the inhomogeneous
cases. The associated hyperedge probabilities are computed from (1).

Table 2: The columns with numerical entries represent the parameter values (αt)
used in each of the four simulated scenarios.

Homogeneous Inhomogeneous

Assortat. Disassort. Assortat. Disassort.

α(4,0) 18.8 7.3 18.8 4.7
α(3,1) 7.3 18.8 9.4 9.4
α(2,2) 7.3 18.8 4.7 18.8

To evaluate the accuracy of our estimate given σ, we use the Hubert-Arabie
adjusted Rand index (AR) [17, 20], which is a measure of similarity between two
community assignments. The index is equal to 1 when the assignments are iden-
tical, and 0 when they are independent. For each simulated hypergraph, we also
compute the classification error (CE), which we define as the fraction of misclassi-
fied nodes N−1min{Ham(σ̂,σ),Ham(σ̂,−σ)}, where Ham denotes the Hamming

1Source code: https://github.com/kalaluusua/Hypergraph-clustering.git
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distance. The results (averaged over five different random seed initializations) are
depicted in Table 3.

Table 3: Classification error (CE) and Adjusted Rand index (AR) of the community
assignment estimate.

Homogeneous Inhomogeneous

Assortat. Disassort. Assortat. Disassort.

M |ξ| I CE AR CE AR |ξ| I CE AR CE AR

1 34.5 0.58 0.160 0.464 0.184 0.475 42.4 0.41 0.052 0.799 0.012 0.952
2 68.9 1.08 0.024 0.906 0.052 0.800 84.8 0.83 0.008 0.969 0.000 1.000
3 103.4 1.62 0.004 0.984 0.012 0.953 127.2 1.24 0.000 1.000 0.000 1.000

Based on the I-values, we expect that the community detection performance im-
proves as M increases and is the same for the assortative and disassortative cases.
This is precisely what Table 3 shows. Moreover, the larger I-values of the homo-
geneous case lead us to expect an overall better performance in comparison to the
inhomogeneous case. Surprisingly, this is not the case. An inspection of the ξ-values
reveals a larger level of (dis)assortativity in the inhomogeneous case. In small to
moderate hypergraph sizes, we suspect that the level of assortativity may predict the
detection performance of Algorithm 1 better than the information-theoretic quantity
I, whose effect is more profound in the asymptotic regime.

5 Analysis of the algorithm
In this section, we provide a detailed proof of Theorem 1. We follow the procedure
of [12, 19, 26] to analyze the SDP framework, and extend it to a more general
model HSBM(N,M, (dm), (α

(m)
t )) that addresses multiple layers, disassortativity,

and (symmetric) inhomogeneity.
An outline of this section is as follows. Section 5.1 constructs a dual certificate

strategy to solve the SDP in (4) and specializes it to the assortative and disas-
sortative cases. Bounds on certain quantities that arise as part of this strategy
are provided in Sections 5.2 and 5.3. In Section 5.4, we comment on the assorta-
tive/disassortative nature of the model and its manifestation in our analysis. Finally,
Section 5.5 puts the parts together to complete the proof of Theorem 1.

5.1 SDP analysis

To begin, we state a sufficient condition for optimality of Algorithm 1. This is a
corollary of [12, Lemma 2.2] that asserts strong duality for (4) with s = 1.

Lemma 1. Fix s ∈ {±1}. Suppose there is a diagonal matrix D ∈ RN×N and
ν ∈ R such that the matrix S := D+ ν11T − sW is positive semidefinite, its second
smallest eigenvalue λN−1(S) is strictly positive, and Sσ = 0, then X∗ = σσT is
the unique optimal solution to (4) (with the same s).
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For the HSBM(N,M, (dm), (α
(m)
t )) model with node communities σ and the ag-

gregate similarity matrix W , define

Dii := s
∑
j

Wijσiσj, (7)

where s = sgn(ξ). With D = diag(Dii), it is easy to verify that Sσ = 0 and,
therefore, it suffices to show that

P
(

inf
x⊥σ:∥x∥2=1

xTSx > 0

)
= 1− o(1) (8)

for Lemma 1 to hold. Note that Sσ = 0 and (8) together ensure that the kernel of S
is the line spanned by σ and λ1(S) ≥ · · · ≥ λN−1(S) > 0 with high probability. This
in particular implies that S is positive semidefinite and its second smallest eigenvalue
λN−1(S) is strictly positive, with high probability. Using a similar methodology as in
[19, Theorem 2], we obtain the following complementary lemmas for the assortative
and disassortative cases, respectively.

Lemma 2. Let ξ > 0. With D defined via (7) with s = sgn(ξ) = +1 and S :=
D + 11T −W , for all x⊥σ such that ∥x∥2 = 1, we have

xTSx ≥ min
i
Dii − ∥W − EW ∥2,

where EW is the expected aggregate similarity matrix conditioned on σ.

Proof. The expected similarity matrix for a symmetric HSBM admits the following
rank-2 decomposition:

EW =

(
win + wout

2

)
11T +

(
win − wout

2

)
σσT − winI,

where win = E[Wij|σi = σj], wout = E[Wij|σi ̸= σj] and I is the N × N identity
matrix. We can then write

xTSx = xTDx+
(
1Tx

)2 − xT (W − EW )x− xTEWx

= xTDx+
(
1Tx

)2 − xT (W − EW )x

−
(
win + wout

2

)(
1Tx

)2 − (win − wout

2

)(
σTx

)2
+ win||x||22.

Because of the definition of the spectral norm and the facts that x⊥σ, and win, wout =
Θ( logN

N
) as shown in the proof of Proposition 1 (Section 5.4), we obtain

xTSx ≥
(
min
i
Dii

)
∥x∥22 +

(
1Tx

)2(
1− win + wout

2

)
− xT (W − EW )x

≥ min
i
Dii − ∥W − EW ∥2,

which proves the lemma.

Lemma 3. Let ξ < 0. With D defined via (7) with s = sgn(ξ) = −1 and S :=
D +W , for all x⊥σ such that ∥x∥2 = 1, we have

xTSx ≥ min
i
Dii − ∥W − EW ∥2 − win.

9



Proof. The claim follows from applying the techniques from the proof of Lemma 2
on

xTSx = xTDx− xT (EW −W )x+ xTEWx.

5.2 Upper bound on ∥W − EW ∥2
Let E be the set of all node sets (hyperedges) e ⊂ [N ] having size d. We denote
by ([N ], (fe)e∈E) a weighted d-uniform hypergraph with edge weights (fe), whose
similarity matrix is a zero-diagonal matrix with off-diagonal entries (i, j) given by∑

e:e∋i,j fe.

Lemma 4 (Theorem 4, [30]). Let G = ([N ], (fe)e∈E), where a random weight fe ∈
[0, 1] is independently assigned to each hyperedge e ∈ E. Denote by Wf the similarity
matrix of G. Assume that maxe∈E E[fe] ≤ c0 logN

(N−1
d−1)

. Then there exists a constant

C = C(d, c0) > 0 such that

P
(
∥Wf − EWf∥2 ≤ C

√
logN

)
≥ 1−O(N−11).

Using the lemma, for the m-th layer of HSBM(N,M, (dm), (α
(m)
t )) we have that

P
(
∥W (m) − EW (m)∥2 ≤ C(m)

√
logN

)
≥ 1−O(N−11),

where C(m) = C(m)(dm,maxr α
(m)
(r,dm−r)). To obtain a similar bound for the aggregate

similarity matrix, we let C = maxmC
(m) and write

P
(
∥W − EW ∥2 ≤ CM

√
logN

)
= P

(∥∥∥ M∑
m=1

(
W (m) − EW (m)

) ∥∥∥
2
≤ CM

√
logN

)

≥ P

(
M∑
m=1

∥W (m) − EW (m)∥2 ≤ CM
√

logN

)
≥ P

(
∥W (m) − EW (m)∥2 ≤ C

√
logN, ∀m ∈ [M ]

)
=

M∏
m=1

P
(
∥W (m) − EW (m)∥2 ≤ C

√
logN

)
≥ 1−O(MN−11)

= 1−O(N−11).

5.3 Lower bound on Dii

Lemma 5. Let I > 1. Then there exists a constant ϵ > 0 dependent on model
parameters such that for all i ∈ [N ],

P(Dii ≤ ϵ logN) = o(N−1).
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Proof. Let Em denote the set of all node sets of size dm. We can write Dii in (7) as

Dii = s
∑
m

∑
j:j ̸=i

∑
e∈Em:e∋i,j

A(m)
e σiσj = s

∑
m

∑
e∈Em:e∋i

A(m)
e

∑
j∈e\{i}

σiσj.

We will split the sum on the right based on the community profile of the node
set e \ {i}. Denote by Tdm−1 the set of vectors t(m) = (t

(m)
−1 , t

(m)
+1 ) with nonnegative

integer-valued coordinates summing up to t(m)
−1 +t

(m)
+1 = dm−1. For each t(m) ∈ Tdm−1,

denote by Ei,t(m) the collection of node sets e of size d such that e ∋ i and such that
the number of nodes j ∈ e \ {i} with community membership σj = k equals t(m)

k

for k = {−1,+1}. Then for any node i with block membership σi = k and any
e ∈ Ei,t(m) , ∑

j∈e\{i}

σiσj = t
(m)
k − t

(m)
−k .

Therefore, for any i with block membership σi = k, we find that

Dii = s
∑
m

∑
t(m)∈Tdm−1

∑
e∈E

i,t(m)

A(m)
e (t

(m)
k − t

(m)
−k ) = s

∑
m

∑
t∈Tdm−1

(t
(m)
k − t

(m)
−k )Y

(m)

i,t(m) ,

(9)
where Y (m)

i,t(m) =
∑

e∈E
i,t(m)

A
(m)
e equals the number of hyperedges e in layer m that

contain i and for which the i-excluded community profile equals t(m) ∈ Tdm−1. For
any such e, the full community profile equals t(m)+ek, where ek is a basis vector for
the coordinate k ∈ {−1, 1}. Furthermore, the size of the set Ei,t(m) equals Rk,t(m) :=

|Ei,t(m) | =
(N

2
−1

t
(m)
k

)( N
2

t
(m)
−k

)
. It follows that the random variables Y (m)

i,t(m) are mutually

independent and binomially distributed according to Y (m)

i,t(m) ∼ Bin(Rk,t(m) , p
(m)

t(m)+ek
).

Fix λ ≥ 0. By independence and the inequality 1 − x ≤ ex, we find that the
moment-generating function of Dii is bounded by

E
[
e−λDii

]
=
∏
m

∏
t(m)∈Tdm−1

E
[
e
−sλ(t(m)

k −t(m)
−k )Y

(m)

i,t(m)

]

=
∏
m

∏
t(m)∈Tdm−1

[
1− p

(m)
t+ek

(
1− e−sλ(t

(m)
k −t(m)

−k )
)]R

k,t(m)

≤
∏

t∈Tdm−1

∏
m

exp
[
−Rk,t(m)p

(m)

t(m)+ek

(
1− e−sλ(t

(m)
k −t(m)

−k )
)]
.

Using the bounds
(
1− j

n

)j nj

j!
≤
(
n
j

)
≤ nj

j!
and the scaling assumption (1), we find

that
Rk,t(m)p

(m)

t(m)+ek
= (1 + o(1))2−(dm−1)

(
dm − 1

t
(m)
−k

)
α
(m)

t(m)+ek
logN. (10)

We conclude that

E
[
e−λDii

]
≤ e−(1+o(1))ψk(sλ) logN ,

where, for x ∈ R,

ψk(x) :=
∑
m

2−(dm−1)
∑

t∈Tdm−1

(
dm − 1

t
(m)
−k

)
α
(m)

t(m)+ek

(
1− e−x(t

(m)
k −t(m)

−k )
)
.
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For the inner summation, taking t
(m)
−k = r, we have that t(m)

k = dm − 1 − r and
αt(m)+ek

= α(r,dm−r) = α(dm−r,r), thus giving

ψk(x) =
∑
m

2−(dm−1)

dm−1∑
r=0

(
dm − 1

r

)
α
(m)
(r,dm−r)

(
1− e−x(dm−1−2r)

)
=: ψ(x).

Note that the above expression is independent of the community of node i owing
to the symmetry inherent in our model. Markov’s inequality applied to the random
variable e−λDii then implies that for any ϵ > 0,

P(Dii ≤ ϵ logN) ≤ eλϵ logNEe−λDii ≤ Nλϵ−(1+o(1))ψ(sλ). (11)

We note that ψ(x) is a concave function with ψ(0) = 0 and

ψ′(0) =
∑
m

2−(dm−1)

dm−1∑
r=0

(
dm − 1

r

)
(dm − 1− 2r)α

(m)
(r,dm−r) = ξ,

where ξ is the assortativity defined by (5). Letting s = sgn(ξ), it follows that

I := sup
x∈R

ψ(x) = sup
λ≥0

ψ(sλ),

where I is the information quantity defined by (6). Given dm ≥ 2, we note that
−(dm−1−2r) is positive for at least one 0 ≤ r ≤ dm−1, and the corresponding term
in ψ(x) decreases to −∞ as x increases to ∞. On the other hand, −(dm− 1− 2r) is
negative for at least one 0 ≤ r ≤ dm − 1, and the corresponding term decreases to
−∞ as x decreases to −∞. Moreover, all of the terms are bounded from above. It
follows that ψ(x) attains its supremum on R. If we assume that I > 1 and choose
a small enough ϵ > 0, then (11) implies that

P(Dii ≤ ϵ logN) ≤ Nλ∗ϵ−(1+o(1))I = o(N−1),

where λ∗ = argmaxλ≥0 ψ(sλ).

5.4 Assortativity

In this section, we provide an interpretation of assortativity in terms of the aggregate
similarity matrix W in the asymptotic regime. This is stated in Proposition 1, which
we prove below.

Proposition 1. First, we note that for k ∈ {−1, 1} and i ̸= j

win = E[Wij | σi = k, σj = k] =
∑
m

∑
t(m)∈Tdm−2

(
N/2− 2

t
(m)
k

)(
N/2

t
(m)
−k

)
p
(m)

t(m)+ek+ek
,

where Tdm−2 is defined as in Section 5.3, and

wout = E[Wij | σi = k, σj = −k] =
∑
m

∑
t(m)∈Tdm−2

(
N/2− 1

t
(m)
k

)(
N/2− 1

t
(m)
−k

)
p
(m)

t(m)+ek+e−k
.
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Applying the bounds
(
1− j

n

)j nj

j!
≤
(
n
j

)
≤ nj

j!
and the scaling assumption (1),

win =
logN

N
·
∑
m

(1 + o(1))(dm − 1)

2dm−1

∑
t(m)∈Tdm−2

(
dm − 2

t
(m)
−k

)
α
(m)

t(m)+ek+ek
= Θ

(
logN

N

)
.

Similarly, wout = Θ(logN/N). By (7), for two communities of equal size we have

EDii =
∑

j ̸=i:σi=σj

win −
∑

j:σi ̸=σj

wout =
N

2
(win − wout)− o(1). (12)

Using (9) and (10), the expected value of Dii can also be written as

EDii = (1 + o(1))ξ logN > 0

which combined with (12) implies the statement of the proposition.

5.5 Proof of Theorem 1

Lemma 5 shows that Dii ≤ ϵ logN with probability o(N−1). Taking union bound
over i, we obtain mini∈[N ]Dii ≤ ϵ logN with probability o(1). By Lemma 4, ∥W −
EW ∥2 ≤ CM

√
logN with probability 1−O(N−11). Moreover, win = Θ(N−1 logN)

as shown in the proof of Proposition 1. By Lemmas 2 and 3, we then have xTSx ≥
ϵ logN − CM

√
logN −N−1 logN > 0 with probability o(1) for all x⊥σ such that

∥x∥2 = 1. Application of Lemma 1 then concludes the proof.

6 Conclusions
In this work, we motivated and described the non-uniform multilayer inhomogeneous
HSBM. We studied the problem of exact community recovery for the model using
an SDP approach and the aggregate similarity matrix. For the symmetric case, our
analysis provided a sufficient condition in terms of the information quantity I for
community recovery. The generality of our model allows us to recover the sufficient
conditions for some earlier models proposed in the literature.

Our treatment of the problem brings to the fore numerous related questions
which are listed below:

• The assumption of symmetry on the parameters could be relaxed to make
the hyperedge probabilities depend on the community labels. Additionally, it
could be worthwhile to investigate asymmetry brought about by an imbalance
in the community sizes.

• This work provides sufficient conditions for exact recovery based on the SDP
approach. Necessary conditions for the multilayer HSBM model with the
knowledge of the similarity matrix can be obtained using a methodology sim-
ilar to [26] which will be addressed in a future publication.

• In this paper, the number of layers, M , is taken to be a constant independent
on N . However, we expect that the analysis goes through when M grows
slowly with N .
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• The analysis of the SDP algorithm used here relies on the fact that there are
just two communities. Extensions to a larger number of communities is a
question worthy of investigation.
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