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Abstract—This paper explores the interaction between receipt-
freeness and cast-as-intended verifiability, a property that
has been overlooked until now or assumed to be granted
through procedural means in the context of receipt-free voting
protocols.

We first demonstrate that it is impossible to obtain a
receipt-free voting protocol with cast-as-intended verifiability if
the voting process is non-interactive, unless a trusted authority
is available. We also demonstrate that, if a trusted voter regis-
tration authority is available, then cast-as-intended verifiability
and receipt-freeness can be obtained.

Furthermore, after extending standard receipt-freeness se-
curity definitions to an interactive voting (and corruption)
setting, we demonstrate that the same security properties can
be obtained using an interactive voting process.

Finally, we discuss the performance of our protocols based
on a prototype implementation.

1. Introduction

From a mostly academic security property, verifiability
has become a central requirement for voting protocols used
in government elections: it is part of the Council of Europe
recommendation on e-voting [1] and systems that offer
at least some flavor of verifiability are now deployed in
various countries including Switzerland [2], Estonia [3] and
France [4].

Verifiability increases the challenges related to the privacy
of the votes: the audit data that is published increases the
attack surface that is available to break the privacy of the
votes. Reconciling verifiability and privacy requirements has
been a flourishing endeavor for more than 30 years. These
properties are also supported by rigorous definitions and
proof techniques, surveyed in [5], [6] for instance.

Reconciling verifiability and receipt freeness is even more
challenging: verifiability must be achieved in a context in
which a protocol must not only guarantee that voters can
keep their vote private, but must go as far as preventing
voters from being able to demonstrate to a buyer or coercer
how they voted.

An increasing body of literature focuses on offering
verifiable receipt-free voting. However, cast-as-intended ver-
ifiability, which guarantees that the ballot cast by a voter

reflects her intent, is only guaranteed under the assumption
that the voting client is trusted or that physical objects like
paper are available [7], [8], [9], [10], [11], [12].

1.1. Our contributions

This paper explores the possibility to offer receipt-free
voting protocols that offer cast-as-intended verifiability on top
of the traditional properties of recorded-as-cast verifiability
and universal verifiability.

1.1.1. Definitions and Impossibility Results. We start by
exploring protocol requirements that are needed in order to
obtain verifiable receipt-free protocols.

Our starting point is the game-based definition of receipt-
freeness proposed by Chaidos et al. [10], which also serves
as basis for the variations used in more recent works [11],
[12]. These definitions model receipt freeness by offering
the adversary the possibility to cast pairs of ballots on behalf
of a single voter: one ballot represents the instruction of the
coercer while the second ballot is the one cast by a voter
who deviates from the coercer’s instruction. A protocol is
receipt free if the adversary cannot decide which of the two
ballots is actually cast, except if this can be determined from
the election tally. Interestingly, these definitions all assume
a non-interactive voting process [5], [6], [13], also called
single-pass voting, in which a ballot is cast by sending a
single message.

As a first contribution, we demonstrate that, without the
help of a trusted voter registration authority, it is impossible
to achieve cast-as-intended verifiability and receipt-freeness
with a non-interactive voting process.

As a second contribution, we extend the traditional
definition of receipt-freeness in order to be able to support an
interactive voting process, in which the adversary’s instruc-
tions are provided as an interactive voting machine (ITM).
The adversary then requires the voter to run that machine
and simply forward messages back and forth between this
ITM and the vote casting server. As before, the voter has
also the possibility to follow a deviating strategy in order to
cast a ballot that reflects his intent. As before, the adversary
wins if he can decide which of the two voting processes is
actually followed by the voter. These two contributions are
detailed in Sections 2 and 3.



1.1.2. Verifiable Receipt-free Voting. In Section 5, we
demonstrate that receipt-free voting with cast-as-intended
verifiability can be achieved in the other natural settings. Our
first two protocols rely on an interactive voting phase: the
first protocol makes strong computational requirements on
the voter but runs in a constant number of rounds, while the
second protocol is more user friendly and requires a number
of rounds that is linear in the security parameter. Our last
protocol is non-interactive but relies on the availability of a
trusted registration authority.

Our main goal here is to demonstrate the feasibility of
reconciling cast-as-intended verifiability and receipt-freeness
in relevant settings, and we do not make strong practicality
claims regarding our solutions. Nevertheless, in Section 7, we
propose a prototype implementation of our solutions, which
demonstrates that our protocols can actually be executed
within a very reasonable time frame: our most computation-
ally demanding protocol, which is the non-interactive one,
requires around 0.14 second of computation per candidate.
Deciding which of our protocols is the most efficient overall
will actually depend on the bandwidth and latency of the
network connection: our interactive protocols may become
slower under poor networking conditions.

1.2. Related Works

First impossibility results for voting were proposed by
Chevallier-Mames et al. [14]. In particular, they demonstrate
that universal verifiability and receipt-freeness cannot be
jointly obtained unless private channels are available between
the voters and the voting authorities. Our result extends that
one by further demonstrating incompatibilities between cast-
as-intended verifiability and non-interactive voting, in the
absence of trusted authorities. More recently, Cortier and
Lallemand showed that private elections cannot be obtained
unless there is individual verifiability [15]. Receipt-freeness,
on which we focus here, is itself implied by privacy (if my
ballot is not private, it is itself a receipt), and our work
sheds some light on the structure of the ballot submission
process that is needed to achieve a strong form of privacy.
But we see the main contribution of our work as the focus on
cast-as-intended verifiability, while Cortier and Lallemand
essentially express individual verifiability as a recorded-as-
cast property, without separation between the voter and the
voting device.

In terms of protocols, we believe that our protocols are
the first to offer cast-as-intended verifiability and receipt-
freeness without relying on further assumptions. The cast-
as-intended verifiability can be obtained with overwhelming
probability, contrary to previous protocols like Helios [16]
that rely on a Benaloh challenge. To this purpose, we borrow
and extend techniques from the recent Themis protocol by
Bougon et al [17], where ballots contain two ciphertexts that
contain secret shares of the vote, and one of the ciphertexts
is opened. Our non-interactive protocol also takes advantage
of traceable receipt-free encryption [12], a recently proposed
public key encryption primitive

2. Definitions for Voting

2.1. Interactive algorithm

We use the following notation for interactive protocols
between two parties. An interactive protocol T is a pair
of two algorithms (T1, T2). We write an execution of this
protocol as y1, y2 ← [T1(x1) ↔ T2(x2)] where xi and yi
are respectively the input and output of Ti.

Initially, the state τi of each party is set as their input.
Then at each round of the protocol, the first party computes
m1, τ1 ← T1(τ1) and sends m1 to the other party. Then the
second party appends this message to its state and computes
m2, τ2 ← T2(τ2). It sends m2 to the first party, which also
updates its state. The two parties repeat this procedure until
one message is equal to 0. In that case, no more messages
are outputted and the parties return their output.

2.2. Voting system & Security

Let C be a set of voting options (e.g. candidates or ordered
lists of candidates), V the set of voters, R the set of results
(e.g. the name of the winner(s)) and ρ : (V × C)∗ → R be
some counting function. The goal of a voting system is to
evaluate ρ on the private choices of the voters, in a verifiable
manner.

We define a voting system Π as a tuple of proto-
cols (Setup,Valid,Register,Vote,Tally,VerifyVote,Verify)
which involve the following parties:
• The election administrator EA organizes the election

and coordinates the phases of the protocol.
• The voters V cast an encrypted ballot to the casting

server. If the voting device is corrupted, we treat as
independent parties the voting device VD used to vote
and the human being H interacting with the voting
device. We also define an honest auditing device AD
used to verify that their vote is correctly counted.

• The registrar R distributes private credentials to voters
and registers the corresponding public credentials.

• The casting server CS receives the encrypted ballots
submitted by the voters and update a public board PB
with them.

• The talliers T compute the result of the election from
the (encrypted) valid ballots.

We call official parties all the parties except the voters. We do
not place any specific restriction on the capabilities of human
voters. On the one hand, this makes our impossibility result
stronger: our impossibility does not depend on limitations that
we would place on what humans can do. Still, it is obvious
that humans cannot perform sophisticated cryptographic
operations in their head, and we will seek to make the
task of humans as simple as possible. Some of our protocols
are unrealistic from that point of view, but serve as a base
for our next protocols that are much less demanding. In any
case, we are not making any strong usability claim here.

Those protocols have the following signatures and func-
tionalities. The public board PB is implicitly an input of all
the protocols.
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• Setup is an interactive protocol run by EA and
the talliers: pk, sk ← [SetupEA(1λ, C,V,R, ρ) ↔
SetupT(1λ)]. We assume that the public key pk, which
might include the cryptographic group used and the
public encryption keys of the election, is published on
PB. T also receives some secret information sk used for
the tallying. To simplify the notations, we write an exe-
cution of the setup protocol as (pk, sk)← Setup(1λ).

• Register is a protocol run by the registrar R and
a voter id: (upk, usk)2 ← [RegisterR(1λ, id,V) ↔
RegisterV(1λ)]. Both parties receive as output the pair
of credentials (upk, usk). usk is the private credentials
and upk is the public credential, which is published on
PB. We call the voting system registration-free if usk
is set to ⊥ and the registration system non-interactive
if the protocol consists in only one interaction from R
to the voter.
To simplify the notations, we write an execution of the
registration protocol as upk, usk← Register(id).

• Vote is an interactive protocol run by a voter id and CS:
rcpt, b ← [VoteV(1λ, usk, v) ↔ VoteCS(1λ, id)]. The
voter has as input her choice v ∈ C and her credentials
usk.
Without loss of generality, we assume that the output of
CS is a value b that we call ballot and that is appended
to the bulletin board at the end of the protocol. Also, we
call the output of the voter receipt. Even if our model
prevents CS to update PB during the execution of the
protocol, we can imagine that it sends future updates
to the voter during the protocol, which can appear in
the receipt. If CS does not publish these updates, it will
be caught by the voter in the VerifyVote procedure by
comparing the receipt with the bulletin board.
To simplify the notations, we write write an execution
of the voting protocol as rcpt, b← Vote(id, v).
Also, we model each round of the VoteV algorithm as a
human-machine interaction to be able to model the cor-
ruption of the voting device. Hence, VoteV(1λ, usk, v)
is an interactive protocol [VoteH(1λ, v, usk) ↔
VoteVD(1λ)] between the actual voter and her voting
device VD. The input of the voter is the voting intention
v but also the credentials usk, which we consider the
voter has acquired in some trusted way before. Then,
the messages sent by VoteH are real human inputs (eg.
a choice on a screen) and the messages sent by VoteVD

are data that the human can access (eg. information on
a screen). Finally, the output of VoteVD is the message
sent to CS in one round of VoteV and the output of
VoteH in each round of VoteV forms the receipt. Both
the voter and the voting device keep their state across
iterations of VoteV.
Finally, we say that he voting protocol is non-interactive
if the only message computed by VoteCS is 0.

• Valid is an algorithm that takes as input a ballot and
outputs 1 if the ballot is valid with respect to the public
board. It outputs 0 otherwise. We write an execution of
this algorithm as Valid(b).

• VerifyVote is an interactive protocol run by the voter

and her auditing device: [VerifyVoteH(1λ, rcpt) ↔
VerifyVoteAD(1λ)]. The voter takes as input the receipt
of their last execution of the Vote protocol. It outputs
1 if the voter is convinced that after their last execution
of Vote, PB contains their vote and outputs 0 otherwise.
To simplify the notations, we write an execution of this
protocol as VerifyVote(rcpt).

• Tally is a protocol during which T compute the result
r of the election from the valid ballots in PB and sk.
The algorithm also returns as a transcript Π proving the
correctness of their computation. We write an execution
of this protocol as r,Π← Tally(PB, sk).

• Verify is an interactive protocol run by any voter and
her auditing device: [VerifyH(1λ, r,Π)↔ VerifyAD(1λ)].
It takes as input the result r and the transcript Π of
the talliers and outputs 1 if the data are consistent,
0 otherwise. To simplify the notations, we write an
execution of the protocol as Verify(r,Π).

We require the voting system to have the usual correctness
property. Especially, we want Tally to always return the same
value as ρ and VerifyVote to always return 1 if all the parties
are honest.

2.3. Receipt-freeness

Receipt-freeness is a property guaranteeing that a voter
cannot prove to another party how she voted, even if she is
required to follow instructions given by the coercing party. It
is worth mentioning that this property does not cover forced
abstention, that is a scenario in which the adversarial party
coerces the voter into not voting.

To formalize this notion, we start from the usual definition
[10], [12] which is reminiscent of the BPRIV game-based
definition [5].

This definition is suitable if the vote protocol is non-
interactive and the adversary instruction to the voter is then
only to send a message to CS.

We thus propose an alternative definition that supports
interactive voting processes. The main difference is that the
adversary’s instruction now takes the form of an interactive
Turing machine that can give instructions to the voter at each
step of the voting process execution. The Turing machine,
which is possibly obfuscated, is expected to produce the
messages sent to the server instead of the voter and to
produce an arbitrary string (the receipt) at the end of the
voting protocol, as a replacement of the VoteV algorithm.

Definition 1 (Receipt-freeness). A voting system Π has
receipt-freeness if there exists two PPT algorithms SimSetup,
SimProof and an interactive PPT deceiving algorithm D
such that the two following conditions are met:
• no efficient adversary can distinguish between games
Exprf,0
A,Π,D(λ) and Exprf,1

A,Π,D(λ) defined in Figure 1.
That is, for any PPT algorithm A, the following advan-
tage Advrf

A,Π,D(λ) is negligible in λ:∣∣∣Pr
(
Exprf,0
A,Π,D(λ) = 1

)
− Pr

(
Exprf,1
A,Π,D(λ) = 1

)∣∣∣ ;
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Exprf,β
A,Π,D(λ)

pk← Oinitrf
(1
λ

);

st← AOregisterrf ,Ocorruptrf ,Ocastrf ,Oboardrf ,OvoteLRrf ,OreceiptLRrf
(pk);

(r,Π)← Otallyrf
(sk);

return A(st, r,Π);

Oinitrf (1λ)
if β = 0

then (pk, sk)← Setup(1
λ

)

else (pk, sk, τ)← SimSetup(1
λ

)

PB0 ← ∅; PB1 ← ∅
return pk

OreceiptLRrf (id, I, v)
if v 6∈ C then return 0
rcpt0, b0 ← [D(id, I, v)↔ VoteCS(id)]
rcpt1, b1 ← [I()↔ VoteCS(id)]
if Valid(PB1, b1) = 0 then return 0
PB0 ← PB0||b0; PB1 ← PB1||b1

return rcptβ

Oregisterrf (id)
if id has not been queried yet:
then upk, usk← Register(id)
U ← U ∪ {id}
return upk

OvoteLRrf (id, v0, v1)
if v0 6∈ C or v1 6∈ C then return 0
rcpt0, b0 ← Vote(id, v0)
rcpt1, b1 ← Vote(id, v1)
PB0 ← PB0||b0; PB1 ← PB1||b1

return rcptβ

Ocorruptrf (id)
if id ∈ U :
then CU ← CU ∪ {id}
and return usk

Ocastrf (id, I)
rcpt, b← [I()↔ VoteCS(id)]
if Valid(PBβ , b) = 0 then return 0
PB0 ← PB0||b; PB1 ← PB1||b
return rcpt

Oboardrf ()
return PBβ

Otallyrf ()
(r,Π)← Tally(PB0, sk)
if β = 1 then Π← simproof(PB1, r, τ)
return (r,Π)

Figure 1: The receipt-free experiment Exprf,β
A,Π,D(λ). In the

OreceiptLRrf oracle, the deceiving algorithm takes as input
the instructions of the adversary, the true voting intention
of the voter and potential information attached to the voter,
such as her id and her credentials if there is a registration. It
interacts with CS and output a rcpt that can be different from
the messages exchanged in the interactive protocol. Also, the
bulletin boards are not updated during any execution of the
voting protocols. Instead, the ballots are appended to each
of the bulletin board if they are both valid.

• no efficient adversary can win the vote deviation correct-
ness experiment Expdev

A,Π,D(λ) defined in Figure 2. That
is, for any PPT algorithm A, the following advantage
is negligible in λ:

Advdev
A,Π,D(λ) = Pr

(
Expdev
A,Π,D(λ) = 1

)
.

Just as in the BeleniosRF definition [10], we define
receipt-freeness using an experiment ExpβA,Π,D(λ), where
the adversary must guess if the bit β is equal to 0 or 1. The
intuition is that when β = 0, the protocol is ran honestly
and the voters deviate from the instructions I given by the
adversary. I is the description of a Turing machine that the
voter is asked to execute and which gives at each round of
the voting protocol the message that the voter should send to
CS. In the deviation process, the voters use the algorithm D
instead of VoteV, which allows the voter to not only produce
a ballot which looks like the one cast when following the
adversary’s instruction, but also to generate a deceiving
receipt. Most importantly, the voter has the possibility to run
I as a subroutine and to rewind it. Indeed, if I can send
messages to CS directly, there is no hope of security. This

Expdev
A,Π,D(λ)

pk← Oinitdev
(1
λ

);AOregisterdev,OvoteLRdev
(pk);

(r0,Π0)← Tally(PB0, sk);
(r1,Π1)← Tally(PB1, sk);
if r0 6= r1return 1 else return 0;

Oinitdev(1λ)
(pk, sk)← Setup(1

λ
)

PB0 ← ∅; PB1 ← ∅
return pk

Oregisterdev(id)
if id has not been queried yet:
then upk, usk← Register(id)
U ← U ∪ {id}
return upk, usk

OvoteLRdev(id, I, v)
if v 6∈ C or (id, ?, ?) 6∈ U then return 0
rcpt0, b0 ← Vote(id, v)
rcpt1, b1 ← [D(id, I, v)↔ VoteCS(id)]
rcpt′, b′ ← [I()↔ VoteCS(id)]
if Valid(PB1, b

′
) = 0 return 0

PB0 ← PB0||b0; PB1 ← PB1||b1

return rcpt0, rcpt1, b0, b1

Figure 2: Vote deviation correctness experiment.

is thus similar to organizational measures to ensure that the
voter can interact with the instructions in this way.

When β = 1, however, the voters follow the instructions
given by the adversary. Hence, if the adversary is unable to
guess β with a non-negligible advantage, it means that the
voter cannot convince the adversary that they followed the
instruction instead of applying the deceiving strategy.

A key element to understand this definition is that, when
β = 1, the tally is simulated so that the result of the election
is the same whatever the value of β. Indeed, if PBβ is
tallied, then an adversary can immediately win the game
with a OvoteLRrf(id, 0, 1) request. Consequently, during the
experiment, the adversary cannot use any information from
the tally to infer whether the voters obeyed or not. In practice,
if all the voters are instructed to vote for A, the adversary
can guess that a majority disobeyed if B wins. Therefore,
our definition actually states that the adversary does not have
any other information than the result of the tally.

Also, the second part of the definition in Figure 2
alleviates a shortcoming of the [10] definition, which is
the potential inability for a voter to cast her true voting
intention regardless of the adversary’s instruction. Indeed,
this experiment ensures that the ballots produced by the
deviation algorithm for a vote for v are counted in the same
way as ballots produced by an honest Vote(v) algorithm.

This additional requirement is crucial. For example, a
VoteV(id, v) algorithm which would send a random tag t and
v to CS and a VoteCS(id) algorithm which would append
the hash of the tag and an NM-CPA encryption of v to the
bulletin board can be similarly proven to be secure under
this definition. However, if the Valid algorithm returns false
if the first value bit of the vote is different from the first
bit of the tag, then the candidates for which the voter can
vote is limited and she does not fully escape receipt-freeness.
This example is admittedly convoluted and we are not aware
of any reasonable voting scheme with such shortcoming, but
this is still not captured by the definition.

Recall, however, that we do not consider forced-
abstention attacks, so that an adversary can still instruct
a voter not to vote, even if the voting protocol is receipt
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free. A more powerful attacker could even ask the voter not
to vote and to give away any voting material, in order to
vote by itself. To protect against such scenarios, we need a
stronger notion which is coercion-resistance [9]. However,
it involves more engaged deceiving strategy and setting and
makes stronger assumptions about the voting channels, hence
we do not consider such scenarios in this work.

We also stress that this definition does not always imply
privacy. For example, a VoteV(id, v) algorithm which would
send v to CS and a VoteCS(id) algorithm which would append
an NM-CPA encryption of v to the bulletin board can be
proven to satisfy this definition in an Helios-like tallying
procedure. However, this totally breaks the voter’s privacy for
a semi-honest casting server, which means that this definition
only implies privacy for external parties.

2.4. Verifiability

Intuitively, a protocol is verifiable if, by performing a
determined set of verifications, the participants have the
guarantee that the result is correct.

For a voting protocol, the verifiability is split into four
parts: the eligibility verification checks that only eligible
voters can vote, and do so at most once; the cast-as-intended
verification allows the voters to check that their encrypted
ballot actually contains a vote for the chosen voting option,
even if the voting device is compromised; the recorded-as-
cast verification assures that their ballot has been added to
the list of ballots to be tallied; and the tallied-as-recorded
verification guarantees that the result of the election is
computed honestly from the said list. This decomposition
allows a modular approach, and the literature offers many
generic ways to address each property separately.

Namely, the eligibility is obtained using authentication
protocols and the tallied-as-recorded property can be checked
using Zero Knowledge Proofs that the result is correctly
computed from the bulletin board.

To obtain the cast-as-intended verification one popular
option is to use a so-called Benaloh’s challenge [18], which
uses an ”audit-or-cast” strategy. However, the audited ballots
can be used as receipts and this notion has often been
overlooked in the several protocols trying to achieve receipt-
freeness. Then, the recorded-as-cast verification is usually
enforced thanks to the public bulletin board. Usually, this
consists in the voter checking that their ballot is on the
bulletin board, but more elaborate protocols achieving receipt-
freeness might need more elaborate verification procedures.
Hence, we focus in this work on these two notions of
verifiability.

2.5. Verifiability against a corrupted voting device

We start with the cast-as-intended property, which can be
seen as verifiability against a corrupted voting device. We are
aware of only one formalization of this property as a game-
based definition in the computational model of cryptography,
which is proposed in [19]. However, their definition does

not model voting credentials and does not extend easily to a
setting in which more parties are corrupted.

We thus take inspiration of the verifiability definition of
[20], which can be easily extended. In our definition, we
assume first that all the official parties are honest and focus
on the voting device. We will remove this assumption later.

More formally, we consider for the recorded-as-cast a
variant of the verifiability definition of [20] to take into
account the corruption of a voting device. We focus on
result functions ρ that are not constant1 and that admit
partial counting. That is, for any integer τ and any family
V of τ voters, there exists two family of τ votes S1

and S2 such that ρ({Vi, S1,i}) 6= ρ({Vi, S2,i}). Moreover,
there exists a commutative operation ?R : R × R → R
such that ρ({V1,i, S1,i} ∪ {V2,i, S1,i}) = ρ({V1,i, S1,i}) ?R
ρ({V2,i, S2,i}) for any families of voters V1, V2 and any
family of votes S1, S2.

Intuitively, this definition guarantees that the result output
by Tally counts the actual votes cast by honest voters, even if
the adversary controls a subset of eligible voters, the voting
device of all the other voters and knows which voters do
not check their ballot.

Definition 2 (Verifiability against a corrupted voting device).
A voting system Π is verifiable against a corrupted voting
device if for all PPT A, the following is negligible in λ:

Advvd−verif
A,V (λ) = Pr

(
Expvd−verif
A,V (λ) = 1

)
where Expvd−verif

A,Π (λ) is defined in Figure 3.

We stress that in this scenario, the corrupted voting
device does not leak the voter’s secret credentials to the
adversary. We assume that the voter receives these credentials
from another trusted device (or from a postal channel).
However, some protocols might require the voter to give
their credentials to the voting device. We thus propose a
variant Expcred,vd−verif

A,V (λ) in which the Oregistervd oracle
also returns usk to the adversary.

2.6. Verifiability against corrupted voting device
and all the official parties

We extend the previous definition to more corrupted
parties. Especially, it is desirable to have verifiability even
if all the official parties are corrupted. In such a low-trust
setting, we only assume that the voter has a trusted access
to the bulletin board, via the auditing device for example.

Definition 3 (Verifiability against all parties). A voting
system Π is verifiable against all parties if for all PPT
A, the following is negligible in λ:

Advall−verif
A,V (λ) = Pr

(
Expall−verif
A,V (λ) = 1

)
≤ µ(λ)

where Expall−verif
A,Π (λ) is defined in Figure 4.

1. A result function which does not depend on the votes would be
questionable anyway.
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Expvd−verif
A,Π (λ)

pk← Oinitvd
(1
λ

);AOregistervd,Ocorruptvd,Ovotevd,Ocastvd,Ocheckvd
(pk);

(r,Π)← Tally(PB, sk)
if Verify(r,PB,Π) == 0 then return 0
for each id ∈ Checked :

if VerifyVote(PB, rcpt) == 0 where (id, ?, rcpt) ∈ Hvote
then return 0

if ∃vA1 , . . . , vAnA
∈ C with 0 ≤ nA ≤ |Hvote \ Checked|

if ∃vB1 , . . . , vBnB
∈ C with 0 ≤ nB ≤ |CU|

such that r = ρ({idEi , vEi }
nE
i=1) ?R ρ({idAi , vAi }

nA
i=1) ?R ρ({idBi , vBi }

nB
i=1)

where (idEi , vEi , ?) ∈ Hvote and Checked = {idE1 , . . . , idEnE
}

then return 0 else return 1

Oinitvd(1λ)
(pk, sk)← Setup(1

λ
)

PB← ∅; Hvote← ∅;
return pk

Oregistervd(id)
upkid, uskid ← Register(id, 1λ)
U ← U ∪ {(id, upkid, uskid)}
return upkid

Ocorruptvd(id)
if (id, ?, ?) ∈ U
then CU ← CU ∪ {id, upkid}
remove any (id, ?, ?) from Hvote
return (upkid, uskid)

Ovotevd(id, v)
if (id, ?, ?) /∈ U or (id, ?) ∈ CU
or v /∈ C : return 0
rcpt, b← [(VoteH(v)↔ A)↔ VoteCS(id)]
Hvote← (id, v, rcpt);
PB← PB||b;

return b

Ocastvd(id)
if (id, ?) /∈ CU : return 0
rcpt, b← [A ↔ VoteCS(id)]
PB← PB||b;

Ocheckvd(id)
if (id, ?, ?) /∈ U : return 0
else Checked← Checked ∪ {id};

Figure 3: The verifiability against a corrupted voting device
experiment and its oracles. In the Ovotevd oracle, the
adversary can freely chooses the messages sent to the voter
in the interactive voting protocol.

Expall−verif
A,Π (λ)

pk← Oinitall
(1
λ

); PB,Π, r ← AOregisterall,Ocorruptall,Ovoteall,Ocheckall
(pk);

if Verify(r,PB,Π) == 0 or ρ = 0 then return 0
for each id ∈ Checked :

if VerifyVote(PB, rcpt) == 0 where (id, ?, rcpt) ∈ Hvote
then return 0

if ∃vA1 , . . . , vAnA
∈ C with 0 ≤ nA ≤ |Hvote \ Checked|

if ∃vB1 , . . . , vBnB
∈ C with 0 ≤ nB ≤ |CU|

such that r = ρ({idEi , vEi }
nE
i=1) ?R ρ({idAi , vAi }

nA
i=1) ?R ρ({idBi , vBi }

nB
i=1)

where (idEi , vEi , ?) ∈ Hvote and Checked = {idE1 , . . . , idEnE
}

then return 0 else return 1

Oinitall(1λ)
pk← A()
PB← ∅; Hvote← ∅;
return pk

Oregisterall(id)
upkid, uskid ← A(id)
U ← U ∪ {(id, upkid, uskid)}
return upkid, uskid

Ocorruptall(id)
if (id, ?, ?) ∈ U
then CU ← CU ∪ {id, upkid}
remove any (id, ?, ?) from Hvote
return (upkid, uskid)

Ovoteall(id, v)
if (id, ?, ?) /∈ U or (id, ?) ∈ CU
or v /∈ C : return 0
rcpt, b← [(VoteH(id, v)↔ A)↔ A]
Hvote← (id, v, rcpt);
return b

Ocheckall(id)
if (id, ?, ?) /∈ U : return 0
else Checked← Checked ∪ {id};

Figure 4: The verifiability experiment against all parties.

For the sake of readability, we will omit the subscript
of the experiment and advantage notations when there is no
ambiguity.

2.7. Vote deviation verifiability

These definitions do not give any verifiability guarantee
in case the voter is following the deceiving strategy instead
of the normal voting procedure. In practice, we would want
to preserve verifiability when deviating from a receipt-free
adversary. As we did with the Vote algorithm, we can split
D as an interactive protocol [DH ↔ DVD] between the
human voter and the voting device and adapt the verifiability
definitions accordingly. More precisely, we can add an
Odevvd(id, I, v) oracle to the original definition that executes
DH(id, I, v) instead of VoteH(id, v).

Given a verifiable protocol, one sufficient condition to
obtain verifiability when following the deceiving strategy
would be to have a DH algorithm indistinguishable from the
VoteH algorithm from the view of the voting device, for any
I:

DH(id, I, v) ≈ VoteH(id, v) ∀id, I, v

Indeed, we can easily reduce to the original verifiability def-
inition by a sequence of transitions that replaces executions
of DH by VoteH.

3. Impossibility results

Our definitions make an important departure from most
of the traditional ones, that focus on a non-interactive voting
protocol, also often called single-pass voting [5], [6], [13].
Here, we consider an interactive voting process, during which
the voter and the casting server may have multiple rounds
of interaction.

Since many voting protocols (e.g., Helios, Belenios, etc.)
support a single pass voting process, we may question the
motivation for this additional complexity. The reason appears
in the following impossibility result, which demonstrates that
there is no registration-free non-interactive voting protocol
that has receipt-freeness and verifiability against a corrupted
voting device. Helios [16], for instance, is registration-
free, has a non-interactive voting protocol and is verifiable
against a corrupted voting device, but is not receipt-free.
BeleniosRF [10] brings receipt-freeness but requires a trusted
voter registration process and does not support verifiability
against a corrupted voting device. A consequence of our
impossibility result is that it is not possible to make Helios
receipt-free without adding either a trusted registration
process or making the voting protocol interactive. In the
next sections, we will show that both these options are
possible.

The impossibility result proceeds by showing that any
successful deviating strategy that a voter could use to protect
herself from coercion could actually also be used by a
corrupted voting device in order to break the verifiability
property. Intuively, the corrupted voting device can submit
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a ballot while using the deviating strategy and treating the
voter as a coercer.

Theorem 1. There is no registration-free voting system with
a non-interactive voting protocol that has receipt-freeness
and verifiability against a corrupted voting device.

More precisely, for any registration-free voting system
Π with a non-interactive voting protocol and any deviating
strategy D there is an adversary AV for the verifiability
experiment Expvd−verif

AV ,Π (λ) of Definition 2, an adversary ARF
for the receipt-freeness experiment Exprf

ARF ,Π(λ) and an
adversary AD for the vote deviation correctness experiment
Expdev
AD,Π(λ), both of Definition 1, such that:

Advvd−verif
AV ,Π (λ) + Advrf

ARF ,Π(λ) + Advdev
AD,Π(λ) ≥ 1

Proof. Let us consider a voting system Π with n voters V
and a deviating strategy D. We will build three adversaries
AV , ARF and AD such that at least one of them wins. From
the assumption on the result function, there are two lists of
votes S0 and S1 such that ρ({Vi, v0,i}) 6= ρ({Vi, v1,i}). We
respectively note v0,i and v1,i the i-th element of S0 and
S1. Since the voting system is registration free, the private
credential of every voter is equal to ⊥.

First, we note Ib an instruction that outputs b as the
message to send to CS and ⊥ the receipt. As the voting
system is non-interactive, the instruction stops there. We also
define X as the the distribution of (PB,RCPT) produced as
follows, and parametrized by the security parameter:

msg, rcpt← VoteV(idi, v1,i)

rcpt′, b←$ [D(idi, Imsg, v0,i)↔ VoteCS(idi)]

PB← PB||b
RCPT← RCPT||rcpt

for i in range(n).
We then proceed to build the adversaries for each

experiment. All our three adversaries create a distribution in
their respective experiment that we call XV ,XRF and XD
that we want to be equal to X .

First, we build AV in the following way. For the i-
th voter id, AV runs the Oregistervd(id), the Ocheckvd(id)
and the Ovotevd(id, v1,i) oracles. During this call of the
Ovotevd oracle, AV interacts with an honest execution of
the VoteH algorithm and simulates an execution of VoteVD

up to the point of sending a ballot b to CS. Instead, it runs the
algorithm D(id, Ib, v0,i) and sends to CS the resulting ballot.
Crucially, Ib has the same distribution as VoteV(id, v1,i),
and thus so from D’s view. After all the oracle calls, the
tally is computed on PB and every voter runs the VerifyVote
algorithm. Finally, we define XV as the pair of the bulletin
board PB of the experiment and the list of receipts RCPT
outputed by VoteH in the Ovotevd oracle call.

Second, we build ARF in the following way. For the i-th
voter id, ARF runs the Oregisterrf(id) and the Ocorruptrf(id)
oracles. Then, it runs the OreceiptLRrf(id, Ib, v0,i) oracle,
where b, rcpt ←$ VoteV(id, v1,i). Finally, ARF calls the
Otallyrf oracle and receive the result and a proof of validity
of the tally. For each of the voters, it runs the VerifyVote

algorithm on its view of the bulletin board and the receipt
received from the OreceiptLRrf oracle. If any of these checks
returns 0, ARF outputs 1. Otherwise, it outputs 0. Finally,
we define XRF as the pair of the bulletin board PB0 of the
experiment and the list of receipts RCPT outputted by the
VoteV algorithm used to create the instruction Ib of each
OreceiptLRrf oracle call.

Third, AD runs as follows. For the i-th voter id, AD runs
the Oregisterdev(id) oracle and the Ovotedev(id, Ib, v) oracle
with b, rcpt ←$ VoteV(id, v1,i). Finally, we define XD as
the pair of the bulletin board PB1 of the experiment and the
list of receipts RCPT outputed by the VoteV algorithm used
to create the instruction Ib of each Ovotedev oracle call.

By construction, for all these three adversary, the ballots
appended to the bulletin board and the receipts are computed
exactly in the same way as X and these distributions are then
equal: we have XV = XRF = XD = X . Let Supp(X ) =
{x |Pry∈X [y = x] 6= 0} be the support of the distribution X .

For each (PB,RCPT) ∈ Supp(X ), we now look at the
following cases:

• VerifyVote(rcpt) = 1 for all rcpt ∈ RCPT: We write
r = Tally(PB, sk), where the secret key sk of the
election is equally distributed in all the experiments.
– If r = ρ({Vi, v0,i}): In that case, AV wins its

experiment as ρ({Vi, v0,i}) 6= ρ({Vi, v1,i}). We write
WV = {x ∈ Supp(X ) | x satisfies this case}.

– If r 6= ρ({Vi, v0,i}): In that case, AD wins its
experiment as the results computed in the experiments
are such that r0 = ρ({Vi, v0,i}) and r1 = r. We write
WD = {x ∈ Supp(X ) | x satisfies this case}.

• VerifyVote(rcpt) = 0 for some rcpt ∈ RCPT: In that
case, ARF wins its experiment. Indeed, ARF returns
1 if β = 1 because of the correctness of the voting
protocol and returns 0 otherwise. We write WRF =
{x ∈ Supp(X ) | x satisfies this case}.

Since ∀x ∈ Supp(X ) at least one of those three cases
occurs, we have

⋃
i∈{V,RF,D}Wi = Supp(X ). Eventually,

Pry←$Xi [Ai wins | x = y] ≥ Pry←$Xi [y ∈ Xi |x = y],

and, by the law of total probability, we conclude that∑
i∈{V,RF,D}

Advi
Ai(λ)

=
∑

x∈Supp(X )

∑
i

Pry←$Xi [Ai wins ∧ x = y]

=
∑

x

∑
i

Pry←$Xi [Ai wins | x = y]Pry←$Xi [x = y]

≥
∑

x

∑
i

Pry←$Xi [y ∈ Xi | x = y]Pry←$X [x = y]

=
∑

x

Pry←$X [x = y]
∑
i

Pry←$Xi [y ∈ Wi | x = y]

≥
∑

x∈Supp(X )

Pry←$X [x = y] = 1
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Hence, even if we do not know which adversary wins
with a non-negligible advantage, we get Advvd−verif

AV (λ) +

Advrf
ARF (λ) + Advdev

AD (λ) ≥ 1.

We stress that this impossibility result holds even if
we considerably weaken the verifiability experiment by
forbidding the adversary to corrupt voters and by forcing the
adversary to make all the voters check their vote. Indeed,
the adversary for the verifiability experiment that we build
in the proof behaves in this way.

Now if the protocol has a registration or an interactive
voting protocol, then we cannot build the adversaries of our
proof. Indeed, if there is a registration, then the deceiving
strategy take as input the private credentials of the voter
to which the adversary for the verifiability experiment does
not have access. Then, if the voting protocol is interactive,
the adversary for the verifiability experiment cannot just
send the output of the deceiving algorithm to CS. The
instructions given as input to the deceiving algorithms are
now interactions between the voter and CS that we cannot
rewind if needed.

It is tempting to only use a registration (like BeleniosRF).
Indeed, if the voting device does not have access to the
secret credentials, we will give a protocol that has verifia-
bility against a corrupted voting device and receipt-freeness.
However, the secrecy of the private credentials is essential,
as it is suggested by the following corollary.

Corollary 1. There is no voting system with a non-interactive
voting protocol that satisfies receipt-freeness and verifiability
against a corrupted voting device with leaked credentials.

Proof. We proceed similarly as in the previous proof but we
add the private credential as input of the I and D algorithms.

4. Building blocks

The protocols that we present in the next sections are
based on a set existing building blocks that we introduce here.
We will work in cyclic groups in which the DDH assumption
is assumed to be hard. Given a security parameter λ, we use
a PPT algorithm GrpGen(1λ) to generate such a group G of
order p such that |p| = poly(λ), together with a generator g.
We also define a canonical encoding of C in G such that the
first candidate is mapped to g, the second to g2, and so on.

4.1. Partially homomorphic randomizable cipher-
texts

A CPA-secure encryption scheme (Gen,Enc,Dec) is said
to be partially homomorphic if for some operations on the
messages (for which we use the multiplicative notation), on
the random coins (for which we use the additive notation) and
on the ciphertexts (for which we use again the multiplicative
notation) we have that Enc(pk,m0; r0)Enc(pk,m1; r1) =
Enc(pk,m0m1; r0 +r1) for any pk, sk←$ Gen(1λ), any pair
of messages m0,m1 and any pair of randomness r0, r1. This

induces a natural ciphertext re-randomization algorithm Rand
such that Rand(pk, c) = cEnc(pk, 1; r) where 1 is the unit
element and r is a fresh random coin.

The encryption scheme is re-randomizable if for any
pk, sk←$ Gen(1λ), any plaintext m in the domain of Enc and
any c←$ Enc(pk,m), the distributions of c0 ←$ Enc(pk,m)
and c1 ←$ Rand(pk, c) are identical.

We also require Rand to have some additional proper-
ties focusing on maliciously generated ciphertexts, namely
that for any pk, sk ←$ Gen(1λ) and any ciphertext c,
Dec(sk, c) = Dec(sk,Rand(pk, c)) and that for any adversary
A, the following is negligible:

Pr

[
c 6∈ Enc(pk,m)∧
Dec(sk, c) = m 6= ⊥

∣∣∣∣ (pk, sk)←$ Gen(1λ)
c←$ A(pk)

]
This essentially ensures that even for a malicious ci-

phertext (which decrypts correctly), the distribution of the
rerandomization of this ciphertext and the distribution of an
honest encryption of the same message are statistically close.
This property is particularly useful for building a receipt-free
protocol, as an adversary cannot distinguish a re-randomized
ciphertext posted on the board from a fresh encryption of
the same message, which is indistinguishable from a fresh
encryption of another message.

This can be instantiated by an ElGamal scheme [21]
which is trivially re-randomizable under DDH assumption.
We write Enc(pk,m; r) = (gr, pkrm) to encrypt m with
randomness r and Rand(pk, (c0, c1); s) = (c0g

s, c1pk
s) to

rerandomize (c0, c1) with randomness s.

4.2. Divertible proof

A divertible proof is an interactive protocol between
three parties, which we call the prover, the intermediate and
the verifier. In this protocol, the intermediate proves to the
verifier a statement for which it does not know a witness
by interacting with the prover. In our setting, we want an
hybrid protocol that is interactive between the prover and the
intermediate and non-interactive between the intermediate
and the verifier. Indeed it is run between the voter (the prover)
and CS (the intermediate) to prove that a ciphertext contains
a valid vote. Regarding the verifier, we want the proof to
be verifiable by anyone reading the bulletin board for the
universal verifiability of the voting scheme. Concretely, the
protocols between the intermediate and the verifier are made
non-interactive via a Fiat-Shamir heuristic.

More precisely, we are interested in a divertible proof
that an ElGamal ciphertext contains a plaintext in a given
set of values X . This is to ensure that the vote contained
in a ciphertext is indeed valid, e.g., that the vote is 0 or 1
in the case of approval voting. While the voter can prove
the knowledge of a witness for the ciphertext c sent to CS,
that is, prove that c ∈ L = {(gθ, hθv) : v ∈ X , θ ∈ Zp}, we
want to ultimately prove that a rerandomization cr of c is in
L, for which none of the voter or CS has an opening.

We write such protocol as viewP , π ←
[DivProveP(cr, wP ) ↔ DivProveI(cr, wI)], where cr
is an Elgamal ciphertext and wP , wI are the witnesses
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of the prover and the intermediate respectively. More
precisely, for a ciphertext c = (gr, hrv) randomized into
cr = (gr+s, hr+sv), wP = (v, r) and wI = (c, s). viewP
is the view of the prover during the protocol and π is the
resulting non-interactive proof that can be verified with a
Verify algorithm.

In addition of the typical completeness, soundness and
zero-knowledge properties of a zero-knowledge proof, we
also require that an adversarial prover cannot prove any
relation between the witness wP that she used and the
final proof. That is, for any PPT prover P ′, there exists
a PPT simulator S such that ∀ cr ∈ L,ViewP′ [P

′(cr,w
′
P)↔

DivProveI(cr,wI)] = S(cr).
This additional property, that we refer as prover oblivi-

ousness, is already used in prior works aiming to achieve
receipt-freeness and is instantiated by efficient Σ-protocols
[22] that uses three interactions.

4.3. Traceable Receipt-Free Encryption

TREncs are a recently proposed public key encryption
primitive supporting the receipt-free submission of secret
ballots [12]. A TREnc ciphertext has two special features
(in addition to being a regular ciphertext).

First, each ciphertext comes with a public trace given
by a Trace algorithm that is independent of the plaintext
(think of a verification key for a one-time signature scheme
for instance). This trace is what makes it possible for a
voter to track his ballot through the voting system. More
precisely, TREncs introduce a link key (generated by an
algorithm LGen(pk)) that enables the creation of multiple
ciphertexts with an LEnc(pk, lk,m) algorithm such that all
these ciphertexts have the same trace (that is, Trace always
return the same value when given these ciphertexts as input).
Crucially, the trace of a ciphertext does not depend on the
message that is encrypted.

Then, each ciphertext, even if it was encrypted using
adversarially chosen randomness (which is crucial for receipt-
freeness), can be re-randomized into a fresh encryption of
the same plaintext with the same trace. This guarantees that,
if a voter computes and submits an encrypted vote, and if
this ciphertext is re-randomized before being posted on a
bulletin board, then the voter becomes unable to demonstrate
the content of that ciphertext to any third party.

More formally, TREncs capture this inability to create a
receipt through a new security game called TCCA security,
presented in Definition 4. This security notion essentially
guarantees that, if a voter submits a ciphertext that is
randomized before it is posted on a public bulletin board,
then the resulting ciphertext becomes indistinguishable from
any other ciphertext that would have the same trace.

Definition 4 (TCCA). A TREnc is secure against traceable
chosen-ciphertext attacks if for every efficient adversary
A = (A1,A2) the experiment Exptcca

A (λ) defined in Figure 5
(left) returns 1 with a probability negligibly close in λ to 1

2 .

It is worth mentioning that initially, TREncs have an
additional property ensuring that as long as a voter encrypts

Exptcca
A (λ)

(pk, sk)←$ Gen(1
λ

)
(c0, c1, st)←$ ADec(·)

1 (pk)

b←$ {0, 1}
if Trace(pk, c0) 6= Trace(pk, c1) or
Ver(pk, c0) = 0 or Ver(pk, c1) = 0

then return b

c
? ←$ Rand(pk, cb)

b
′ ←$ ADec?(·)

2 (c
?
, st)

return b
′

= b

Figure 5: TCCA experiments. In the TCCA experiment, A2

has access to a decryption oracle Dec?(·) which, on input
c, returns Dec(c) if Trace(pk, c) 6= Trace(pk, c?) and test
otherwise. Here, Ver(pk, c) is an algorithm that returns 1 if
and only if c is in the range of Enc(pk, ·).
only one ciphertext with a link key (and keep this link key
secret), it will be infeasible for anyone to produce a ciphertext
encrypting a different message while having the same trace.
This property was essentially used to guarantee verifiability
and to ensure that a corrupted CS could not replace the vote
contained in a ciphertext by another vote while keeping the
same trace. This form of non-malleability gives insurance
to the voter that her vote was rightly recorded after the
rerandomization. However, we will not use this property and
even exploit the same link key more than once as we will
use other mechanisms for the verifiability.

There exists instantiation of TREncs in pairing friendly
groups under the SXDH assumption [12]. In particular, this
instantiation contains an ElGamal homomorphic CPA secure
part that can be stripped from this ciphertext. We will exploit
this structure in one of our protocol.

4.4. Malleable non-interactive proofs

Similarly to re-randomizable encryption, a malleable
proof system is a proof system with an additional PAdapt
algorithm. In our case, we use a malleable proof to prove
that a rerandomization of an encryption is still valid. Given
a valid proof π that a randomizable ciphertext c verifies
a statement, this PAdapt algorithm produces a new proof
from π that Rand(pk, c) verifies the same statement, using
the old proof and the random coins of the rerandomization
of c. For the receipt-freeness of our schemes, we require
this new proof to be distributed as a fresh proof. That is for
c = Enc(pk,m; r) and c̃ = Rand(pk, c; s), the distributions
of π0 ←$ Prove(c̃, (m, r + s)) and π1 ←$ PAdapt(π, c̃, s)
are identical.

For example, the Groth-Sahai proof system [23] is non-
interactive and is known to have perfectly rerandomizable
proofs, even for statements involving quadratic relations of
committed values (in order to prove that a value is 0 or 1
for example) [24], [25]. This can be instantiated as well in
a pairing friendly group under SXDH.

4.5. Plaintext Equality Proof

Given an encryption scheme with keys pk, sk, a Plain-
text Equality Proof is a pair of algorithms (Prove,Verify)
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such that for any pair of ciphertexts c0, c1, Prove(c0, c1, sk)
produces a bit indicating if Dec(sk, c0) = Dec(sk, c1) or not
and a zero-knowledge proof that this is the case. The Verify
algorithm can be used by anyone knowing the public key to
check the proof [26].

These proofs do not give any additional information
about Dec(sk, c0) and Dec(sk, c1) to the verifiers, and if the
key of the encryption scheme is shared by several parties,
they also do not have any information about Dec(sk, c0) and
Dec(sk, c1) if they do not collude. This can be instantiated
with an ElGamal scheme under the DDH assumption [27].

5. Protocols

We now propose three protocols that have receipt-freeness
and verifiability against all parties. The first two protocols
demonstrates how we can achieve these security properties
without voter registration and by using an interactive voting
process. The first protocol has a constant number of rounds
but is quite demanding for the voter, while the second
protocol is much simpler for the voter but comes with a
number of rounds that is linear in the security parameter.
Our third protocol achieves the same security properties
with a non-interactive voting process but depends on a
voter registration phase. We will prove the security of these
protocols in Section 6.

For the sake of simplicity, we first focus on approval
voting elections of one candidate. That is, C = {0, 1} and
ρ({idi, vi}) =

∑
vi. We then extend the protocol to deal

with the encryption of a larger number of bits.

5.1. A Constant-Round Interactive protocol

The first protocol relies on a pair of secret values α0, α1

that the voter generates outside of her voting device. Instead
of directly casting a vote v, the voter encrypts instead two
multiplicative shares of her vote in two ciphertexts c0 and
c1 which are randomized and published on PB. The voter
will then ask the voting device and the casting server to
publish an an opening of the ciphertext cα0

0 cα1
1 , which does

not reveal anything about the vote. Since neither the voting
device nor the casting server knows α0 and α1 in advance,
they cannot predict the value of this opening when publishing
the randomized ballot on the board. Hence, if they modify
the value of c0 or c1, they will not be able to provide an
opening consistent with the voter’s ciphertexts. Crucially, the
voter has to commit on these secret α0, α1 before giving
them to the voting device and casting server, which is the
form of interaction that is needed in this protocol. Otherwise,
a voter would be unable to get around the instructions of a
receipt-freeness adversary for the same reasons the voting
device cannot modify the voter’s ciphertexts. Here is a more
precise description of our first interactive protocol Π1.

1) Setup(1λ): First, EA generates a group G ←$

GrpGen(1λ) and two additional generators h0 and h1

of G. Then, the talliers compute a distributed Elgamal
key pair (pke, ske)←$ KeyGen(G) with non-interactive

proofs of knowledge of their shares of the secret key.
Return pk = (G, h0, h1, pke), sk = ske.

2) Vote(id, v): The voting procedure has 3 steps which are
detailed in Fig 6.
In the first step, the voter samples two uniformly random
values α0, α1 ∈ Zp such that α0 6= α1. Then, it com-
putes a multi-Pedersen commitment Com = gthα0

0 hα1
1

and sends this commitment to CS.
In the second step, the voter encodes her v to the voting
device. VD chooses two random shares of v in G such
that v = v0v1. Then, it computes encryptions of these
shares c0 = Enc(pk, v0; r0) and c1 = Enc(pk, v1; r1)
and sends these values to CS. CS rerandomizes them
into c̃0 = Rand(pk, c0; s0), c̃1 = Rand(pk, c1; s1), and
generates with the voter a divertible proof π that c̃0c̃1
decrypts into a plaintext ∈ C.
In the last step, the voter sends to the voting device
her opening of (t, α0, α1) of Com. VD computes x =
α0r0 +α1r1 and y = vα0

0 vα1
1 and sends (t, α0, α1, x, y)

to CS. Then, CS updates x into x̃ = x+ α0s0 + α1s1

and returns it to the voter. It publishes on PB the ballot
b = (c̃0, c̃1, π,Com, t, α0, α1, x̃, y).
The receipt of the voter is rcpt =
(v, v0, v1, c̃0, c̃1, α0, α1).

3) Valid(b,PB): Return 1 if b has the shape of
(c̃0, c̃1, π,Com, t, α0, α1, x̃, y), if the proof π is valid,
if α0 6= α1 6= 0 if t, α0, α1 is an opening of Com and
if c̃α0

0 c̃α1
1 = Enc(pk, y; x̃).

4) Tally(PB, sk): At the tally phase, the talliers first check
for each ballot that it is valid. If this is not the
case, the ballot is dropped. Finally, the tallier compute
homomorphically the tally from the valid c0c1 and
publish a proof of correct decryption as well.

5) VerifyVote(PB, rcpt): returns 1 if rcpt has the shape
of (v, v0, v1, c̃0, c̃1, α0, α1), if there is a valid ballot b
on PB with the same c̃0, c̃1, α0, α1 as in the rcpt, if
α0 6= α1 and if v = v0v1. Returns 0 otherwise.

We also propose the following deviating strategy D to
cast a vote for v:

• Given some instruction I, D first runs I once to get
the commitment Com and sends it to CS.

• Then, D simulates an execution of VoteCS with I. In
the last step of the protocol, it receives an opening of
t, α0, α1 of Com. If this is an invalid opening, D aborts.

• Using this opening, D finds the solution d0, d1 of this
system (we use here the additive notation to have a
clearer presentation):(

1 1
α0 α1

)(
d0

d1

)
=

(
Enc(pk, v; r)
α0c0 + α1c1

)
and sends d0, d1 to CS. It receives a randomized d̃0, d̃1

and runs the divertible proof with CS.
• D finally rewinds I to the beginning of the divertible

proof and runs it with the randomized d̃0, d̃1 received
from CS. Then if I outputs a valid opening of Com
in the last round, D sends t, α0, α1 to CS. It aborts
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v

VoteH

α0, α1 ←$ Zp s.t. α0 6= α1

Com←$ gthα0
0 hα1

1

Com

v

t
α0, α1

rcpt = (v, v0, v1, c̃0, c̃1, α0, α1)

VoteVD

v0 ←$ G; v1 ← vv−1
0

c0 ←$ Enc(pk, v0; r0)

c1 ←$ Enc(pk, v1; r1)

c0, c1

DivProveP(c̃0c̃1, (v, r0 + r1))

x← α0r0 + α1r1; y ← vα0
0 vα1

1

t, x, y

α0, α1

VoteCS

c̃0 ←$ Rand(pk, c0; s0)

c̃1 ←$ Rand(pk, c1; s1)
c̃0, c̃1

DivProveI(c̃0c̃1, (c0c1, s0 + s1))

x̃← x+ α0s0 + α1s1

b = (c̃0, c̃1, π,Com, t, α0, α1, x̃, y)

Figure 6: Description of the Vote algorithm of Π1.

otherwise. Finally, D returns the output of I as the
receipt.

On the number of rounds: With some optimizations,
this protocol only needs three interactions between the voting
device and the server. In the first interaction, VD sends
Com, c0 and c1 and the commitments of the Σ-protocol
for the divertible proof. It then receives the randomized
ciphertext and the second message of the Σ-protocol in the
second interaction. In the last interaction, VD sends the
remaining values and the responses of the Σ-protocol.

On the vote deviation verifiability: This protocol is
also verifiable when using the deviating strategy, at the cost
of more work for the voter. We write D as an interactive
protocol DH ↔ DVD, where DH runs most of the steps
described above. It only needs to send Com, d0, d1, t, α0, α1

to VD which forwards them to CS and run the divertible
proof with VD forwarding the messages. Similarly as we
did, we can show that if a corrupted VD forwards a pair of
ciphertexts d′0, d

′
1 that contains another vote, then the voter

will notice it with overwhelming probability.

Scalability for more than one bit: To encrypt more
than one bit in a ballot, one can run the second and third
round of the protocol in parallel for each additional bit, using
the same α0 and α1. The protocol has thus the same round
complexity and the number of operations grows linearly with
the number of bits.

Instantiation: We can instantiate this protocol using
the ElGamal encryption scheme and the divertible proof
described in the building blocks and a multi-Pedersen
commitment scheme. This can thus be build in a (plain)
DDH group.

While this protocol is technically secure, it is impractical
to consider that a voter can compute the commitment of
the α0, α1 values without the voting device. They could use
another trusted device, or multiple devices in a MPC-way,
but this may not be very practical from a usability perspective
and this approach still relies on some trust (if all the devices
are corrupted, the protocol is not verifiable anymore).

We thus present another protocol which, despite the use
of more interaction, is more tractable for the voter.

5.2. A human-compatible interactive protocol

The second protocol relies on a different approach.
Instead of asking the voting device and casting server to
provide an opening of cα0

0 cα1
1 , we ask them to provide an

opening of either c0 or c1, depending on the choice of the
voter. If a corrupted party modifies c0 or c1, it will have a
probability 1

2 to get caught. By repeating this process O(λ)
times, we can amplify this probability as much as we want.
Here is a more precise description of our first interactive
protocol Π2:

1) Setup(1λ) : First, EA generates a group G ←$

GrpGen(1λ). Then, the talliers compute a distributed
Elgamal key pair (pke, ske) ←$ KeyGen(G) with non-
interactive proofs knowledge of their share of the key.
Return pk = (G, pke), sk = ske.

2) Vote(id, v,PB): The voting procedure has k = O(λ)
rounds. In the first round, the voter sends her vote v
to the voting device, which computes c = Enc(pk, v; r)
and sends the ciphertext to CS. Finally, CS rerandomizes
it into c̃ = Rand(pk, c; s), and generates with the voter
a divertible proof π that c̃ decrypts into a plaintext ∈ C.
Then, in each of the following round, the voting
device chooses again random shares of v in G such
that v = v0v1. It computes c0 = Enc(pk, v0; r0) and
c1 = Enc(pk, v1; r1) such that r0 + r1 = r. It then
sends the ciphertext to CS, which rerandomize them
into c̃0 = Rand(pk, c0; s0), c̃1 = Rand(pk, c1; s1) such
that s0 + s1 = s and sends them to the voter.
The voter can either choose to drop the ballot or to cast
it. If the voter chooses to drop it, the voting device starts
again the round from the beginning, chooses new shares
of the vote and proceeds as before. If the voter chooses
to cast it, it also chooses a bit b and sends vb, rb and b
to CS. In that case, CS publishes on PB the randomized
ciphertexts, the bit b, vb and z = rb + sb. Anyone can
check that cb = (gz, vbpk

z). If the voter is not trying to
deviate from the instructions of a receipt-free adversary,
she can always choose to cast the ballot.
The ballot published on the board has thus the shape
of (c̃, π, {c̃0,i, c̃1,i, bi, vi, zi}ki=1) and the receipt of the
voter is rcpt = (v, c̃0, c̃1, {bi, vbi , c̃0,i, c̃1,i}ki=1).
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v

VoteH
v

for i = 1, . . . , l

bi ←$ {0, 1}
bi

rcpt = (v, c̃, {bi, vbi , c̃i,0, c̃i,1})

VoteVD

c←$ Enc(pk, v; r)
c

DivProveP(c̃, (v, r))

for i = 1, . . . , l

vi,0 ←$ G; vi,1 ← vv−1
i,0

vi,0, vi,1

ci,0 ←$ Enc(pk, vi,0; ri,0)

ci,1 ←$ Enc(pk, vi,1; r − ri,0)

c0, c1

c̃i,0, c̃i,1

bi, vi,bi
ri,bi

VoteCS

c̃←$ Rand(pk, c; s)c̃

DivProveI(c̃, (c, s))

for i = 1, . . . , l

c̃i,0 ←$ Rand(pk, ci,0; si,0)

c̃i,1 ←$ Rand(pk, ci,1; s− si,0)
c̃i,0, c̃i,1

zi ← ri,bi + si,bi

b = (c̃, π, {c̃i,0, c̃i,1, bi, vi, zi})

Figure 7: Description of the Vote algorithm of Π2.

3) Valid(b,PB): Return 1 if b has the shape of
(c̃, π, {c̃0,i, c̃1,i, bi, vi, zi}ki=1), if π is a valid proof, if
c̃ = c̃0,ic̃1,i and if c̃bi,i = (gzi , vipk

zi) for all i.
4) Tally(PB, sk): At the tally phase, the talliers first check

for each ballot that it is valid. If this is not the
case, the ballot is dropped. Finally, the tallier compute
homomorphically the tally from the valid c̃ and publish
a proof of correct decryption as well.

5) VerifyVote(PB, rcpt): In the verification phase,
each voter returns 1 if for the receipt
rcpt = (v, c̃, {bi, vbi , c̃i,0, c̃i,1}ki=1), if there is a
ballot b on PB with the same ciphertext c̃ and the same
tuples (c̃i,0, c̃i,1, bi, vbi) for each round as in the rcpt.

We also propose the following deviating strategy D:
• Given some instruction I, D first run I once to get a

ciphertext c′ that will be ignored. Then, it computes its
own d = Enc(pk, v; r) and sends it to CS. It gets the
rerandomization d̃ and computes the divertible proof
protocol π that the rerandomization of d is decrypted
into a plaintext ∈ C. Also, it simulates an execution of
this protocol with I as in the deviation strategy of Π1.

• Then in the i-th round, D runs I with the current state.
We call the current state as the initial (d̃, π) augmented
by each of the part of the ballot that is cast. I outputs
a tuple (ci,0, ci,1) and D chooses a bit bi at random. It
computes an encryption di = d

c1−bi
and it sends to CS

either (di, c1) if bi = 0 or (c0, di) if bi = 1. D then
receives a rerandomization of these ciphertexts from
CS and it forwards these values to I which output a
bit bi,I . If bi,I = bi, then D sends a drop message to
CS and starts again the previous step. It also rewinds
I to its state before the start of this previous step.
If bi,I 6= bi, it receives from I the values vbi,I and rbi,I .
D then casts the ballot with these values and repeats
this step until k values have been posted on the board.

• D’s receipt is the same as I’s receipt.
On the number of rounds: It is possible to pack several

rounds together. Instead of sending only one tuple (c0, c1),
the voter can send l tuples in one round, and ask one opening
for each of those tuple in the next round. However, the
deviating strategy has now a probability 1

2l
to guess the

value which will not reveal the deviating v to the adversary.

To keep an expected polynomial time deviating strategy, we
can thus batch at most O(logc λ) rounds together.

On the vote deviation verifiability: Unlike the previous
protocol, this protocol does not have verifiability against a
corrupted voting device if the voter use the D algorithm.
Indeed, for an instruction that always ask to reveal the bit b =
0, the voting device can cheat on the d1 ciphertext without
being detected. It is however possible to slightly change
the protocol to attain this notion of verifiability. Instead
of choosing the random bit on her own, the voter, runs a
verifiable coin flipping algorithm with CS. This can be done
by VD in the honest algorithm but must be done by the voter
herself in the vote deviation algorithm.

Scalability for more than one bit: To encrypt more than
one bit in a ballot, one can encrypt each bit independently
in the setup round. Then in each of the following round,
we compute two encryptions of the shares of each bits and
ask CS to open the same encryption for all the bits. The
deviation strategy proceeds similarly by always replacing
the same share of the adversary by the desired value. The
protocol has thus also the same round complexity and the
number of operations also grows linearly with the number
of bits.

Instantiation: We can instantiate this protocol using the
ElGamal encryption scheme and the divertible proof de-
scribed in the building blocks. Again, we can thus instantiate
the protocol in a (plain) DDH group.

5.3. Protocol with registration

We now show how to modify the first protocol Π1 to
replace the interactions with a registration process.

5.3.1. Getting rid of the commit-then-open mechanism.
We make three changes in Π1:

1) Instead of choosing α0, α1, the voter receives them from
the registration authority as there is no interaction to
prove the knowledge of them.

2) As the protocol is single pass, the voter cannot give the
opening of y, x to CS in a later round. However the
voter can send y = vα0

0 vα1
1 to the voting device and

still have the individual verifiability. Indeed, even if the
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RegisterV RegisterR

S ←$ G1, α0, α1 ← H(S)

lk←$ LEnc(pk)

usk = (α0, α1, lk)

upk = (Enc(pk, S), t = Trace(lk))

v α0, α1, lk

VoteH v, lk

y ←$ vα0
0 vα1

1 y

rcpt = (v, v0, v1, y, t, α0, α1)

VoteVD

v0 ←$ G1; v1 ← vv−1
0

v0, v1
c0 ←$ LEnc(pk, lk, v0; r0)

c1 ←$ LEnc(pk, lk, v1; r1)

π ←$ Prove(c0c1, (v, r0 + r1))
c0, c1
π, y

VoteCS

c̃0 ←$ Rand(pk, c0; s0)

c̃1 ←$ Rand(pk, c1; s1)

π̃ ←$ PAdapt(pk, π, s0 + s1)

b = (c̃0, c̃1, π̃, y)

Figure 8: Description of the Vote algorithm of Π3

voting device knows the target, it does not help to pass
the test.

3) As there is no opening of the c̃α0
0 c̃α1

1 value on the
bulletin board to test the authenticity of the ciphertext,
we proceed differently. Instead, the talliers publish the
result of a plaintext equivalence test (PET) that c̃α0

0 c̃α1
1

and Enc(pk, y; 0) contain the same value.

5.3.2. Non-interactive proof of valid vote. We still need
to make a non-interactive proof that c̃0c̃1 contains a valid
vote. Instead of the divertible proof protocol, we could use a
simulation sound randomizable proof. However, such a ballot
would be replayable: an adversary could copy a ballot on
the bulletin board and cast a rerandomization of it in order
to break the receipt-freeness or even the ballot privacy [13].
In order to address this problem, we turn to a traceable
receipt-free encryption scheme (TREnc), which offers the
TCCA security notion that we need [12].

5.3.3. Non-interactive Protocol. We propose a non-
interactive protocol Π3 that makes use of the registration
system:

1) Setup(1λ): First, EA generates a bilinear group G =
(G1,G2,GT ) ←$ GrpGen(1λ) and the CRS crs of a
malleable non-interactive proof system as described in
section 4 in a public coin manner. Then, the talliers
compute a distributed TREnc key pair (pke, ske) ←$

KeyGen(G1), with non-interactive proofs of knowledge
of their share of the key. Return pk = (G, crs, pke),
sk = ske.

2) Register(id, 1λ): We first generate random S ←$ G1 and
set α0, α1 as the hash H(S). Then, we generate the link
key of a TREnc with the lk ←$ LGen(pk) algorithm.
Finally, we set uskid to (α0, α1, lk) (which is sent to
the voter) and upkid to (Enc(pk, S), t) (which is sent
to the bulletin board) where t is the trace of the TREnc
linked to lk .

3) Vote(id, v): The voter first encodes v and lk in the voting
device. Then the voting device chooses two shares
(v0, v1) of v in G1 such that v = v0v1. From these

shares, the voter computes the target value y = vα0
0 vα1

1
and encodes it in the voting device.
Then, the device computes c0 = LEnc(pk, lk, v0) and
c1 = Enc(pk, lk, v1) and a non-interactive divertible
proof π that c0c1 decrypts into a plaintext ∈ C.
(c0, c1, π, y) is then sent to CS. CS then randomizes
the ciphertext into (c̃0, c̃1, π̃, y) and publishes it on the
bulletin board next to the id of the voter. In case of
revote, the last ballot will be counted.
We note b = (c̃0, c̃1, π̃, y) and rcpt =
(v, v0, v1, y, t, α0, α1).

4) Valid(b,PB): Return 1 if b has the shape of
(id, c̃0, c̃1, π̃), if Trace(c̃0) = Trace(c̃1) = t where t
is the trace of upkid and if the proof is valid.

5) Tally(PB, sk): First the talliers decrypt together each
of the upkid to get the α0 and α1 of the valid ballots.
Then, they run the plaintext equality proof algorithm to
check that each of the cα0

0 cα1
1 is an encryption of the y

value of the voter and publish the output πPEP of the
algorithm on the bulletin board. If the test is passed,
they compute homomorphically the tally from the valid
c̃0c̃1 and publish a non-interactive zero-knowledge proof
(using a standard Σ protocol) that the result is indeed
a correct decryption.

6) VerifyVote(PB, rcpt): returns 1 if rcpt has the shape of
(v, v0, v1, y, t, α0, α1), if there is a valid ballot b on PB
with trace t and the same y value as in the rcpt, if the
decrypted α0, α1 associated to this ballot are the same
as the values in the receipt, if the associated πPEP is
verified and if v = v0v1. Returns 0 otherwise.

Since there is no interaction, the deviating strategy is
simpler:
• Given some instruction I, the voter first run I once to

get the ballot c0, c1, π, t to send to the server.
• To cast a vote v, the voter finds the solution d0, d1 of

this system:(
1 1
α0 α1

)(
d0

d1

)
=

(
Enc(pk, v; r)
α0c0 + α1c1

)
(1)

and compute the associated proof.
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• The voter use d0 and d1 for the CPA parts of two
TREnc encryptions with lk, compute her own proof and
sends the resulting ballot to CS.

On the vote deviation verifiability: This protocol has
vote deviation verifiability for the same reason as Π1.

Scalability for more than one bit: To encrypt more
than one bit in a ballot, one can run the vote protocol for
each bit independently, using the same link key lk. Thus the
credentials keep a constant size and the number of operations
also grows linearly with the number of bits.

Instantiation: We can instantiate this protocol using the
TREnc, the malleable proof system and the plaintext equality
proof described in the building blocks. Those blocks are
compatible, since the TREnc of [12] contains an ElGamal
CPA-secure part that can be used for the homomorphic
operations and the plaintext equality test. Hence, we can
thus instantiate the protocol in a pairing-friendly SXDH
group.

Even though this theorem does not give any guarantee
about verifiability in presence of malicious parties besides
the voting device, it can be shown that the protocol is secure
as long as neither the voting device nor CS has access to
the private credentials of the voter.

However, Π3 cannot be secure against a corrupted voting
device if the credentials are leaked, as the voting device could
follow the same deviating strategy. As hinted by Corollary 1,
we need interactions in the voting procedure to achieve this.

6. Security of the protocols

Theorem 2. Protocol Π1 has receipt-freeness and is verifi-
able against all parties. Especially
• Π1 has receipt-freeness if the encryption scheme is CPA-

secure, partially homomorphic and rerandomizable and
if the divertible proof has the zero-knowledge, special
soundness and prover obliviousness properties.

• Π1 is verifiable against all parties if the encryption
scheme is partially homomorphic and if the proofs
computed by the talliers are sound.

Proof. Receipt-freeness: For a simplified Vote protocol à
la Helios that outputs a ballot (c, π) where c is an Elgamal
encryption of the vote and π is a proof of knowledge of the
plaintext and the randomness of c, it has been shown that
ballot privacy in the sense of BPRIV holds [30]2. Hence we
use the same usual SimSetup and SimProof algorithms as
those used to prove the BPRIV security [5] of Helios-like
systems.

We will aim to reduce the receipt-freeness game to a
BPRIV game of this simplified protocol. But first, we define
an intermediate game as follows: in each of the OreceiptLRrf ,
OvoteLRrf and Ocastrf request, we simulate the divertible
proof that the ballot has a valid vote. From the prover
obliviousness property of this proof, even the proving party

2. The BPRIV experiment can essentially be seen as our receipt-freeness
experiment without the OreceiptLRrf oracle

participating in this proof cannot distinguish between a real
proof and a simulated proof.

From this game, we can now reduce to the BPRIV game.
To do so, we will transform every OreceiptLRrf request into
a OvoteLRrf request of the BPRIV game.

First, we have to recover the votes to use in the
OvoteLRrf request. For the ballot posted in PB0, we already
have the vote v as a parameter of OreceiptLRrf . For the
other ballot, we run I up to the divertible proof. Using the
special soundness of the proof, we can rewind and extract
from I an opening of the ciphertext it would send to CS,
from which we can recover the vote. We call the OvoteLRrf

oracle with these two votes.
Then, given the ballot (c, π) of the simplified protocol,

we transform it in the following way. We run I to get the
commitment Com and simulates the interactions with CS
until we receive the opening t, α0, α1 of Com and the value
y in the last round of the protocol. Then, we draw a random
x̃ and compute c̃0, c̃1 such that:(

1 1
α0 α1

)(
c̃0
c̃1

)
=

(
c

Enc(pk, y; x̃)

)
We then rewind I once again and rerun the protocol one last
time with the (c̃0, c̃1) previously computed. We append the
resulting ballot b = (c̃0, c̃1, π,Com, t, α0, α1, x̃, y) on our
bulletin board and return the receipt outputted by I to the
adversary.

This procedure is equivalent to the D strategy, only that
we do not know the opening of c and thus simulate the
proof instead. From the rerandomizability of the encryption
scheme, I cannot distinguish between c̃0, c̃1 and a real
rerandomization of the ciphertext it has outputted.

Vote deviation correctness: In each of theOvoteLR(id, I, v)
call, either I does not produce a valid opening of Com
such that α0 6= α1 (and in that case I forces the ballot to
be dropped), or from this opening the linear system used
in D has a solution. If so, the crafted ballot has the same
distribution as an output of VoteH.

Verifiability against all parties: We proceed as a sequence
of hops, starting with the initial verifiability experiment.

Game 1: In the first game, we create a trapdoor for the
multi-Pedersen commitments. Namely, instead of picking h0

and h1 as random group elements, elements we generate
h0 = gγ0 and h1 = gγ1 .

This is statistically indistinguishable for the adversary.
Game 2: In the second game, instead of computing a

commitment for α0 and α1 as the first step of VoteH, we
compute a commitment for random α′0 and α′1. Using the
trapdoor, we compute a consistent opening t, α0, α1.

This is statistically indistinguishable for the adversary as
well, this is essentially the perfectly hiding property of the
commitment scheme.

Game 3: In the third game, we abort if for some honest
voter, we have a rcpt = (v, v0, v1, c̃0, c̃1, α0, α1) such that
Dec(sk, c̃0c̃1) 6= v but VerifyVote(PB, rcpt) = 1. Then for
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v0,A = Dec(sk, c̃0) and v1,A = Dec(sk, c̃1), we have that
either v0,A 6= v0 or v1,A 6= v1.

This event happens with negligible probability. Since
c̃0, c̃1, π̃ are computed before A has any information about
(α0, α1), A has to guess the value of vα0

0 vα1
1 at random,

and the the probability that vα0

0,Av
α1

1,A is equal to vα0
0 vα1

1 is
bounded by 1

p .
From this game, it is straightforward to prove the result

using standard universal verifiability techniques à la Helios.

Theorem 3. Protocol Π2 has receipt-freeness and is verifi-
able against all parties. Especially

• Π2 has receipt-freeness if the encryption scheme is CPA-
secure, partially homomorphic and rerandomizable and
if the divertible proof has the zero-knowledge, special
soundness and prover obliviousness properties.

• Π2 is verifiable against all parties if the encryption
scheme is partially homomorphic, if the commitment
scheme is perfectly hiding and if the proofs computed
by the talliers are sound.

Proof. Receipt-freeness: Like we did in Π1, we aim to
reduce the receipt-freeness game into a BPRIV game of a
simplified Helios-like protocol whose ballots are a pair con-
sisting of an El-Gamal ciphertext and a proof of knowledge
of the content of the ciphertext.

Again, we define an intermediate game as follows: in each
of the OreceiptLRrf , OvoteLRrf and Ocastrf request, we
simulate the divertible proof that the ballot has a valid vote.
We can also extract I ′s vote similarly and call OvoteLRrf

to obtain a ballot c, π.
Then, given the ballot (c, π) of the simplified protocol,

we transform it in the following way. For each round of
the voting protocol, we run I to get a pair of ciphertext
(ci,0, ci,1) that we randomize and then get (b, vb, rb). We
rewind I to the last interaction and compute z = rb + sb
where sb is a fresh randomness, db = Enc(pk, vb; z) and
d1−b = c

db
. We feed I with this new (d0, d1) and get again

a tuple (b′, v′b, r
′
b). If those values are different from the

previous tuple, we rewind and try again with these new
values. From the randomizability of the ciphertext and the
CPA-security of the scheme, this happens with probability at
most 1

2 , so we should ultimately get the same tuple. When
this happens, we append d0, d1, b, vb, z to the ballot and start
the next round.

This procedure perfectly simulates a ballot and a receipt
of the receipt-freeness game, independently of its origin
(from the adversary’s instructions or from the deviating
strategy).

Vote deviation correctness: In the first step of the protocol,
D encrypts a vote and compute the divertible proof in the
same way as the VoteV algorithm. Hence if the resulting
ballot is valid, it will be counted similarly.

Then in each round, the deviating algorithm has one
chance over two to choose the bit that will not be chosen by

I. Indeed, from the DDH assumption and the witness indis-
tinguishability of the proof, I cannot distinguish between a
randomization of their ciphertext c and a randomization of
the ciphertext of the deviating algorithm d. Since the chosen
bit b is independent of bI , D will send a cast message
with probability one over two. Hence for each round, the
probability that it takes more than λ tries for the deviating
strategy to send a “cast” message is bounded by 2−λ (which
is negligible) as the number of tries follows a geometric
distribution of parameter 1

2 . Thus, the probability that for all
the rounds combined the deviating strategy needs more than
kλ tries is also negligible.

The expected number of rounds before the termination
of the protocol is thus linear and the ballot posted on PB
correctly encodes the voter’s intention.

Verifiability against a corrupted voting device: Let
us modify the verifiability experiment in the following
way: if for some honest voter, Dec(sk, c̃) 6= v but
VerifyVote(PB, rcpt) = 1 where rcpt is associated to this
voter, then we abort. This is similar to the last game of the
proof for protocol Π1.

This event happens with negligible probability. Indeed,
since the the adversary has no information about which
ciphertext will be opened in each round when the randomized
ciphertext c̃i,0, c̃i,1 is computed, it has at least one chance
over two to modify a plaintext that will be seen by the voter.
Also, it has to modify k of them. Since every product of
ciphertexts is equal to the same value, it ensures that the
adversary has to modify one plaintext in each round. Hence,
it has at most a probability 1

2k
to modify the vote of a voter

without being detected.
Again from this game, we can prove the result using

standard universal verifiability techniques à la Helios.

Theorem 4. Protocol Π3 has receipt-freeness and is verifi-
able against all parties. Especially
• Π3 has receipt-freeness if the encryption scheme is

TCCA-secure and partially homomorphic, if the mal-
leable proofs are sound, rerandomizable and zero-
knowledge and if the proof computed by the tallier
are zero-knowledge.

• Π3 is verifiable against all parties if the encryption
scheme is CPA-secure and if the plaintext equality proof
is sound.

Proof. Receipt-freeness: We prove the result for the simple
case of one honest tallier. This can be extended to threshold
tallying using standard techniques. We proceed as a sequence
of hops, starting with the initial receipt-freeness game.

Game 1: In the first game, we simulate all the proofs
of the tallier using the zero-knowledge simulator. Regarding
the plaintext equality proof, we proceed as follows. When
we append a ballot (c0, c1, π, t) to the PB, we check if
Dec(sk, cα0

0 cα1
1 ) is equal to t. If this is the case, we prove

the equality result. Otherwise, we prove the inequality result.
From the zero-knowledge property of the game, this is
indistinguishable from the initial game.
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Game 2: In this game, we replace all the proofs of validity
of the ballots by simulated proofs instead of rerandomizing
them. From the zero-knowledge property of the proofs, this
is again indistinguishable from the previous game.

Game 3: In the third game, we abort if there is a ballot
b = (c0, c1, π, t) that is appended on PB such that the proof
π is valid but Dec(sk, c0c1) is not a valid vote. From the
simulation soundness of the proof, this event happens with
negligible probability.

Game 4: In the fourth game, instead of computing the
tally homomorphically from the ballots in PB0, we decrypt
each of the c0c1 associated to a valid ballot and compute
the results from them. The result is computed in a different
way but is equal in both case.

Game 5: In the next game, instead of rerandomizing
and publishing the c0 part of the ballot b0 provided by
the deviation strategy, we rerandomize and publish the c0
part of the ballot b1 provided by I. Similarly, in the last
game, we rerandomize the c1 part of b1 instead of the c1
part of b0 for the ballot published on PB0. These games
are indistinguishable thanks to the TCCA security of the
TREnc scheme.

Vote deviation correctness: With overwhelming probability,
α0 6= α1 and the linear system used in D has a solution. If
so, the crafted ballot has the same distribution as an output
of VoteH.

Verifiability against a corrupted voting device: We use
an hybrid in which we replace the encryption of the private
S of the voters on PB with trivial encryptions of 0. In the
tally phase, the talliers directly use the upkid of each voter
without decrypting the value of the bulletin board. From
the CPA-security of the encryption scheme, this change is
indistinguishable by the adversary.

Again, the ballot published on the board is computed
before A has any information about (α0, α1). Using the
same argument as protocol Π1, VerifyVote will return 0 with
overwhelming probability if the content of the ballot has been
changed. We can then use standard universal verifiability
techniques à la Helios to prove the result.

7. Performances and comparisons

We provide a python implementation [28] to evaluate
the time to encrypt and craft a ballot of various size using
our protocols. We conducted our experiments on a laptop
with a 1.8Ghz Intel i7 processor and 16GB of RAM running
Ubuntu 20.04 LTS and Python 3.7.9. We used the Charm
framework [29] with pbc-0.5.14 and OpenSSL-1.0.1. We
used a secp256k1 elliptic curve for Π1 and Π2 and a BN254
pairing friendly curve for Π3. For the protocol Π2, we set
the number of round to 16, which means that an adversary
can change the voter of a voter without being detected with
probability at most 216. All our results are averaged over
100 runs.

lb = 1 2 4 8 32
Π1 0.005 0.009 0.018 0.035 0.137
Π2 0.026 0.047 0.097 0.195 0.763
Π3 0.139 0.288 0.584 1.231 4.819

TABLE 1: Time to encrypt the vote of a ballot containing
1, 2, 4, 32 bits. The times reported are in seconds.

We see in Table 1 that even for a 32-choices race, the
encrypting time of the protocol with registration is only a
couple of seconds. It is not surprising that this is protocol
is considerably slower than the other two protocols, as it
uses a pairing friendly group. The first two protocols are
faster, but only the computation time on the voter’s device
is computed. This means that the communication time with
the server is ignored, which would not be negligible. We
stress that our implementation prototype was designed to
offer an upper-bound on the running time of our protocols
(in the absence of deviation strategy) and to verify that this
running time is not prohibitive for natural use cases. Faster
implementations could be obtained easily if needed.

We also feel the computational overhead of our protocols,
compared to traditional techniques, remains within reasonable
bounds. For instance, for submitting an encrypted bit, our first
protocol computes 14 exponentiations (using the suggested
building blocks): 3 for the computation of the commitment, 4
for the computation of the encryptions, 2 for the computation
of the value y and 5 for the computation of the divertible
proof. Compared to a standard ElGamal + zero-knowledge
proof of validity, as implemented in ElectionGuard 2.0 for
instance, this is 8 additional exponentiations. This computa-
tional overhead of course comes with considerably stronger
security properties in terms of receipt-freeness, which is not
a goal of the ElectionGuard SDK.

The main properties and performances of our protocol
are summarized in Figure 9.
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Appendix

The following meta-review was prepared by the program
committee for the 2024 IEEE Symposium on Security and
Privacy (S&P) as part of the review process as detailed in
the call for papers.

1. Summary

The paper provides a formal treatment of the relation
between receipt-freeness and cast-as-intended voting. The
main focus is understanding receipt-freeness and its relation
to verifiability, both of which are significant to voting systems
(and other systems). In this vein, an impossibility result is
presented, which –in approach– is interesting beyond e-
voting. The paper additionally advances the state of the art
by proposing three new voting systems.

2. Scientific Contributions

• A Valuable Step Forward in an Established Field
• Creates a New Tool to Enable Future Science

3. Reasons for Acceptance

1) The paper’s results are sound and interesting. It con-
siders past e-voting in terms of formal properties and
reasoning about their inter-relations.

2) The paper will be of interest to the secure e-voting
community, which is active and has broader impact.

3) In general, the impossibility result is interesting per se,
and the protocols proposed can advance the field of
e-voting with new ideas.
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