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Abstract
The importance of explanations in decision-making, particularly in the medical domain, has been widely

recognized. However, the evaluation of the quality of these explanations remains a challenging task. In

this work, we propose a novel approach for assessing and evaluating the reasons provided in explanations

about clinical cases. Our approach leverages an external knowledge base and a defined prevalence function

to score each reason based on its pertinence in the domain. By applying a deterministic prevalence

function, we ensure total transparency of the reasons’ assessment, facilitating a precise explanation of the

rationale behind the scoring hierarchy of each reason. We demonstrate the effectiveness of our approach

in clinical cases, where medical experts explain the rationale behind a specific diagnosis and why other

potential diagnoses are dismissed. Our methodology provides a nuanced and detailed evaluation of the

explanation, contributing to a more comprehensive understanding of the decision-making process.

Keywords
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1. Introduction

Explainable Artificial Intelligence (XAI) [1, 2] has emerged as a central topic in contemporary AI

research, given the predominance of black box methods on the one hand, and their application

to sensitive domains such as medicine and education on the other hand. AI systems support

human decision-making like in medical diagnosis. Nonetheless, the efficacy of these systems is

dependent on their capability to deliver explanations that are comprehensible and significant to

the user [3, 4]. Recent work shows how the best-known XAI approaches fail to provide sound

explanations, or that alternatively find explanations that can exhibit significant redundancy [5].

To address this challenging open issue, we propose a novel approach for an assessment and

evaluation of the reasons employed in explanations, which satisfies transparency as well. More

precisely, our goal is to automatically evaluate the relevance of all conceivable reasons that
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could explain a particular event, and subsequently compare them with the reasons invoked by

the explainer.

When applied to the medical field, our approach scrutinizes explanations provided in medical

examinations, wherein medical residents elucidate a specific diagnosis of a patient, given

the context (i.e., a clinical case detailing the patient’s condition) and their medical expertise.

Consequently, we generate an assessment that identifies the reasons employed in the explanation

and evaluates them against the relevance scoring produced by our approach. Our approach

leverages an external knowledge base, the Human Phenotype Ontology (HPO) [6], and a

deterministic prevalence function to score each reason based on its pertinence in the domain.

This function allows to elaborate the resulting reasons’ scores, in a transparent way. We evaluate

our approach on the Antidote Casimedicos dataset [7], a unique resource comprising 621 clinical

case descriptions, each with a set of potential diagnoses, an indicator of the correct answer, and

a detailed explanation of the decision-making process provided by medical professionals. The

results obtained on this dataset show the effectiveness of the proposed approach.

While our methodology is assessed on a use case from the medical domain, it is abstract

enough to be applied to any domain. We envision two potential scenarios where our methodol-

ogy could be particularly beneficial: AI for education and online medical fora.

In the context of AI for education, our approach can assist medical resident students in

learning how to solve medical cases and develop a logical and explainable reasoning process in

order to explain a diagnosis. By providing a systematic and transparent way of evaluating the

reasons given in explanations, we can help students understand the rationale behind a specific

diagnosis and why other potential diagnoses are dismissed.

In online medical fora, our approach can help online users to distinguish good explanations

from bad explanations present there. Users often discuss diagnoses and share their experiences,

but the quality of these discussions can vary widely. With our approach, we can provide a sys-

tematic and transparent way of evaluating the reasons given in these discussions, helping users

and moderators identify high-quality explanations and promote more informed discussions.

The research presented in this paper is driven by the necessity for a systematic and transparent

methodology to assess the pertinence of reasons used in medical explanations. To the best of

our knowledge, this is the first approach that leverages an external knowledge base, the Human

Phenotype Ontology (HPO), and a deterministic prevalence function to evaluate the reasons for

the potential diagnoses based on their relevance in the context of a specific clinical case and

grounding on the HPO knowledge base.

The paper is organized as follows: after a comparison with the related work, we first describe

our data preprocessing heuristics (Section 3.1), followed by the extraction and encoding of

reasons from the clinical case into HPO terms (Section 3.2). Next, we describe the computation

of the pertinence score for each reason using the prevalence function (Section 3.3) and discuss

its deterministic nature. Then, we illustrate the sentence-matching approach employed to align

the extracted reasons with those found in the explanation (Section 3.5). Finally, we demonstrate

the generation of a pertinence assessment of the reasons following a template-based generation

technique (Section 3.6).



2. Related Work

In this section, we discuss the related work on explanation selection and then we focus on the

medical domain application scenario.

Explanation Selection. In the process of explanation selection, individuals choose what they

perceive to be the most relevant causes from a larger set of causes for a particular event. This

selection is not arbitrary and is guided by criteria such as temporality, abnormality, intention,

and the differences between a fact and a foil [8]. Hilton [9] sustains this is due to the fact

that causal chains are often too large to comprehend.Research shows that the primary way

individuals select explanations is by contrasting a fact and a foil. The fact refers to the actual

state of affairs, while the foil represents an alternative state that did not occur. The contrast

between the fact and the foil forms the basis for explanation selection, with the explanation

that highlights the greatest number of differences between the fact and the foil deemed to

have the highest explanatory power [10]. Contrastive explanation is a concept that further

elaborates on this idea. It posits that the differences between two events form the basis for

explanation. This theory has garnered support from experimental research in cognitive science,

which suggests that people perform causal inference, explanation, and generalization based on

contrastive cases [11, 12]. Abnormality also plays a crucial role in explanation selection. Hilton

and Slugoski [13] propose the abnormal conditions model, arguing that abnormal events are

key in causal explanation. This model suggests that individuals use their perceived background

knowledge to select conditions that are considered abnormal. This model has been supported by

subsequent experimental studies [14, 15, 16]. In this paper, we introduce an approach that not

only evaluates the relevance of each potential explanation for a given event but also incorporates

the principles of abnormality and contrastive explanation into the calculation of the relevance

score.

XAI for the medical domain. The importance of explanations in AI systems, particularly

in the medical domain, has been extensively studied [17, 18, 19]. In the context of medical

diagnosis, explanations often involve identifying the key reasons or symptoms that led to

a specific diagnosis. The Human Phenotype Ontology (HPO) [6] provides a standardized

vocabulary of phenotypic abnormalities encountered in human disease, which can be used to

facilitate the assessment of explanations in this domain. Our work builds upon this ontology

by developing an approach that assesses the selected reasons in explanations. The National

Institutes of Health (NIH) Undiagnosed Diseases Program (UDP) [20] has also investigated the

use of HPO in the context of diagnosing and evaluating patients with conditions that have

eluded diagnosis. The clinical features of a patient are encoded into HPO terms, which are then

used to retrieve a list of candidate diseases that might explain the patient’s phenotype. This list

is then examined by a clinician to identify the most likely diagnosis. Our methodology extends

this approach by not only using HPO to facilitate diagnosis but also to evaluate the reasons

given in explanations.



3. Assessing Reasons used in Explanations

Our approach to assessing the reasons used in explanations is visualized in Figure 1. We start

with a clinical case of a patient, supplemented by an explanation provided by a medical expert,

which elaborates on the specific diagnosis attributed to the patient. The objective is to evaluate

the identified reasons in the clinical case and the external knowledge, and compare them with

the reasons invoked by the expert to justify the medical diagnosis. To achieve this, we compute

a pertinence score using a deterministic prevalence function (see Section 3.3), which ensures

complete transparency, allowing us to explain why each reason is more or less pertinent than

the others with respect to the given case.

The HPO Ontology [6] and, more precisely, its associated knowledge base (KB) will serve as

our external knowledge source by providing a standardized vocabulary of phenotypic abnor-

malities, namely symptoms and findings encountered in human diseases. The HPO contains

over 13,000 terms describing phenotypic abnormalities seen in human disease. It uses a directed

acyclic graph structure to represent the relationships between terms, allowing for flexible

descriptions. Most terms have textual definitions and synonyms. The ontology terms describe

clinical abnormalities at different levels of specificity, from general (e.g. Abnormal ear morphol-
ogy) to very precise (e.g. Chorioretinal atrophy). This KB facilitates the evaluation of the reasons

in the explanation by providing standardized vocabulary and semantic relationships between

phenotypic concepts relevant to human disease.

Our approach consists of two main steps: (i) the reasons given in the explanation are extracted

from the clinical case and encoded into HPO terms (following the approach of Marro et al. [21]),

in which a medical Named Entity Recognition (NER) step is performed, to then align them into

HPO terms. This allows us to retrieve all the standardized information the ontology contains,

such as the definition and the frequency of occurrence of that term in actual patient cases for

each possible disease; (ii) the pertinence score for each reason is computed using the prevalence

function, which takes into account the relevance of each reason in the context of the specific

clinical case and the knowledge base.

3.1. Dataset and preprocessing

The foundation for our work is the Antidote Casimedicos dataset [7]. CasiMedicos
1

is a com-

munity and collaborative project where each member, developer or contributor adds something

unique related to medical exams with the objective of enriching the information that will be

available to students. In casiMedicos resource, the MIR exams were chosen and commented

on by Spanish medical doctors in a voluntary effort to provide answers and explanations to the

MIR exams. In the MIR exams source, there are 953 commented questions (153K words) that

have been extracted from the MIR exams held between the years 2005, 2014, 2016, 2018, 2019,

2020, 2021 and 2022.

This dataset is unique in the medical domain as it consists of 621 theoretical, fictional clinical

cases that provide real expert-crafted explanations, making it a valuable resource for students.

Each clinical case is paired with a set of potential diagnoses, an indicator of the correct answer,

1
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Figure 1: Overview of our approach for the automatic assessment of explanation’s reasons.

and a detailed explanation of the decision-making process provided by medical professionals
2
.

What sets this dataset apart from other Question Answering (QA) datasets in the medical domain

is its inclusion of explanatory arguments for both the correct diagnosis or treatment and the

reasons why other options are incorrect. These explanations, written by medical doctors, offer

a rich source of information for research in XAI.

To prepare the data, we first enhance contextual information in the explanations by expanding

abbreviated diagnosis references. It is common for the explainer to refer to diagnoses as “Answer

1”, thus we implement a string replacement with the corresponding answer. Subsequently,

as delineated in [7], the dataset encompasses various types of questions. For the purpose of

evaluating the explanations provided by the experts, we manually filter out cases that solely

discuss potential diagnoses of the patients, yielding a total of 206 clinical cases.

3.2. Identification and Alignment of Potential Causes

The initial phase of our approach (Figure 1) consists in identifying all potential causes within

the given context. In our medical scenario, the context is represented by clinical cases, and we

regard all symptoms as potential causes that could explain the patient’s diagnosis. To address

this, we utilize the clinical information extraction pipeline proposed by Marro et al. [21], which

performs two key steps:

(i) Medical named entity recognition: Marro et al. first identify medical concepts and abnor-

malities described in the clinical case text using a named entity recognition (NER) system. Their

NER module detects mentions of symptoms, findings, and other phenotypic concepts, labelling

2
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them with semantic tags like "Sign or Symptom" or "Finding." Marro et al. trained this module

on a dataset of 314 annotated clinical cases, achieving promising results for symptom detection

with an F1-Score of 0.86 using a transformer-based model. The NER model can accurately label

symptoms described in layperson terminology, an important capability since clinical cases are

often written for student exams, where terms may not appear standardised.

(ii) Alignment to ontology terms: Next, Marro et al. map the detected semantic concepts to

the standardized terminology of the Human Phenotype Ontology (HPO) [6]. This mapping

enables linking colloquial descriptions like “shortness of breath" to the formal HPO concept

of “Dyspnea." They compute contextual embeddings for each identified symptom and find the

closest HPO match via cosine similarity. Their top-performing alignment approach attained

0.53 accuracy in aligning symptoms to equivalent ontology terms in the top 5 matches.

The output we obtain from their pipeline is a list of symptoms extracted from the case text

and aligned to ontology concepts. We select the Sign or Symptom and No Sign or Symptom
entities, as these denote the presence or absence of abnormalities relevant for diagnosis. This

aligned set of reasons extracted from the specific clinical case serves as our starting point. We

later expand this list by retrieving additional related symptoms from the HPO knowledge base.

Ultimately, Marro et al.’s techniques provide us with an initial set of ontology-grounded

reasons consisting of the aligned symptoms and no symptoms identified within the context of

the particular clinical case description. We subsequently feed this encoded evidence as input to

the prevalence function, which will evaluate and score the relevance of these reasons from the

case alongside other reasons derived from the external HPO knowledge.

3.3. Prevalence Function

The Prevalence Function
3

is a central component of our approach, designed to systematically

assess the pertinence of each possible reason that could explain a given event. This function

is inspired by cognitive processes involved in explanation selection, aiming to replicate these

processes in a transparent and replicable manner. The function takes into account the possible

reasons found in the clinical case (see Section 3.2) and a KB that serves to find other possible

reasons outside of the context but still relevant to the case. It then evaluates all possible reasons

based on a set of predefined conditions, each of which contributes to the final prevalence score

of the key reason. These conditions include whether the key reason is linked to the correct or

incorrect diagnosis, its occurrence rate, and whether it is unique to the correct diagnosis, or

shared among all possible diagnoses. In line with the abnormal conditions model, our function

assigns a higher score to key reasons that are unique to the correct diagnosis and have a low

occurrence rate. This reflects the idea that abnormal conditions, i.e., conditions that do not

usually occur, are more likely to be the cause of an event. Moreover, our approach integrates

the concept of contrastive explanation. For instance, if a symptom associated with an incorrect

diagnosis has a high occurrence rate and does not appear in the clinical case, it can be invoked

to discard the incorrect diagnosis. This aligns with the idea that the differences between two

events form the basis for the explanation.

The computation of the prevalence function starts with the acquisition of the set of potential

reasons to be evaluated. In the context of medical diagnosis, these reasons correspond to

3
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symptoms, which can be identified either within the clinical case or within the Human Phenotype

Ontology (HPO) as symptoms associated with each potential diagnosis. The ontology provides

not only a list of symptoms for each diagnosis but also pertinent information about each

symptom, such as its occurrence rate, definition, and synonyms. This information facilitates

the definition of three distinct sets of reasons, which serve as the basis for the computation of

the Prevalence function:

• 𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠𝑂𝑓𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠: symptoms that belong to the correct disease;

• 𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠𝑂𝑓𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠: symptoms that belong to all the incorrect diseases;

• 𝑃𝑟𝑒𝑠𝑒𝑛𝑡𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠: symptoms found in the case description.

The Prevalence Function is then used in conjunction with the additional disease information

and symptom sets obtained from the HPO to produce a list of key reasons and their calculated

prevalence scores. This allows us to provide a robust and transparent framework for assessing

the quality of the reasons on which the explanations are grounded.

3.4. Algorithm explanation

The Prevalence Score Function, as outlined in Algorithm 0, is designed to assess the relevance

or pertinence of a given key reason in the context of a clinical case (CC) and a knowledge base

(KB). The function operates by assigning a score to the key reason based on its presence in the

correct and incorrect diagnoses, its occurrence rate, and its presence in the clinical case.

The function begins by initializing the score to zero and setting several boolean variables

to false (lines 2-6). It then retrieves the symptoms associated with the correct and incorrect

diagnoses from the knowledge base (lines 7-8) and identifies the symptoms present in the clinical

case using Named Entity Recognition (NER) (line 9).

Then, it checks if the key reason is present in the symptoms of the correct diagnosis (lines

11-15). If it is, the function increments the score and sets the variable linkedToCorrectDiagnosis
to true. If not, linkedToCorrectDiagnosis is set to false.

Next, the function checks if the key reason is present in the symptoms of the incorrect

diagnoses (lines 17-20). If it is, the variable linkedToIncorrectDiagnosis is set to true. If not, it is

set to false.

The function then checks the occurrence rate of the key reason (lines 22-29). If the key reason

has a high occurrence rate (more than 70%), the variable hasHighOccurrenceRate is set to true,

and if it is linked to the correct diagnosis, the score is incremented. If the key reason has a low

occurrence rate (less than 30%), the variable hasLowOccurrenceRate is set to true.

It then checks if the key reason is unique to the correct diagnosis or shared with other

diagnoses (lines 31-40). If the key reason is unique to the correct diagnosis and has a low

occurrence rate, the score is incremented twice. If the key reason is shared with other diagnoses,

the score is decremented.

Finally, the function checks if the key reason is present in the symptoms of the incorrect

diagnoses but not in the present symptoms (lines 42-48). If the key reason has a high occurrence

rate, the score is incremented. Otherwise, the score is decremented.

The final score represents the prevalence of the key reason in the context of the specific

clinical case, providing a measure of its relevance or pertinence.



Algorithm 1 Prevalence Function

1: procedure PrevalenceFunction(𝑆𝑦𝑚𝑝𝑡𝑜𝑚, 𝐶𝐶 , 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑠𝑒𝑎𝑠𝑒,

𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑠𝑒𝑎𝑠𝑒𝑠, 𝐾𝐵)

2: 𝑠𝑐𝑜𝑟𝑒 = 0
3: 𝑢𝑛𝑖𝑞𝑢𝑒𝑇𝑜𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝐹𝑎𝑙𝑠𝑒
4: 𝑠ℎ𝑎𝑟𝑒𝑑𝑇𝑜𝑂𝑡ℎ𝑒𝑟𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝐹𝑎𝑙𝑠𝑒
5: ℎ𝑎𝑠𝐿𝑜𝑤𝑂𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑅𝑎𝑡𝑒 = 𝐹𝑎𝑙𝑠𝑒
6: ℎ𝑎𝑠𝐻𝑖𝑔ℎ𝑂𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑅𝑎𝑡𝑒 = 𝐹𝑎𝑙𝑠𝑒
7: 𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠𝑂𝑓𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝐾𝐵(𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑠𝑒𝑎𝑠𝑒)
8: 𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠𝑂𝑓𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝐾𝐵(𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑠𝑒𝑎𝑠𝑒𝑠)
9: 𝑃𝑟𝑒𝑠𝑒𝑛𝑡𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠 = 𝑁𝐸𝑅(𝐶𝐶)

10: if 𝑆𝑦𝑚𝑝𝑡𝑜𝑚 is in 𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠𝑂𝑓𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 then
11: 𝑙𝑖𝑛𝑘𝑒𝑑𝑇𝑜𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝑇𝑟𝑢𝑒
12: score = score + 1

13: else
14: 𝑙𝑖𝑛𝑘𝑒𝑑𝑇𝑜𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝐹𝑎𝑙𝑠𝑒
15: end if
16: if 𝑆𝑦𝑚𝑝𝑡𝑜𝑚 is in 𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠𝑂𝑓𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 then
17: 𝑙𝑖𝑛𝑘𝑒𝑑𝑇𝑜𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝑇𝑟𝑢𝑒
18: else
19: 𝑙𝑖𝑛𝑘𝑒𝑑𝑇𝑜𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝐹𝑎𝑙𝑠𝑒
20: end if
21: if 𝑆𝑦𝑚𝑝𝑡𝑜𝑚 has a high occurrence rate (more than 70%) then
22: ℎ𝑎𝑠𝐻𝑖𝑔ℎ𝑂𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑅𝑎𝑡𝑒 = 𝑇𝑟𝑢𝑒
23: if 𝑙𝑖𝑛𝑘𝑒𝑑𝑇𝑜𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 == 𝑇𝑟𝑢𝑒 then
24: score = score + 1

25: end if
26: else if 𝑆𝑦𝑚𝑝𝑡𝑜𝑚 has a low occurrence rate (less than 30%) then
27: ℎ𝑎𝑠𝐿𝑜𝑤𝑂𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑅𝑎𝑡𝑒 = 𝑇𝑟𝑢𝑒
28: end if
29: if 𝑆𝑦𝑚𝑝𝑡𝑜𝑚 is in 𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠𝑂𝑓𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 then
30: if 𝑆𝑦𝑚𝑝𝑡𝑜𝑚 is not in 𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠𝑂𝑓𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 then
31: 𝑢𝑛𝑖𝑞𝑢𝑒𝑇𝑜𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝑇𝑟𝑢𝑒
32: 𝑠𝑐𝑜𝑟𝑒 = 𝑠𝑐𝑜𝑟𝑒+ 1
33: if ℎ𝑎𝑠𝐿𝑜𝑤𝑂𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑅𝑎𝑡𝑒 == 𝑇𝑟𝑢𝑒 then
34: 𝑠𝑐𝑜𝑟𝑒 = 𝑠𝑐𝑜𝑟𝑒+ 1
35: end if
36: else if 𝑆𝑦𝑚𝑝𝑡𝑜𝑚 is in 𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠𝑂𝑓𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 then
37: 𝑠ℎ𝑎𝑟𝑒𝑑𝑇𝑜𝑂𝑡ℎ𝑒𝑟𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝑇𝑟𝑢𝑒
38: 𝑠𝑐𝑜𝑟𝑒 = 𝑠𝑐𝑜𝑟𝑒− 1
39: end if
40: end if
41: if 𝑆𝑦𝑚𝑝𝑡𝑜𝑚 is in 𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠𝑂𝑓𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 then
42: if 𝑆𝑦𝑚𝑝𝑡𝑜𝑚 is not in 𝑃𝑟𝑒𝑠𝑒𝑛𝑡𝑆𝑦𝑚𝑝𝑡𝑜𝑚𝑠 then
43: if 𝑆𝑦𝑚𝑝𝑡𝑜𝑚 has a high occurrence rate then
44: 𝑠𝑐𝑜𝑟𝑒 = 𝑠𝑐𝑜𝑟𝑒+ 1
45: else
46: 𝑠𝑐𝑜𝑟𝑒 = 𝑠𝑐𝑜𝑟𝑒− 1
47: end if
48: end if
49: end if
50: return 𝑠𝑐𝑜𝑟𝑒
51: end procedure



3.5. Reason Alignment via Sentence Matching

A crucial step in our approach is the alignment of potential causes (i.e., reasons) identified

in the clinical case with those actually invoked in the expert’s explanation. This alignment

(visualized as the “Reasons alignment module” in Figure 1) is achieved through a sentence

matching technique. The objective of this step is to discern which of the potential reasons

identified were actually utilized by the experts in their explanation, thereby enabling subsequent

suggestions of modifications to enhance the explanation’s pertinence.

Our approach to sentence matching is inspired by the work of Lu et al. [22], particularly

their creation of an intermediate dataset using a distance metric for fine-tuning their sentence-

matching model. In their work, Lu et al. [22] employ the Jaccard distance to identify sentences

with high similarity between complex and simplified texts. We adapt this strategy to our context,

aiming to locate similar reasons between the clinical case and the explanations provided by the

explainer. In our adaptation of Lu et al.’s approach, we aim to identify similar reasons between

the clinical case and the explanations provided by the experts. However, our methodology

diverges in two key aspects: the choice of distance metric, and the preprocessing of the texts

for comparison. Instead of employing the Jaccard distance, we opt for a process that begins

with the detection of medical-named entities within both texts. Following this, the texts are

segmented into individual sentences.

Subsequently, we compute sentence embeddings using only the identified named entities.

This computation leverages the Sentence Transformers method [23], using various pre-trained

models specialized in scientific text. To align sentences from the clinical case with those in

the explanations, we employ cosine similarity. A match is considered valid only when the

cosine distance is sufficiently close, ensuring that only highly similar sentences are matched,

thereby enhancing the precision of our reason alignment process. Our embedding calculation

method is also sensible to negation agents by representing the absence of a symptom in a

clinical case with the label "No Sign or Symptom" in the NER stage. As an example of this, the

sentence “A 62-year-old man with no history of alcohol abuse. . . ” will have a different numerical

representation than “A 62-year-old man with a history of alcohol abuse. . . ”.

3.6. Template-Based Explanation Generation

In the final step of our pipeline, we employ a template-based generation approach to articulate the

pertinence of each reason. This approach allows us to generate natural language explanations

that are understandable by human users. Each template is designed to address a specific

combination of features associated with a reason, and the appropriate template is selected based

on the values of these features for each reason. The features considered in our approach are:

• uniqueToCorrectDiagnosis indicates whether the reason is unique to the correct diagnosis.

• sharedToOtherDiagnosis indicates whether the reason is shared with other diagnoses.

• hasLowOccurrenceRate indicates whether the reason has a low occurrence rate.

• hasHighOccurrenceRate indicates whether the reason has a high occurrence rate.

• linkedToCorrectDiagnosis indicates whether the reason is directly linked to the correct

diagnosis.



• linkedToIncorrectDiagnosis indicates whether the reason is linked to an incorrect diagnosis.

• presentInClinicalCase indicates whether the reason is present in the clinical case.

Based on the values of these features, a template, like the following, is selected to generate

the explanation:

• Template 1: "You should consider invoking the reason [reason] since it is unique to the

correct diagnosis, has a high occurrence rate, and is present in the clinical case."

• Template 2: "You should also consider invoking the reason [reason] since it is a symptom

with a high occurrence rate for the incorrect disease [disease], and it does not appear

in the clinical case, supporting discard [disease] as the correct diagnosis."

• Template 3: "You should consider removing the reason [reason] since it is a common

symptom alongside all possible diagnoses."

This template-based generation approach allows us to generate explanations that are infor-

mative and specific to the context of each reason, thereby ensuring the interpretability of the

proposed approach.

4. Evaluation

In this section, we first present the experimental setting we propose to assess our approach,

and then we discuss the obtained results. Finally, we apply our approach to a clinical case to

discuss the final outcome of the pipeline.

4.1. Experimental Setting.

The main experimental component of our task is the named entity-based sentence matching.

This task can be decomposed into two subtasks: first, the generation of tuples of similar

sentences, and second, the fine-tuning of Language Models (LMs) using the generated dataset.

For tuple generation, we implemented two approaches:

Baseline string distance method : As a baseline, we employed a simpler method based on

string distance between full sentences, similar to the work of Lu et al. [22]. We first separated

each sentence from the clinical case and associated explanation. We then computed the Lev-

enshtein distance between all combinations of case and explanation sentences. If the distance

between a pair surpassed a defined threshold (0.5), we kept that tuple as a match. Otherwise,

we discarded it. This baseline relies only on the full sentence text, without considering named

entities.

Named entity-based method : Subsequently, we generated tuples using the medical-named

entities identified by Marro et al.’s pipeline [21]. Their system detects not only symptom

mentions but also their absence, allowing us to model the presence or lack of Signs/Symptoms



differently. The identified entities are joined into sentences and embedded using Sentence-

BERT [23]. We compute cosine distances between all case and explanation sentence pairs,

keeping those above a threshold (0.975) as matches.

For both cases, a dataset composed of

(𝑐𝑎𝑠𝑒_𝑖𝑑, 𝑎𝑛𝑠𝑤𝑒𝑟_𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑖, 𝑐𝑎𝑠𝑒_𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑗 , {𝑇𝑟𝑢𝑒|𝐹𝑎𝑙𝑠𝑒})

tuples is generated. For the fine-tuning of the LMs, we employ the PyTorch implementation

provided by Hugging Face [24]. The experiments were conducted with a batch size of 8, a

maximum sequence length of 256, and a learning rate of 2.5e-5 over 4 epochs. We selected

all-mpnet-base-v2 [23] as our baseline, and fine-tuned models such as BioBERT v1.2 [25], S-

PubMedBert-MS-MARCO [26], and BioBERT-mnli-snli-scinli-scitail-mednli-stsb [27] as more

domain-specific LMs under the same experimental setting. Despite each transformer model

achieving its best results with a different cosine similarity threshold for performing the named

entity-based matching, we kept a threshold value of 0.975 to ensure the matching of sentences

with the highest possible semantic coherence.

4.2. Results.

In this section, we present the obtained results on the Casimedicos dataset. We evaluate

the quality of explanations written by experts, highlighting both successful and unsuccessful

examples. The performance of the sentence matching task is quantified in terms of macro-

average precision, recall, and F1 score, as shown in Table 1.

We adopt the all-mpnet-base-v2 model as our baseline, being it the state-of-the-art for

sentence embedding computation across various domains. However, our results indicate that

domain-specific models outperform this baseline across all metrics. In particular, the model

based on PubMedBert [28, 26] demonstrates superior performance, achieving the highest scores

in precision, recall, and F1 score (highlighted in bold in Table 1). These results underline the

importance of domain-specific models in achieving high-quality sentence matching.

Table 1
Results for named entity-based matching in macro multi-class precision, recall, and F1-score.

Tuples method Model P R F1
String Distance all-mpnet-base-v2 0.80 0.84 0.82
String Distance BioBERT cased v1.2 0.81 0.82 0.82
String Distance BioBERT-mnli-snli-scinli-scitail-mednli-stsb 0.82 0.84 0.83
String Distance S-PubMedBert-MS-MARCO 0.82 0.83 0.83
Named Entity all-mpnet-base-v2 0.84 0.70 0.74
Named Entity BioBERT cased v1.2 0.84 0.76 0.80
Named Entity BioBERT-mnli-snli-scinli-scitail-mednli-stsb 0.85 0.79 0.82
Named Entity S-PubMedBert-MS-MARCO 0.89 0.85 0.87



4.2.1. A Full Example.

To illustrate the outcome of our approach, we present a full clinical case, the expert’s explanation,

and the assessment of reasons from the CasiMedicos dataset. We consider a clinical case where

the correct diagnosis is Porphyria cutanea tarda. The other potential diagnoses considered are

Epidermolysis bullosa acquisita, Acute intermittent porphyria, and Ulerythema ophryogenesis.

Clinical Case: “A 62-year-old man with a history of significant alcohol abuse, carrier of hepatitis

C virus, treated with Ibuprofen for tendinitis of the right shoulder, goes to his dermatologist

because after spending two weeks on vacation at the beach he notices the appearance of tense

blisters on the dorsum of his hands. On examination, in addition to localization and slight malar

hypertrichosis.”

Expert’s Explanation: “Porphyria Cutanea Tarda: 60% of patients with PCT are male, many of

them drink alcohol in excess, women who develop it are usually treated with drugs containing

estrogens. Most are males with signs of iron overload, this overload reduces the activity of

the enzyme uroporphyrinogen decarboxylase, which leads to the elevation of uroporphyrins.

HCV and HIV infections have been implicated in the precipitation of acquired PCT. There is a

hereditary form with AD pattern. Patients with PCT present with blistering of photoexposed

skin, most frequently on the dorsum of the hands and scalp. In addition to fragility, they may

develop hypertrichosis, hyperpigmentation, cicatricial alopecia, and sclerodermal induration.”

Assessment of Reasons: The generated explanations for the top and bottom scoring reasons

are as follows:

• You should consider invoking the reason Elevated urinary delta-aminolevulinic acid since

it is a symptom with a high occurrence rate for the incorrect disease Acute intermittent

porphyria, and it does not appear in the clinical case, supporting discard Acute intermittent

porphyria as the correct diagnosis.

• You should also consider invoking the reason Abnormal hair morphology since it is a

symptom with a high occurrence rate for the incorrect disease Epidermolysis bullosa

acquisita, and it does not appear in the clinical case, supporting discard Epidermolysis

bullosa acquisita as the correct diagnosis.

• You should consider invoking the reason Alcoholism since it is a symptom unique to the

correct diagnosis and present in the clinical case.

• The symptom Contact dermatitis does not meet the criteria for a strong reason in this

case.

• The symptom Dry skin does not meet the criteria for a strong reason in this case.

• The symptom Dermal atrophy does not meet the criteria for a strong reason in this case.

The Expert’s Explanation for this case attributes the patient’s condition to Porphyria Cutanea

Tarda (PCT), citing factors such as the patient’s gender, alcohol abuse, and the presence of

blistering on photoexposed skin. These align with our top-scoring reasons in the Assessment of

Reasons, demonstrating the agreement between the expert’s explanation and our assessment. In

the expert’s explanation, the symptom “Abnormal hair morphology” is not mentioned. However,



our methodology identifies it as a significant reason that could enhance the explanation. This

symptom is common in the incorrect disease Epidermolysis bullosa acquisita, but it is not present

in the clinical case. Therefore, its absence provides a strong reason to discard Epidermolysis
bullosa acquisita as the correct diagnosis. This additional information could potentially enhance

the expert’s explanation by providing further evidence to support the correct diagnosis and rule

out other alternatives. This demonstrates the capability of our approach not only to validate

the reasons used by the expert but also to suggest new pieces of information that could enrich

the explanation.

5. Concluding remarks

In this paper, we present a novel approach to recognizing the intricate cognitive processes that

underpin the selection of explanations and strive to emulate these processes in a methodical and

transparent manner. By incorporating the principles of abnormality and contrastive explanation,

we ensure that our approach is attuned to the subtleties of explanation selection in real-world

contexts, with a particular focus on the medical domain. Moreover, by leveraging the Human

Phenotype Ontology and medical named entity recognition, we are able to identify and assess

potential reasons in a systematic and data-driven manner. This not only allows us to assess the

explanations that are consistent with the expert’s perspective but also to suggest additional

pieces of information that could enhance the explanation itself.

Our work provides a significant step forward in the development of AI systems that can

automatically assess explanations both in a cognitively plausible and contextually sensitive

manner. It is driven by the necessity for a systematic and transparent approach to assessing the

pertinence of reasons used in explanations, particularly in the medical domain. The deterministic

nature of the prevalence function ensures the transparency of our approach.

A key advantage of our methodology is its modularity, with distinct components that can

be modified or replaced to adapt the approach to new domains or tasks. The prevalence

function encapsulates the reasoning model for scoring explanations, while the sentence matching

technique, matching strategy, and knowledge base instantiate components tailored to assessing

clinical rationales. Each of these modules could be swapped with alternatives better suited for a

different domain or application. For example, the prevalence function could be re-designed to

match commonsense rather than medical reasoning, while more general lexical resources like

WordNet could replace domain-specific ontologies. This flexibility broadens the applicability

of our techniques to assess explanations in a wide range of settings. Future work includes

the application of this approach to education in medicine, by providing a systematic and

transparent way of evaluating the reasons given in medical residents’ explanations, and to

online discussions in medical fora by helping users and moderators to identify high-quality and

low-quality explanations. Additionally, our current implementation is limited to evaluating

explanations based solely on symptoms. However, physicians may consider other types of

clinical information, such as lab findings, family history, or patient demographics. To address

this, we plan to expand the scope of our approach by extracting and encoding additional

clinical entities, such as test results, into ontology concepts like HPO. This will enable assessing

explanations across a broader range of relevant clinical data.
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