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Abstract—With the rise of network virtualization, network slicing is becoming a hot research topic. Indeed, network operators must deal with capacity-limited resources while insuring an extreme availability of services. Several approaches exist in the literature to tackle such a problem, some of them converge quickly to a local minimum, while others are not explainable and therefore do not provide the necessary guarantees for their deployment in a real network. In this context, we propose a new approach for Virtual Network Embedding (VNE) based on the Greedy Adaptive Search Procedure (GRASP). Using the GRASP meta-heuristic ensures the robustness of the solution to changing constraints and environments. Moreover, the proposed realistic approach allows a more efficient and directed exploration of the solution space, in opposition to existing techniques. The simulation results show the potential of the proposed method for solving services’ placement problems and its superiority over existing approaches.

Index Terms—Virtual Network Embedding, GRASP algorithm, Cloud Resource Allocation, Network Slicing.

I. INTRODUCTION

While traditional networks have only supported a very limited number of services, this number has increased with the advent of 5G and the evolution is towards more and more complexity for the next mobile network systems. To cope with this complexity, network slicing has been introduced in 5G, although it will probably gain significance in upcoming mobile standards where massive slicing is expected.

Network slicing, which, at first glance, aims to guarantee the operating constraints of services, represents one of the most important technological building blocks to converge towards a fully automated network (i.e. Zero Touch networks) [1]. It brings several challenges, one of the most important being the placement of services. In terms of algorithms, service placement consists of embedding constrained services, often represented by graphs, on an underlying network, which is itself represented by a graph [2].

In this context, we present a new approach to services’ placement. We specifically target the optimization of the Virtual Network Embedding (VNE) [3]. We define some traditional constraints like those related to system or network resources. We also define some other production-level constraints like the need for Single-root input/output virtualization (SRIOV) cards or Huge Page enabled memory. Our approach is based on the Greedy Randomized Adaptive Search Procedure (GRASP) algorithm [4]. This meta-heuristic is able to explore only viable solutions, which often leads to a pretty efficient optimization procedure.

The remainder of the paper is organized as follows. Next section discusses the related work. Section III introduces the problem of resource allocation in the cloud and the proposed algorithm. We focus especially on the main functions of our approach. Then, in Section IV, the simulation results of the proposed method are discussed. We compare its performance against those obtained with an enhanced First-Fit heuristic. Finally, our conclusions are presented in Section V.

II. RELATED WORK

Many research works addressed the problem of resource allocation and placement of network functions. We can group them into two different classes.

A. Mono-objective Approaches

The first category of approaches is the mono-objective modeling of the problem of resource allocation, that is, the fact that there is a single optimization objective.

Integer Linear Programming (ILP) techniques are widely used in this case and proved to be very effective for providing accurate decisions as it relies on mathematical models [5]. However, it suffers from heavy run-time.

Heuristics are certainly the most used techniques in both research and industry. For instance, see [6], where the authors proposed a refinement framework for profiling micro-services placements using a greedy heuristic. In [7], the authors presented an approach to optimize the placement of service-based applications in clouds. In their approach, they first partition the application into several parts while keeping overall traffic between different parts to a minimum and then pack the different parts into machines according to their resource and traffic demands. Although heuristics could be applied in a realistic context as they don’t require a high computational power, they may stack at a local optimum and as a result, they may have difficulties in providing a good performance.

Finally, we have Artificial Intelligence-based techniques. In this class, we are mainly focusing on the adoption of Reinforcement Learning for the optimization of resource allocation designs. In [8], a placement solution based on Deep Reinforcement Learning (DRL) was introduced and was combined with a dedicated optimization heuristic. The authors’ aim was to accelerate the learning process and gain in resource...
usage when compared to other state-of-the-art approaches. This technique is proven to perfectly work with multi-objective goals but it’s not easy to adopt it at an industrial level, as the performance of the solution is not guaranteed.

B. Multi-objective Approaches

In [9], an heuristic and a machine learning-based VM allocation method were proposed. The authors present a novel hyper-heuristic algorithm that exploits the benefits of both methods by dynamically finding the best one, according to a user-defined metric.

To easily adapt to various objectives effectively, Non Dominated Sorting Genetic Algorithm II (NSGA-II) was used in many research papers, such as [10]. In [11], a genetic algorithm was also introduced in order to improve the performance of micro-service-based applications in Edge Computing. Firstly, by preventing performance degradation caused by resource contention. Secondly, by increasing the application’s availability as a means of avoiding SLA violations.

To summarize, Genetic Algorithms are very powerful for multi-objective optimization problems. But, the stopping criterion is not clear, the exploration may not be very efficient (i.e., exploration of non-viable solutions), and in some cases, it may suffer from premature convergence.

III. GRASP-BASED ALGORITHM FOR EFFICIENT PLACEMENT OF VNFs

A. Problem Statement

The main problem we are concerned with in this paper is the placement of a batch of Virtual Network Requests (VNRs) on a substrate network. Each VNR is composed of Virtual Network Functions (VNFs) with CPU, RAM, and Storage demands. Some of these VNFs also have placement constraints such as enabling the Huge Page flag or the fact that they must be placed on a host that contains a specific SRIOV (Single Root Input/Output Virtualization) network interface card. These VNFs are also interconnected by links with bandwidth demands.

In addition, the substrate network has a predefined number of nodes, each one having limited resources in terms of CPU, RAM, and Storage. It might also have the Huge Page flag enabled and might have an SRIOV card integrated.

In the VNE problem, we cannot place two VNFs of the same VNR in the same host. To deploy a VNR, all of its VNFs and links between them need to be placed.

To address this problem, we propose to use the GRASP meta-heuristic, whose principles are recalled in the sequel.

B. GRASP Algorithm Overview

The Greedy Randomized Adaptive Search Procedure (also known as GRASP) is a meta-heuristic algorithm commonly applied to combinatorial optimization problems [4]. GRASP typically consists of iterations made up of successive constructions of a greedy randomized solution and its subsequent iterative improvements using a local Search.

The greedy randomized solutions are generated by adding elements to the problem’s solution set from a list of possibilities ranked by a greedy function according to the quality of the solution they will achieve. To obtain variability in the candidate set of greedy solutions, well-ranked candidate elements are often placed in a restricted candidate list (RCL), and chosen at random (uniformly) when building up the solution.

The power of this technique relies on its exploration space of possible solutions. It has a parameter called Exploration Factor defined by the user. Thus, it will consider many solutions and it will try to find the best one. Here, only viable solutions are considered, unlike genetic algorithms in which the exploration is much larger. Compared to other heuristics like First-Fit, which places the services on the first node satisfying the resources’ requirements, a fitness function is used, in order to choose among a list of possibilities (candidates).

C. Proposed Algorithm Principles

Unlike a genetic algorithm which is generic enough to tackle any problem, GRASP requires an important adaptation effort because the construction of the solution requires a precise knowledge of the problem to be solved.

To better explain our approach, we present the proposed algorithm functioning in detail. As explained in Algorithm 1, a GRASP algorithm contains mainly two steps. The first one is to construct a solution. This greedily constructed solution is the input for the second step, which will try to find a better solution in the neighborhood of the constructed solution, based on some criteria. In our case, we define revenue to cost R/C as the choice criteria of the best solution. Finally, system and network resources are updated on the substrate node.

Algorithm 1: GRASP Algorithm for VNRs placement

```
1: function GRASP(SN, VNR, λ)
2: NodesPlaced ← False
3: LinksPlaced ← False
4: bCost ← 0
5: for k ← 0 to nbNodes do
6:   valid, sol, cost ← solConstruction(λ, VNF)
7:   if valid then
8:     NodesPlaced ← True
9:     LinksPlaced ← True
10:   else
11:     return {}, bCost
12: end if
13: end for
14: valid, bCost, bSol ← LocalSearch(VNR, sol, cost)
15: if valid then
16:   updateResources(bSol)
17: end if
18: return bSol, bCost
19: end function
```

The construction phase of the GRASP algorithm, starts by choosing randomly a VNF from the VNE. Then, it filters the
nodes of the substrate nodes regarding the constraints of this VNF. After that, it randomly chooses a feasible host node because we can’t calculate the R/C for the first VNF.

To place the second VNF, we do the same as for the first, but here we have to compute the R/C for all the candidate solutions. This R/C rate is calculated based on the placement of the first VNF.

So, we have a list of candidate solutions $C$ with their costs $c(.)$. Each solution $e$ with its cost that satisfies the following equation is placed in the RCL.

$$c(e) \geq C_{\text{max}} + \lambda(C_{\text{min}} - C_{\text{max}}), \text{ with } \lambda \in [0, 1].$$

When the greediness value $\lambda = 0$, the solution is purely greedy (as we are selecting only the best solutions with cost $C_{\text{max}}$) and if $\lambda = 1$, the solution is purely random (as we are selecting all the solutions, since $C_{\text{min}}$ is the lowest cost solution).

Finally, the Construction Phase function returns a randomly chosen solution from the RCL. The Local Search phase of the GRASP algorithm starts by filtering the directly connected nodes with the substrate node of the constructed solution. Then, it calculates the placement cost for each candidate solution. If it can’t find a better solution, the first constructed solution is returned. After that, the function returns the best solution with the maximum R/C and its cost.

This process can be repeated several times to find better solutions. Indeed, the random aspect of the algorithm means that each iteration explores new solutions.

IV. PERFORMANCE EVALUATION OF THE GRASP-BASED ALGORITHM

A. Simulation Settings

We assume a placement request for a batch of services. Each simulation will run the placement of 10 services and then will increase the number of services until reaching 200 requests. We considered only 5 iterations, and the different experiences were repeated 20 times to build confidence intervals.

The demands of a request in system and network resources are randomly generated. The special taints of Srov and Huge Page are generated with a fixed probability of 0.3. Also, each node of the substrate network would have these taints randomly, with the same probability.

The system and network capacities were the same during all the simulations. In fact, our goal here is not to compare the approaches in different load conditions.

To run the simulations and judge the performance of our approach, we developed our own python simulator. Besides, to save room, we show only the results for the BtEurope topology which contains 24 nodes interconnected by 37 edges. The results obtained for other network topologies of the same nature were very similar.

The experiments were made with the same graph configurations and the same capacity constraints in terms of CPU, RAM, Storage and Bandwidth (BW).

We compared our algorithm with the First-Fit heuristic in four different cases when VNRs are composed of 3, 4, 5, and 6 VNFs. We wanted to see the impact of the complexity of the request on the placement decisions made by the algorithm. Our First-Fit algorithm, unlike other standalone First-Fit algorithms, chooses a solution after filtering the nodes of the substrate network. It doesn’t explore non-viable solutions. Thus, it will provide significantly better results than the original algorithm.

B. Simulation results

After running the simulations, we computed confidence intervals for all the results and added them to the plots.

1) Success rate comparison: First we compare the simulation results in terms of placement Success Rate (or acceptance rate) of the GRASP-based algorithm with greediness values $\lambda = \{0.0, 0.5, 1.0\}$ against First-Fit. It’s the number of successfully placed services for a batch of generated virtual network requests over the total number of generated services to be placed.

Figure 1 shows that our algorithm performs better with VNRs containing 3 VNFs in terms of acceptance rate. We can see that the greediness value $\lambda$ has only a slight impact on the performance of our algorithm.

Finally, Figure 2 shows a better illustration of the domination of our GRASP-based solution with its different values of $\lambda$ against the modified First-Fit heuristic. Obviously, our approach gains especially when dealing with more complex VNRs with 5 or 6 VNFs.

2) R/C rate comparison: To further evaluate the performance of our algorithm, we compare the variance of the Revenue to Cost metric against the number of services to place. The R/C ratio is defined as $\text{R/C} = \frac{\text{requiredBW}}{\text{usedBW}}$. It is calculated based on the network resources’ consumption when the VNR is successfully placed. It means that it computes the VNR request in bandwidth over the actually used bandwidth when it is placed. So, a perfect placement of a virtual link will use one substrate link. Making a maximum and optimal value for R/C = 1.
because the construction of the solution is greedy as we try to optimize the Revenue to Cost metric when moving to the next VNF to place.

V. CONCLUSIONS

The problem of network slicing, and more specifically, Virtual Network Embedding, or VNE, remains a very active topic in 5G and post-5G networks. In this paper, we proposed a GRASP-based algorithm for VNE, and an enhanced First-Fit strategy. These two algorithms were applied after a filtering step, allowing to reduce the exploration space. This last step is inspired by the functioning of an orchestrator like Kubernetes (with a filtering step, then scoring). The results show that our algorithm largely dominates the enhanced First-Fit heuristic in terms of R/C and in terms of acceptance rate.

The algorithm introduced in this paper can be improved by enhancing its construction phase by means of a deep learning strategy or by implementing a new heuristic for the restricted candidate list of solutions. This will be explored in future work.
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