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Abstract—In this paper we study online caching problems
where predictions of future requests, e.g., provided by a machine
learning model, are available. We consider different optimistic
caching policies which are based on the Follow-The-Regularized-
Leader algorithm and enjoy strong theoretical guarantees in
terms of regret. These new policies have a higher computational
cost than classic ones like LRU, LFU, as each update of the
cache state requires to solve a constrained optimization problem.
We study then their performance when the cache is updated less
frequently in order to amortize the update cost over time or over
multiple requests.

Index Terms—caching, online optimization, predictions,
batched requests

I. INTRODUCTION

Caching systems represent one of the most deeply studied
research areas that span from the design of CPU hardware
to the development of caching services in cloud computing,
e.g., elastic caching systems for cloud and edge [1], [2]. The
main objective of such systems is to reduce specific costs
for the users, the network operator or the caching service
provider. Caching policies have been studied under various
assumptions on the arrival process of file requests. Recently
online learning theory has been proposed to deal with caching
settings where requests do not exhibit a regular pattern, and
can be thought to be selected by an adversary [3]–[5]. Such
an approach for the requests modeling stands in contrast to
traditional stochastic models which can fail, e.g., in cases of
small users’ populations [6].

Online caching has been studied in the online convex
optimization (OCO) framework [7] starting from the work [3].
In this setting, the main objective is to design algorithms
that minimize the regret, i.e., the difference between the
cost incurred by the proposed solution and the cost of the
optimal offline static solution that has complete knowledge of
future requests over a fixed time horizon. Later contributions
analyzed other online learning algorithms [8] and provided
new lower bounds on the regret [4].

Nowadays, thanks to the huge availability of data and
resources in cloud systems, reliable predictions for future
requests can be generated by machine learning (ML) mod-
els [9], [10]. Online algorithms that rely on such predictions
are called optimistic [11], [12]. References [11], [13] provide
example of optimistic online algorithms based on the Follow-
The-Regularized-Leader (FTRL) and Online Mirror Descent
(OMD) frameworks [7]. Mhaisen et al. [12] presented one
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of the first applications of optimistic online algorithms to a
caching problem. They proved that predictions, even if not
perfectly accurate, can improve the performance of online
algorithms. They designed an optimistic FTRL algorithm that
operates on single requests requiring the cache to be updated
each time a new file request is received. These updates are
computationally very expensive, as they require to solve a con-
strained optimization problem, and can limit the applicability
of online caching policies. To amortize the update cost over
time and over multiple requests a batched approach can be
adopted, where the caching system serves each request as it
arrives, but updates the cache less frequently on the basis of
the batch of requests collected since the last update [8]. We
stress that the batched approach does not cause any additional
delay for the user.

In this paper, we propose optimistic online caching policies
able to work on batches of requests. Our main contributions
are the following:
1) We present a batched version of the optimistic caching
policy in [12] and prove that it still enjoys sublinear regret.
2) We introduce a new optimistic batched caching policy based
on the per-component-based algorithm in [11].
3) We analytically characterize under which conditions each
of these two caching policies outperforms the other.
4) We determine when a batched operation provides better
performance in terms of regret under different models for the
predictions’ error.
5) We experimentally show, both on stationary traces and
real ones, that our optimistic batched online caching policies
outperform classical caching policies like LRU and LFU
achieving both smaller service cost and per-request compu-
tational cost.

The reminder of this paper is organized as follows. Sec-
tion II introduces the system model and the problem descrip-
tion. In Section III we describe the optimistic caching frame-
work and we present the main algorithms that take into account
predictions: the one presented in [12] and the one we propose.
Section IV presents an analysis of the regret bounds achieved
by the two algorithms and a comparison between the single-
request operation and the batched one. Experimental results
are presented in Section V. Finally, Section VI concludes the
paper.

II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

A. System Model

We consider the same system’s setting described in [8].
The system receives requests for equal-size files in the catalog



N = {1, 2, . . . , N}. File requests are served by a single local
cache or by a remote server. In particular, a request for a
file i ∈ N can be served by the cache for free or by a
remote server incurring a per-file dependent cost wi ∈ R+

(more details about our cost model below). This cost can be
related to the time needed to retrieve the file from a remote
server, or be a monetary cost due to the utilisation of a third-
party infrastructure for the file retrieval. We do not make any
assumption on the requests arrival process, i.e., we analyse the
system in an adversarial online setting where the requests can
be thought as generated by an adversary trying to deteriorate
system’s performance.
Cache State. The local cache has finite capacity k ∈
{1, . . . , N}, and it can store arbitrary fractions of files from
the catalog as in [3], [12], [14]. We denote as xt,i ∈ [0, 1] the
fraction of file i stored in the cache at time t. The cache state,
at time t, is then represented by the vector xt = [xt,i]i∈N
belonging to the set

X =

{
x ∈ [0, 1]N |

∑
i∈N

xi = k

}
.

The set X is the capped simplex defined by the capacity
constraint of the local cache. It is sometimes convenient to
express the cache capacity as a fraction of the catalog size,
i.e., k = αN , where α ∈ [0, 1].
Cache Updates. Caching decisions are taken after batches
(potentially of different sizes) of requests have been served.
Formally, at each time-slot t = 1, . . . , T the system collects Rt

requests from the users and then it may updates the cache state.
The request process can then be represented as a sequence of
vectors rt = (rt,i ∈ N : i ∈ N ), ∀t, where rt,i denotes the
number of requests for file i in the t-th timeslot. The request
process belongs then to the set

R =

{
rt ∈ NN , t = 1, . . . , T |

∑
i∈N

rt,i = Rt

}
.

For some results we will rely on the following additional
assumption:

Assumption 1. Every batch contains the same number of
requests (i.e., Rt = R for all t ∈ 1, . . . , T ) and the number of
requests for each file within the batch is bounded by h (i.e.,
rtn ∈ {0, . . . , h}).
Cost Function. For each new batch of requests rt the system
pays a cost proportional to the missing fraction (1− xt,i) for
each file i ∈ N from the local cache. More formally:

frt(xt) =

N∑
i=1

wirt,i(1− xt,i). (1)

The sum is weighted by the cost wi and by the number of
times rt,i file i is requested in the batch rt.
Predictions. Predictions for the next batch of requests can be
the output of a ML model such as a neural network. Such
prediction models can be similar to those used in streaming
services like Netflix to provide recommendations to users on
the basis of their history view [9]. We assume that the predictor
provides an estimate for the number of requests for each file in
the next time-slot. We indicate with r̃t+1,i the prediction of the

number of requests for file i at time t+ 1. It is then possible
to directly estimate the gradient of the cost function in that
time-slot. More formally, we denote by g̃t+1 the prediction
of gt+1 = ∇frt+1

(xt+1), the gradient of the cost function at
time t+ 1, where g̃t+1,i = −wir̃t+1,i.

B. Online Caching Problem

We can fit our caching problem in the Online Convex
Optimization (OCO) framework [15], [16], where a learner
(in our case the caching system) has to take a decision xt

from a convex set X at each time slot t before the adversary
selects the cost function frt(xt), i.e., the learner changes the
cache state before experiencing the cost. Hence, the main
objective is to devise a caching policy A that, at each time-
slot t, computes the cache state xt+1 for the next time-slot
given the current cache state xt, the whole history up to time
t ((x1, r1), . . . , (xt, rt)), and possibly the predictions for the
next time-slot. As it is common in online learning, the main
performance metric for the caching policy A is the regret
defined as

RT (A) = sup
{r1,...,rT }

{
T∑

t=1

frt(xt)−
T∑

t=1

frt(x
⋆)

}
. (2)

This function denotes the difference between the total cost
obtained by the online policy A over a time horizon T , and the
total cost of the best caching state x⋆ in hindsight , i.e., x⋆ =
argminx∈X

∑T
t=1 frt(x). The supremum in (2) indicates an

adversarial setting for the regret definition, i.e., the regret is
measured against an adversary that generates requests trying to
deteriorate the performance of the caching system. The main
goal in this setting is to design a caching policy A that achieves
sublinear regret, RT (A) = o(T ). This ensures a zero average
regret as T grows implying that the designed policy behaves
on average as the optimal static one.

In what follows, given a sequence of vectors
(y1,y2, . . . ,yt, . . . ), we denote their aggregate sum up
to time t as y1:t ≜

∑t
s=1 ys.

III. OPTIMISTIC CACHING

As highlighted in [12], an optimistic caching policy can
exploit, at each time-slot t, predictions for the requests at
time t + 1 in order to compute the caching state xt+1. The
general scheme for optimistic online caching is described in
Algorithm 1. Given an initial feasible solution x1 ∈ X , the
cache operates at each time-slot t as follows: i) the new
batch of requests rt is revealed; ii) based on the current
cache state xt, the cache incurs the cost frt(xt); iii) the
cache receives the prediction g̃t+1 for the next time-slot, and
iv) based on such predictions and on all the history up to time t
((x1, r1), . . . , (xt, rt)), it computes the next cache state xt+1.

In the OCO literature, algorithms exploiting predictions
are usually variants of the Follow-The-Regularized-Leader
(FTRL) algorithm [11], [17]. The classic Follow-The-Leader
(FTL) algorithm [18] greedily selects the next state in order
to minimize the aggregate cost over the past, i.e., xt+1 :=
argminx∈X

∑t
s=1 frs(x) = argminx∈X g⊺

1:tx, where the last
equality follows from the linearity of the cost functions. The



Algorithm 1: Optimistic Online Caching

Input: N , k, x1 ∈ X
1 for t = 1, . . . , T do
2 Receive the batch of requests rt;
3 Incur cost frt(xt);
4 Receive the new prediction g̃t+1;
5 Compute xt+1 taking into account g̃t+1 and the

history ((x1, r1), . . . , (xt, rt)) according to (3).

linearity of the problem leads FTL to commit to store entirely
some files (i.e., xt+1 ∈ {0, 1}N ), but this can be exploited by
the adversary and leads to a linear regret. The FTRL algorithm
improves the performance of FTL by adding a non-linear
proximal regularization term, which leads to more cautious
updates.1 Let rt(x) be the regularization function used at
time t (to be specified later). The FTRL algorithm’s update
step is given by

xt+1 := argmin
x∈X

{
r1:t(x) + (g1:t + g̃t+1)

⊤x
}
. (3)

As we are going to see, the function to minimize in (3) is a
quadratic function. The Problem 3 can then be solved through
popular solvers like CVX, but the presence of the constraint
x ∈ X makes the update a potentially expensive operation,
motivating the batched operation we propose.

In what follows, we describe two particular FTRL instances
applied to our caching problem. The two instances differ by
the specific regularization function used in (3) for updating
the cache state (line 5 of Algorithm 1).

A. Optimistic Bipartite Caching (OBC)

The first algorithm is called Optimistic Bipartite Caching
(OBC) and was introduced in [12] for a bipartite caching
system with a single request at each time-slot. OBC adopts
as proximal regularizer

rt(x) =
σt

2
∥x− xt∥2, t ≥ 1, (4)

with the following parameters

σt = σ(
√
h1:t −

√
h1:t−1), where ht = ∥gt − g̃t∥2, (5)

and σ ≥ 0. The regularizer r1:t(x) is 1-strongly convex with
respect to the norm ∥x∥(t) =

√
σ1:t∥x∥ whose dual norm we

denote by ∥x∥(t),⋆. The regularizer depends on the Euclidean
distance between the actual gradient gt and the predicted one
g̃t. Qualitatively, if predictions are very accurate, r1:t(x) is
small and then the update in (3) will focus on minimizing the
(predicted) aggregate cost (g1:t+ g̃t+1)

⊺x. On the contrary, if
predictions are not accurate, the regularizer will lead to more
cautious updates. The regularization function can then be inter-
preted as an implicit adaptive learning rate [11]: as gradient
predictions become more accurate the algorithm accelerates
towards the minimum of the aggregate cost (g1:t + g̃t+1)

⊺x.
In the next section, we present theoretical guarantees on the

OBC’s regret for the batched setting considered in this paper.

1A regularizer is proximal if argminx∈X rt(x) = xt.

B. Per-Coordinate Optimistic Caching (PCOC)

Mohri et al. [11, Corollary 2] proposed an FTRL al-
gorithm where the regularization function decomposes over
the coordinates and thus the acceleration occurs on a per-
coordinate basis. In this case, if gradient predictions are more
accurate on certain coordinates, the algorithm will accelerate
the convergence of such coordinates. Here we present a gen-
eralization of this algorithm, called Per-Coordinate Optimistic
Caching (PCOC), which introduces a generic parameter σ in
the definition of the regularization function:

rt(x) =

N∑
i=1

t∑
s=1

σt,i

2
(xi − xs,i)

2, (6)

where σt,i = σ(∆t,i − ∆t−1,i), and ∆s,i =√∑s
a=1(ga,i − g̃a,i)2. The function r0:t(x) is 1-strongly

convex with respect to2

∥x∥2(t) =
N∑
i=1

σ1:t,ix
2
i , with ∥x∥2(t),∗ =

N∑
i=1

x2
i

σ1:t,i
. (7)

IV. PERFORMANCE ANALYSIS

Here we prove theoretical guarantees for the regret bounds
of the algorithms presented in the previous section in the
case of a single cache and multiple requests at each time-slot.
We show that both algorithms enjoy sublinear regrets even if
gradient predictions are inaccurate.

A. Regret bound of OBC with single cache and R requests

We extend the regret bound in [12, Theorem 1] to the case of
batched requests, but we also improve the coefficients taking
into account the capacity constraint.

Theorem IV.1. The regret of OBC is bounded as follows:

RT (OBC) ≤ 2

√√√√2min{k,N − k} ·
T∑

t=1

∥gt − g̃t∥2. (8)

Proof. We start from the inequality in [11, Theorem 1],

RT ≤ r1:T (x
⋆) +

T∑
t=1

∥gt − g̃t∥2(t),⋆, ∀x⋆ ∈ X . (9)

Substituting the regularization functions we obtain

RT ≤ σ

2

T∑
t=1

(
√
h1:t −

√
h1:t−1)∥x⋆ − xt∥2 +

T∑
t=1

ht

σ
√
h1:t

(10)
In our case, as highlighted in [3], the Euclidean diameter of
X is upper bounded by ∆

∥x− xt∥2 ≤ ∆2 ≜ min{2k, 2(N − k)},∀x,xt ∈ X . (11)
Hence, introducing the bound in (10), we obtain

RT ≤ σ

2
∆2

T∑
t=1

(
√
h1:t −

√
h1:t−1) +

T∑
t=1

ht

σ
√
h1:t

≤ σ

4
∆2

√
h1:T +

2

σ

√
h1:T = (

σ

2
∆2 +

2

σ
)
√

h1:T .

(12)

Setting σ = 2/∆ we obtain the desired bound.

2With some abuse of notation we use the same symbols (resp. ∥·∥(t) and
∥·∥(t),∗) to denote the norms and the dual norms for OBC and PCOC. The
interpretation of the symbols should be clear from the context.



Theorem IV.1 shows that the regret bound depends on
the cache size, and on the accuracy in the predictions. The
algorithm enjoys a zero regret if the cache is able to store the
complete catalog, i.e., k = N , or if predictions are perfect,
i.e., g̃t = gt. On the other hand, even if predictions are
imperfect OBC may guarantee sublinear regret, as shown by
the following corollary.

Corollary 1. Under Assumption 1,
RT ≤ 2∥w∥∞

√
2min{k,N − k}TRh = O(

√
T ). (13)

The proof easily follows from ∥g̃t−gt∥2 ≤ ∥w∥2∞Rh under
Assumption 1.

B. Regret bound of PCOC

The following proof follows the steps in [11, Corollary 2],
introducing the adjustable parameter σ ≥ 0 in the definition
of the regularizer 6 and taking into account that xi ∈ [0, 1] for
our caching application.

Theorem IV.2. The regret of PCOC is bounded as follows

RT (PCOC) ≤ 2

N∑
i=1

√√√√ T∑
t=1

(gt,i − g̃t,i)2. (14)

Proof. From [11, Theorem3], applying the regularization func-
tion defined in (6) and the norms defined in (7), we obtain

RT ≤ σ

2

N∑
i=1

T∑
s=1

(∆s,i −∆s−1,i)(xi − xs,i)
2 +

T∑
t=1

∥gt − g̃∥2(t),⋆

(a)

≤ σ

2

N∑
i=1

√√√√ T∑
t=1

(gt,i − g̃t,i)2 +

T∑
t=1

∥gt − g̃∥2(t),⋆

(b)

≤ σ

2

N∑
i=1

√√√√ T∑
t=1

(gt,i − g̃t,i)2 +
2

σ

N∑
i=1

√√√√ T∑
t=1

(gt,i − g̃t,i)2

=

(
σ

2
+

2

σ

) N∑
i=1

√√√√ T∑
t=1

(gt,i − g̃t,i)2, (15)

where (a) follows from (xi − xs,i)
2 ≤ 1 and the results of

the telescopic sum
∑t

s=1 ∆s,i − ∆s−1,i, and (b) from the
application of [19, Lemma 3.5] to

∑T
t=1∥gt − g̃∥2(t),⋆ once

the definition of dual norm in (7) has been applied. For the
minimization of the regret bound we can set σ = 2.

Similar to OBC, PCOC has zero regret under perfect pre-
dictions, and sublinear regret under Assumption 1.

Corollary 2. Under Assumption 1,
RT ≤ 2Nh∥w∥

√
T = O(

√
T ). (16)

The proof follows from (gt,i − g̃t,i)
2 ≤ ∥w∥2h2 under

Assumption 1.

C. Comparison between the two regret bounds

We compare the two bounds presented above in two specific
scenarios for the prediction error: i) a constant error on
each component of the gradient, and ii) a prediction error
proportional to the popularity of the files in the catalog.

In the first case, OBC presents a better bound with respect to
the one obtained by PCOC. In fact, say that |gt,i− g̃t,i| = ϵ for
each i and t, then RT (OBC) = 2

√
2min{k,N − k}NTϵ2 ≤

2N
√
Tϵ2 = RT (PCOC).

In the second case, PCOC may perform better because
it specifically takes into account the heterogeneity of the
prediction error across the components. We deviate here from
the adversarial request model and consider that 1) requests
arrive according to a Poisson process with rate λ, and 2) a
request is for file i with probability pi independently from the
past [20], the algorithm is executed every time unit, and per-
file costs equal 1. In this case, gt,i ∼ Poisson(λpi) for each
i ∈ N . We compute the expected value of the bounds in (8)
and in (14), assuming that the cache can store a fraction α of
the catalog (k = αN ), and g̃t,i = λpi, i.e., we have a perfect
predictors for the expected number of future requests. For the
OBC bound, we obtain

E

2
√√√√2αN

T∑
t=1

N∑
i=1

(gt,i − g̃t,i)2

 ≤

≤ 2

√√√√2αN

T∑
t=1

N∑
i=1

E[(gt,i − g̃t,i)2] =

= 2

√√√√2αN

T∑
t=1

N∑
i=1

λpi = 2

√√√√2αNT

N∑
i=1

λpi . (17)

For the PCOC bound, we obtain

E

 N∑
i=1

√√√√ T∑
t=1

(gt,i − g̃t,i)2

 ≤
N∑
i=1

√√√√ T∑
t=1

E[(gt,i − g̃t,i)2]

= 2

N∑
i=1

√√√√ T∑
t=1

λpi = 2

N∑
i=1

√
Tλpi . (18)

Comparing the two bounds (18) and (17), we find that (18) is a

smaller than (17) when α ≥
(∑N

i=1

√
pi

)2

/(2N
∑N

i=1 pi). If
pi obeys to a Zipf law with exponent β, we can numerically
find from the inequality the minimum value of α such that
the bound of (18) is tighter. In Figure 1 we can notice that
the threshold for α decreases as β increases. In the case of
a uniform popularity distribution (β = 0), OBC outperforms
PCOC unless the cache can store at least half of the catalog.
As the popularity distribution becomes more skewed, PCOC is
expected to perform better than OBC in terms of regret bound,
but for very small caches.

D. Batch Selection
We maintain the Poisson assumption about the request

arrival process and evaluate what is the effect of requests
batching on the regret, focusing on the bound in Theorem IV.1
(the same analysis can be carried out on the bound in The-
orem IV.2). We consider a time interval of duration Θ time
units and that requests are batched every τ time units. We
analyse the expected value of such bound and compare it
against a general batched-requests approach where the caching
decisions are taken every τ among an overall time interval of



Fig. 1: OBC vs PCOC, different regimes for the regret as a
function of the Zipf exponent (β) and the relative cache size
(k = αN ).

Θ time units where a single requests is available at each time.
Looking at the expected value of the regret bound we have:

E
[
RΘ/τ

]
≤ E

2√2min{k,N − k}

√√√√Θ/τ∑
t=1

N∑
i=1

(gt,i − g̃t,i)2

 .

(19)
In this case we have gt,i ∼ Poisson(λiτ). For the predictions
g̃t,i we consider two options: i) they can coincide with the
expected number of future requests, or ii) they coincide with
the requests seen during the previous times-lots.

In the first case, let C = 2
√

2min{k,N − k}. We have

E

C
√√√√Θ/τ∑

t=1

N∑
i=1

(gt,i − g̃t,i)2

 (a)

≤ C

√√√√Θ/τ∑
t=1

N∑
i=1

E [(gt,i − g̃t,i)2] =

= C

√√√√Θ/τ∑
t=1

N∑
i=1

V ar(gt,i) = C

√√√√Θ/τ∑
t=1

N∑
i=1

λiτ = C

√√√√Θ

N∑
i=1

λi,

(20)

where (a) follows from the Jensen’s inequality. The right
hand side of (20) suggests that batching has no effect on the
algorithm’s regret.

In the second case, for t > 1, g̃t,i = gt−1,i = nt,i(τ) ∼
Poisson(λiτ), where nt,i(τ) is the number of arrivals within
the interval [(t− 2)τ, (t− 1)τ ]. The initial prediction is given
by g̃1,i =

ni(τ0)
τ0

, where τ0 is a first warm-up interval. Looking
at the expectation of (gt,i − g̃t,i)

2, we have

E[(gt,i − g̃t,i)
2] =

E[(gt,i − g̃t,i − E[gt,i] + E[gt,i]− E[g̃t,i] + E[g̃t,i])2] =
V ar(gt,i) + V ar(g̃t,i) + (E[gt,i]− E[g̃t,i])2 =

=

{
2λiτ, t > 1

λiτ + ( τ
τ0
)2λiτ0, t = 1.

(21)

Summing all the terms over N and Θ/τ , we obtain

N∑
i=1

Θ/τ∑
t=1

E[(gt,i−g̃t,i)
2] =

N∑
i=1

Θ− τ

τ
2λiτ+λiτ+m2τ2, (22)

where m2 = λiτ0
τ2
0

. Under these predictions, there is indeed an
optimal timescale τ∗ for batching, that is τ∗ = min{ τ0

2 ,Θ}.
Hence, in case of a good initial prediction (large τ0) we should
select τ = Θ. Otherwise, in case of a less accurate initial
prediction we should choose a smaller value τ = τ0

2 .
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Fig. 2: PCOC vs. OBC

V. NUMERICAL RESULTS

A. Experimental Settings

We evaluated the presented approaches on both synthetic
and real traces. For the synthetic case, we generated stationary
synthetic traces where individual file requests are generated
i.i.d. according to a Zipf distribution with parameter β ∈
{0.3, 0.8, 0.9, 1.2, 1.5} from a catalog of N = 1000 files.
We evaluate the studied solutions against state-of-the-art algo-
rithms over a horizon of I = 105 requests. Batched algorithms
have a constant batch size, i.e., Rt = R with R ∈ {100, 2000}
for synthetic traces, and R ∈ {10, 50, 100, 300, 1000} for the
real trace. The cache size k varies in {10, 50, 100, 600}. The
real trace counts 2 · 104 requests for the N = 103 most
popular files as measured at a given server in Akamai CDN
provider [21]. In all the experiments we set wi = 1,∀i ∈ N ,
the cost in (1) corresponds then to the total number of misses.
Predictions. We implemented two kinds of predictions: i) the
first ones are generated according to g̃t = (1−ξ)gt+ξ R

N , with
ξ ∈ [0, 1]; ii) the second ones are generated as random per-
mutations of the original gradients. The first case interpolates
between perfect predictions (for ξ = 0) and a situation where
all files appear equally popular (for ξ = 1). In the second case,
files’ future popularities are arbitrarily ranked.
Metrics. We compare all the algorithms with respect three
metrics: i) the Average Miss Ratio, i.e., the total cost over
the first t iterations, normalized by Rt; ii) the Time Average
Regret over the first t iterations, and iii) the Amortized Cost,
i.e., the average computational time per request.
Baselines. We compare OBC and PCOC presented in Sec-
tion III against classical online algorithms such as LFU, LRU,
and OGD [3].
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Fig. 3: PCOC vs. Classic Policies

B. Results

PCOC vs. OBC. We compare the two algorithms for different
capacities, i.e., k ∈ {50, 100, 600} and different exponents of
the Zipf distribution, i.e., β ∈ {0.3, 0.8, 1.5} with R = 2000.
As showed in Figure 2, the gap between the performance of
the two solutions is broader when β = 0.3, and the difference
between the two algorithms becomes significant for higher
values of α. This confirms the results of Figure 1 where the
difference between the two regrets becomes more evident as
the cache size increases. In particular when k = 600, i.e.,
the cache can store at least half of the catalog, PCOC clearly
outperforms OBC for all the values of β.
PCOC vs. Classic Policies. Figures 3a and 3b show the
performance of PCOC against classical online algorithms in
cases where β = 0.9, and β = 1.2, with R = 100. We
can notice the benefit of including predictions in the decision
process looking at the lower miss ratio of PCOC against LFU.
PCOC outperforms LFU even for a noisy factor ξ as large
as 0.9 and it is still competitive with LFU when predictions
are randomly scrambled. This confirms the advantage of the
optimistic nature of such algorithms.
Akamai Trace. Figure 4 shows the performance of PCOC on
the Akamai trace. Figure 4a) compares PCOC against OGD,
LFU and LRU. The latter two policies take a decision at
each file request, whilst PCOC and OGD updates the cache
every R = 10 requests. Nevertheless, PCOC outperforms the
classic policies. Furthermore, even in a non-stationary case,
the predictions can help in reducing the miss ratio. Finally,
in Figure 4b), we compare different versions of PCOC that
updates the local cache every R ∈ {50, 100, 300, 500, 1000}
requests. In this experiment k = 10. The amortized cost
vanishes as the value of R increases (since the number of
projections performed in the optimization process diminishes)
at a cost of higher miss ratio. However, this confirms the
applicability of such a batched method with less frequent
updates since the final miss ratio and the time complexity
reached by PCOC with R = 300 and R = 500 are better than
the performance achieved by the most used policies in practice
such as LFU and LRU.

VI. CONCLUSIONS

We presented online optimistic caching algorithms that
enjoy sublinear regret in case of batched requests. First we
studied the conditions where PCOC results to have a better
regret with respect to OBC. Secondly, we showed that the
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Fig. 4: Akamai Trace

per-component based solution (PCOC) outperforms classic
caching policies in different conditions. Finally, we showed
that, over a real trace, a batched approach presents better
performance in terms of final miss ratio and amortized cost
compared to classical caching policies. Future works will study
optimistic versions of other online algorithms, e.g., the Online
Mirror Descent, applied to the caching framework.
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