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Random walk in the complete graph : hitting and cover times

François Castella∗ and Bruno Sericola†

December 27, 2023

Abstract

We consider the moments and the distribution of the hitting and cover times of a random walk in the
complete graph. We study both the time needed to reach any subset of states and the time needed to
visit all the states of a subset at least once. We obtain recurrence relations for the moments of all orders
and we use these relations to analyze the asymptotic behavior of the hitting and cover times distributions
when the number of states tends to infinity.

Keywords : Markov chain; Random walk; Hitting times; Cover times; Complete graph; Moments;
Asymptotic distribution.

1 Introduction

In a random walk, the hitting time of a given subset of states is the first time at which the random walk
reaches one of its states, while the cover time of a given subset of states is the first time at which the random
walk reaches all its states. These random variables are quite important in many areas of distributed systems
and networks. Many applications of random walks on graphs are proposed in [1] as the analysis of electrical
networks which are detailed in [3]. Conversely, electric networks are of great help to obtain expected values
about random walks on graphs that would be more difficult to attain without the electric intuition. They
have been extensively used to analyze particular random graphs, see for instance [11], [12] and the references
therein. Visiting all the nodes of such systems allows the user to collect information about the performance
or the reliabilty of the system. These visits can be made using random walks which are a particular case
of Markov chains, since the transition probabilities from a given node are uniformly distributed among the
number of its neighbours, but they can also be made using general transition probability matrices. Obviously
the visiting time of all the nodes is a critical performance measure. For instance, in the context of graph
theory for social networks, a notion of centrality has been used to assess the relative importance of nodes in
a given network topology and a novel form of centrality based on the second order moments of return times
in random walks was proposed in [8].

Several papers have already been written on both the hitting and cover times and most of these papers
only consider expected values of these random variables. Very interesting surveys on random walks on graphs
are proposed in [9] and [2], while [10] and [16] additionally contains many applications in both computer
science and networks. It is shown in [5] and [4] that the expected cover time in a random walk with n states
is at least (1 − o(1))n ln(n) and at most (4/27 + o(1))n3. In the case of a regular graph, it is at most 2n2,
see [5]. In [7], the authors first prove that for any transition probability matrix, both the expected hitting
time and the expected cover time of the path graph is Ω(n2). They also prove that for some particular
Markov chains called degree-biased random walks, the expected hitting time is O(n2) and the expected
cover time is O(n2 ln(n)). The method proposed in this paper is based on a matrix analysis of the Markov
chain evolution equations. The advantage of our method is that it allows to deal with higher moments and
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with the distribution of the hitting and cover times. This method has been used in [15] to analyze the hitting
times on the lollipop graph which consists of a complete graph (a clique) and a path graph. One end of the
path graph is connected to one vertex of the clique, and its other end is the target vertex for the hitting
times. We have proposed a general recursive way to obtain all the moments of the hitting times on the
lollipop graph and we have used this recursion to analyze the asymptotic behavior of both the moments and
the distribution of the hitting times when the number of nodes tends to infinity.

In this paper, we consider the moments, the distribution and the asymptotic behavior of the hitting and
cover times of a random walk in the complete graph, with and without self-loops. The complete graph or full
mesh topology is expensive to design but it clearly provides a high degree of reliability since the failures of
several edges will not impact communications. It is quite important as for example in the military domain.
Our analysis is based on the general results obtained in [14] for hitting and cover times in general Markov
chains.

The remainder of the paper is organized as follows. In section 2, we recall the general results of [14] on
the analysis of the hitting time and the cover time of a subset of the state space both in terms of distribution
and moments. In section 3, we analyze these results when the graph is a complete graph with self-loops. We
obtain simple recurrence relations to compute all the moments of both the hitting and cover times. We also
give the asymptotic behavior of these moments when the number of states tends to infinity and we deduce
the corresponding asymptotic distributions. We consider in section 4 the case of the complete graph without
self-loops. Section 5 concludes the paper.

2 Basic results

Consider a homogeneous discrete-time Markov chain X = {Xn, n ∈ N} over a finite state space S. We
denote by P the transition probability matrix of X. We suppose that X is irreducible and, for every non
empty subset A of S, we define the hitting time TA of subset A as the first instant at which one state of A
is reached by the Markov chain X, i.e.

TA = inf{n ≥ 0 | Xn ∈ A}.

The irreducibility of X implies that, for every A ⊂ S, TA is finite almost surely. We also define, for every
non empty subset A of S, the cover time CA of subset A as the first instant at which all the states of A have
been reached by the Markov chain X, i.e.

CA = inf{n ≥ 0 | A ⊆ {X0, . . . , Xn}}.

The cover time of the Markov chain X, which is the time needed to reach all the states of S, is simply
denoted by C and is given by C = CS . The complementary subset of A in S, S \ A, is denoted simply by
Ac. The partition {A,Ac} of S induces a decomposition of P into four submatrices as

P =

(
PA PA,Ac

PAc,A PAc

)
,

where matrix PA (resp. PAc) contains the transition probabilities between states of A (resp. Ac) and matrix
PA,Ac (resp. PAc,A) contains the transition probabilities from states of A (resp. Ac) to states of Ac (resp.
A). We also denote by 1 the column vector with all its entries equal to 1, its dimension being specified by
the context. With these notations, we have, for all i ∈ Ac, j ∈ A and ` ≥ 1, see for instance [13],

P{TA = `,XTA
= j | X0 = i} = (P `−1

Ac PAc,A)i,j . (1)

Summing (1) over all j ∈ A, leads to

P{TA = ` | X0 = i} = (P `−1
Ac PAc,A1)i. (2)
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In the same way, summing (1) over all ` ≥ 1, yields

P{XTA
= j | X0 = i} =

∞∑
`=1

(P `−1
Ac PAc,A)i,j =

(
(I − PAc)−1PAc,A

)
i,j
. (3)

From (1), we also obtain

E(TA1{XTA
=j} | X0 = i) =

∞∑
`=1

`(P `−1
Ac PAc,A)i,j =

(
(I − PAc)−2PAc,A

)
i,j
. (4)

Using Theorem 1 of [15], the moments of TA and TA1{XTA
=j} are given, for every r ≥ 1, i ∈ Ac and j ∈ A,

by

E(T r
A1{XTA

=j} | X0 = i) =

r∑
`=1

cr,`

(
(I − PAc)

−(`+1)
PAc,A

)
i,j

(5)

and

E(T r
A | X0 = i) =

r∑
`=1

cr,`

(
(I − PAc)

−`
1

)
i

(6)

where, for every ` = 1, . . . , r,

cr,` = (−1)r
∑̀
j=1

(−1)j
(
`

j

)
jr. (7)

This gives for instance

E(TA | X0 = i) =
(
(I − PAc)−11

)
i
,

E(T 2
A | X0 = i) = −

(
(I − PAc)−11

)
i
+ 2

(
(I − PAc)−21

)
i
,

E(T 3
A | X0 = i) =

(
(I − PAc)−11

)
i
− 6

(
(I − PAc)−21

)
i
+ 6

(
(I − PAc)−31

)
i
,

E(T 4
A | X0 = i) = −

(
(I − PAc)−11

)
i
+ 14

(
(I − PAc)−21

)
i
− 36

(
(I − PAc)−31

)
i
+ 24

(
(I − PAc)−41

)
i
.

Let us now consider the cover time CA of subset A. First of all, for any event u and for any random variable
U , we introduce the notation Pi{u} = P{u | X0 = i} and Ei(U) = E(U | X0 = i). Note that, for every
j ∈ S, we have

C{j} = T{j}.

Moreover, for every ` ≥ 0 and for every i ∈ A, with |A| ≥ 2, we have, by definition of CA,

Pi{CA = `} = Pi{CA\{i} = `}.

We thus only need to consider the case where the initial state belongs to the subset Ac. If α denotes the
initial distribution of X, we get

P{CA = `} =
∑
i∈S

αiPi{CA = `} =
∑
i∈A

αiPi{CA\{i} = `}+
∑
i∈Ac

αiPi{CA = `}.

The distribution of the cover time C of the Markov chain is then given by

P{C = `} =
∑
i∈S

αiPi{C = `} =
∑
i∈S

αiPi{CS\{i} = `}.

The following recursive expression of the distribution of the cover time CA of subset A has been proved
in [14]. For every A ⊂ S such that |A| ≥ 2, i ∈ Ac and ` ≥ 0, we have

Pi{CA = `} =


0 if 0 ≤ ` < |A|

`−|A|+1∑
h=1

∑
j∈A

(Ph−1
Ac PAc,A)i,jPj{CA\{j} = `− h} if ` ≥ |A|.

(8)
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We also obtained in [14] the following recursive expression of the moments of the cover time of subset A
starting from state i ∈ Ac. For every A ⊂ S such that |A| ≥ 2, r ≥ 1 and i ∈ Ac, we have

Ei (Cr
A) = Ei(T

r
A) +

r∑
m=1

(
r

m

)∑
j∈A

Ei(T
r−m
A 1{XTA

=j})Ej(C
m
A\{j}). (9)

In the following sections, we apply these results to the complete graph to obtain the asymptotic behavior
of the moments and distribution of both the hitting and cover times.

3 Analysis of the complete graph with self-loops

A random walk on the complete graph with self-loops is a discrete-time Markov chain on the state space
S = {0, 1, . . . , n− 1}, n ≥ 2, with transition probability matrix P given, for every u, v ∈ S, by Pu,v = 1/n.

3.1 Hitting times on the complete graph with self-loops

Let A be a proper subset of S with k states, that is |A| = k ∈ {1, . . . , n− 1}. The symmetry of the complete
graph implies that the hitting time distribution of subset A is the same for any subset of S containing k
states. We thus simply use the notation Tk for TA. Moreover, we suppose without any loss of generality
that the initial state always belongs to the complementary subset Ac of A. To simplify the notation, using
the symmetry again, we will sometimes drop the initial state because the results remain the same for every
initial state i ∈ Ac.

Using relation (2), we have for every ` ≥ 0 and i ∈ Ac,

Pi{Tk > `} =

∞∑
j=`+1

(P j−1
Ac PAc,A1)i = (P `

Ac1)i.

Since |Ac| = n− k we have PAc1 = (1− k/n)1 which recursively leads to

P `
Ac1 =

(
1− k

n

)`

1 and thus P{Tk > `} =

(
1− k

n

)`

, (10)

which means that Tk is geometrically distributed with parameter k/n. Using relation (6), we have, for every
r ≥ 1,

E(T r
k ) =

r∑
`=1

cr,`

(n
k

)`
, (11)

where the coefficients cr,` have been defined in (7). The first moments of Tk are then given, using (7), by

E(Tk) =
n

k
,E(T 2

k ) =
n(2n− k)

k2
,E(T 3

k ) =
n(6n2 − 6kn+ k2)

k3
,E(T 4

k ) =
n(24n3 − 36kn2 + 14k2n− k3)

k4
.

Since cr,r = r! we obtain, for every fixed value of k,

E(T r
k ) ∼

n−→∞
r!
(n
k

)r
and, from relation (10), we get, for every fixed value of k,

lim
n−→∞

P{kTk/n > t} = e−t,

which means that the sequence of random variables kTk/n converges in distribution, when n tends to infinity,
to a random variable that is exponentially distributed with rate 1.
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3.2 Cover times on the complete graph with self-loops

In the same way, if A is a proper subset of S with k states, that is |A| = k ∈ {1, . . . , n−1} then the symmetry
of the complete graph implies that the cover time distribution of subset A is the same for any subset of S
containing k states. We thus simply use the notation Ck for CA. Moreover, we suppose without any loss of
generality, as we did for the hitting times, that the initial state always belongs to the complementary subset
Ac of A. In the same way, to simplify the notation, using the symmetry again, we will sometimes drop the
initial state because the results remain the same for every initial state i ∈ Ac.

We then have for any initial distribution,

E(C) = Ei(CS\{i}) = Ei(Cn−1) = E(Cn−1).

For every n ≥ 1, we denote by hn the harmonic sum, i.e.

hn =

n∑
k=1

1

k

and we set h0 = 0. The symmetry of the complete graph implies that Ei (Cr
A) has the same value for every

subset A with k states and for every i ∈ Ac. We then write Ei (Cr
A) = E(Cr

k). In the same way, Ej(C
m
A\{j})

is related to a set with k − 1 states and is the same for every j ∈ A, so we write Ej(C
m
A\{j}) = E(Cm

k−1).

Relation (9) can then be written, for k = 1, . . . , n− 1 and r ≥ 1, as

E (Cr
k) = E (T r

k ) +

r∑
m=1

(
r

m

)
E(Cm

k−1)
∑
j∈A

Ei(T
r−m
A 1{XTA

=j})

= E (T r
k ) +

r∑
m=1

(
r

m

)
E(Cm

k−1)E(T r−m
k ). (12)

The following result gives the mean cover time of a subset of states with k states in the complete graph.

Theorem 1 For every k = 1, . . . , n− 1, we have

E(Ck) = nhk.

In particular, when k = n− 1, we have
E(C) ∼

n−→∞
n ln(n).

Proof. Let A be a subset of S with k states. The expected cover time of subset A is given by relation (12)
with r = 1. This gives, using the previous results on the hitting times

E(Ck) = E(Tk) +E(Ck−1) =
n

k
+E(Ck−1).

with E(C1) = E(T1) = n. This simple recursion leads to

E(Ck) = nhk.

By taking k = n− 1, we get E(C) = E(Cn−1) = nhn−1 and thus

E(C) ∼
n−→∞

n ln(n),

which completes the proof.
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Observe that this well-known result can also be obtained using geometric random variables. Indeed, it is
easy to check that

E(C) = E

(
geo

(
n− 1

n

))
+E

(
geo

(
n− 2

n

))
+ · · ·+E

(
geo

(
1

n

))
= nhn−1.

Nevertheless the relations obtained in the proof of Theorem 1 are important because they are needed to get
the next results. In the following theorem we consider the second order moment of the cover time of a subset
of states with k states.

Theorem 2 For every k = 1, . . . , n− 1, we have

E
(
C2

k

)
= n2h2k + n2

k∑
`=1

1

`2
− nhk.

In particular, when k = n− 1, we have

E(C2) ∼
n−→∞

n2 ln2(n).

Proof. Let A be a subset of S with k states. The second order moment of the cover time of subset A is
given by relation (12) with r = 2, that is

E
(
C2

k

)
= E

(
T 2
k

)
+ 2E(Ck−1)E(Tk) +E(C2

k−1).

The previous results on the hitting times and Theorem 1 which give E (Tk) = n/k and E (Ck−1) = nhk−1,
yield

E
(
C2

k

)
=
n(2n− k)

k2
+

2n2hk−1
k

+E
(
C2

k−1
)
,

with E
(
C2

1

)
= E

(
T 2
1

)
= n(2n− 1). This leads to

E
(
C2

k

)
= n

k∑
`=1

2n− `
`2

+ 2n2
k∑

`=2

h`−1
`

= 2n2

(
k∑

`=2

h`−1
`

+

k∑
`=1

1

`2

)
− nhk. (13)

We consider separately the term between parenthesis. Introducing the notation

ψk =

k∑
`=2

h`−1
`

and ϕk =

k∑
`=1

h`
`
,

we have

ψk +

k∑
`=1

1

`2
= ϕk =

k∑
`=1

1

`

∑̀
r=1

1

r
=

k∑
r=1

1

r

k∑
`=r

1

`
=

k∑
r=1

1

r
(hk − hr−1) = h2k −

k∑
r=2

hr−1
r

= h2k − ψk.

It follows that

ψk =
h2k
2
− 1

2

k∑
`=1

1

`2
.

Inserting this relation inside relation (13) leads to

E
(
C2

k

)
= n2h2k + n2

k∑
`=1

1

`2
− nhk.
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By taking k = n− 1, we get

E(C2) = E
(
C2

n−1
)

= n2h2n−1 + n2
n−1∑
`=1

1

`2
− nhn−1 and E(C2) ∼

n−→∞
n2 ln2(n),

which completes the proof.

We now consider the third order moment of the cover time of a subset of states with k states.

Theorem 3 For every k = 1, . . . , n− 1, we have

E
(
C3

k

)
= 3n3

k∑
`=1

h`
`2

+ 3n3
k∑

`=2

h2`−1
`

+ 3n3hk

k∑
`=1

1

`2
− 6n2

k∑
`=1

h`
`

+ nhk.

In particular, when k = n− 1, we have

E(C3) ∼
n−→∞

n3 ln3(n).

Proof. Let A be a subset of S with k states. The third order moment of the cover time of subset A is given
by relation (12) with r = 3, that is

E
(
C3

k

)
= E(T 3

k ) + 3E(Ck−1)E(T 2
k ) + 3E(C2

k−1)E(Tk) +E(C3
k−1),

with E
(
C3

1

)
= E(T 3

1 ). This gives

E
(
C3

k

)
=

k∑
`=1

E(T 3
` ) + 3

k∑
`=2

E(C`−1)E(T 2
` ) + 3

k∑
`=2

E(C2
`−1)E(T`).

All the terms on the right hand side have already been calculated in the previous section on hitting times
and in Theorems 1 and 2. We thus have

E
(
C3

k

)
= n

k∑
`=1

6n2 − 6`n+ `2

`3
+ 3n2

k∑
`=2

(2n− `)h`−1
`2

+ 3n3
k∑

`=2

h2`−1
`

+ 3n3
k∑

`=2

1

`

`−1∑
u=1

1

u2
− 3n2

k∑
`=2

h`−1
`

= 6n3

(
k∑

`=2

h`−1
`2

+

k∑
`=1

1

`3

)
+ 3n3

k∑
`=2

h2`−1
`

+ 3n3
k∑

`=2

1

`

`−1∑
u=1

1

u2
− 6n2

(
k∑

`=2

h`−1
`

+

k∑
`=1

1

`2

)
+ nhk

= 6n3
k∑

`=1

h`
`2

+ 3n3
k∑

`=2

h2`−1
`

+ 3n3

(
hk

k∑
`=1

1

`2
−

k∑
`=1

h`
`2

)
− 6n2

k∑
`=1

h`
`

+ nhk

= 3n3
k∑

`=1

h`
`2

+ 3n3
k∑

`=2

h2`−1
`

+ 3n3hk

k∑
`=1

1

`2
− 6n2

k∑
`=1

h`
`

+ nhk.

By taking k = n− 1, we get

E(C3) = E(C3
n−1) = 3n3

n−1∑
`=1

h`
`2

+ 3n3
n−1∑
`=2

h2`−1
`

+ 3n3hn−1

n−1∑
`=1

1

`2
− 6n2

n−1∑
`=1

h`
`

+ nhn−1.

We denote respectively by An,1, An,2, An,3 and An,4 the four first sums of the right hand side of this
expression. We then have

An,1 =

n−1∑
`=1

h`
`2
.
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Since h`/`
2 ∼
`−→∞

ln(`)/`2 and the Bertrand series
∑

` ln(`)/`2 converges, we have

lim
n−→∞

An,1 = A ≈ 2.404.

Concerning the second sum

An,2 =

n−1∑
`=2

h2`−1
`

,

we observe that h2`/` ∼
`−→∞

ln2(`)/` and the Bertrand series
∑

` ln2(`)/` diverges. Using the fact that the

function ln2(x)/x is decreasing for x > e2, we obtain

n−1∑
`=2

ln2(`)

`
∼

n−→∞

∫ n

1

ln2(x)

x
dx =

ln3(n)

3
.

Hence

An,2 ∼
n−→∞

ln3(n)

3
.

The third sum An,3 verifies

An,3 = hn−1

n−1∑
`=1

1

`2
∼

n−→∞

π2 ln(n)

6
.

The last sum An,4 is the term ϕn−1 already considered in the proof of Theorem 2. It follows that we have

An,4 =

n−1∑
`=1

h`
`

=
h2n−1

2
+

1

2

n−1∑
`=1

1

`2
∼

n−→∞

ln2(n)

2
.

Gathering these four results leads to
E(C3) ∼

n−→∞
n3 ln3(n),

which completes the proof.

More generally, the subsequent Theorem 3 allows for a recursive computation of all the moments of the
cover time of a subset of states with k states. It also gives the asymptotoic behavior of all the moments. It
is based on relation (12). To prove this theorem, we first need the following lemma which gives a recursive
expression of the Stirling numbers of the second kind. The Stirling numbers of the second kind can be
defined, for r ≥ 1 and ` = 1, . . . , r, by

S(r, `) =
1

`!

∑̀
j=1

(−1)`−j
(
`

j

)
jr. (14)

These numbers are well-known in combinatorial analysis and when r ≤ ` we have, see for instance relation
(12.17) in section II.12 of [6],

S(r, `) =

{
0 if r < `
1 if r = `.

(15)

The following original lemma on the Stirling numbers turns out to be useful in the subsequent analysis.

Lemma 4 For every r ≥ 2 and ` = 2, . . . , r, we have

S(r, `) =
1

`

r−1∑
j=`−1

(
r

j

)
S(j, `− 1). (16)
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Proof. Let r ≥ 2 and ` = 2, . . . , r. From relation (14) we have

1

`

r−1∑
j=`−1

(
r

j

)
S(j, `− 1) =

1

`!

r−1∑
j=`−1

(
r

j

) `−1∑
k=1

(−1)`−1−k
(
`− 1

k

)
kj

=
1

`!

`−1∑
k=1

(−1)`−1−k
(
`− 1

k

) r−1∑
j=`−1

(
r

j

)
kj

Observe that this last sum can be written as

r−1∑
j=`−1

(
r

j

)
kj = (k + 1)r − kr −

`−2∑
j=0

(
r

j

)
kj .

We thus get

1

`

r−1∑
j=`−1

(
r

j

)
S(j, `− 1) =

1

`!

`−1∑
k=1

(−1)`−1−k
(
`− 1

k

)
[(k + 1)r − kr]− 1

`!

`−1∑
k=1

(−1)`−1−k
(
`− 1

k

) `−2∑
j=0

(
r

j

)
kj .

(17)
The term containing the two sums can be written as

1

`!

`−1∑
k=1

(−1)`−1−k
(
`− 1

k

) `−2∑
j=0

(
r

j

)
kj =

1

`!

`−2∑
j=0

(
r

j

) `−1∑
k=1

(−1)`−1−k
(
`− 1

k

)
kj

=
1

`!

`−1∑
k=1

(−1)`−1−k
(
`− 1

k

)
+

`−2∑
j=1

(
r

j

) `−1∑
k=1

(−1)`−1−k
(
`− 1

k

)
kj

 .
Since 1 ≤ j ≤ `− 2, we have from (15),

`−1∑
k=1

(−1)`−1−k
(
`− 1

k

)
kj = 0.

It follows that

1

`!

`−1∑
k=1

(−1)`−1−k
(
`− 1

k

) `−2∑
j=0

(
r

j

)
kj =

1

`!

`−1∑
k=1

(−1)`−1−k
(
`− 1

k

)
=

(−1)`

`!
.

Relation (17) thus becomes

1

`

r−1∑
j=`−1

(
r

j

)
S(j, `− 1) =

1

`!

[
(−1)`−1 +

`−1∑
k=1

(−1)`−1−k
(
`− 1

k

)
(k + 1)r −

`−1∑
k=1

(−1)`−1−k
(
`− 1

k

)
kr

]

=
1

`!

[
(−1)`−1 +

∑̀
k=2

(−1)`−k
(
`− 1

k − 1

)
kr +

`−1∑
k=1

(−1)`−k
(
`− 1

k

)
kr

]

=
1

`!

[
(−1)`−1 +

`−1∑
k=2

(−1)`−k
(
`

k

)
kr + `r + (−1)`−1(`− 1)

]

=
1

`!

[
(−1)`−1 +

∑̀
k=1

(−1)`−k
(
`

k

)
kr − `r − (−1)`−1`+ `r + (−1)`−1(`− 1)

]

=
1

`!

∑̀
k=1

(−1)`−k
(
`

k

)
kr

= S(r, `),

9



which completes the proof.

We are now able to prove the following theorem.

Theorem 5 For every k = 1, . . . , n− 1 and for every r ≥ 1, E(Cr
k) is a r degree polynomial in n, i.e.

E(Cr
k) =

r∑
`=1

a
(k)
r,` n

`.

Moreover, for every ` = 1, . . . , r, we have

a
(k)
r,` ∼

k−→∞
(−1)r+`S(r, `) ln`(k).

In particular, when k = n− 1, we have

E(Cr) ∼
n−→∞

nr lnr(n).

Proof. Let A be a subset of S with k states. The r-th order moment of the cover time of subset A is given
by relation (12), that is

E (Cr
k) = E(T r

k ) +

r∑
m=1

(
r

m

)
E(Cm

k−1)E(T r−m
k )

= E(T r
k ) +

r−1∑
m=1

(
r

m

)
E(Cm

k−1)E(T r−m
k ) +E(Cr

k−1),

with E (Cr
1) = E(T r

1 ). This yields

E (Cr
k) =

k∑
j=1

E
(
T r
j

)
+

r−1∑
m=1

(
r

m

) k∑
j=2

E(Cm
j−1)E(T r−m

j ). (18)

We now proceed by recurrence. For k = 1, we have by relation (11),

E (Cr
1) = E(T r

1 ) =

r∑
`=1

cr,`n
`,

which is a r degree polynomial in n as claimed. Suppose that the result in the theorem is true for indices
i = 1, . . . , r − 1 and j = 1, . . . k − 1, i.e. suppose that

E(Ci
j) =

i∑
u=1

a
(j)
i,un

u, for i = 1, . . . , r − 1 and j = 1, . . . k − 1.

We then have from relation (18) and the results on hitting times

E (Cr
k) =

k∑
j=1

E
(
T r
j

)
+

r−1∑
i=1

(
r

i

) k∑
j=2

E(Ci
j−1)E(T r−i

j )

=

k∑
j=1

r∑
`=1

cr,`

(
n

j

)`

+

r−1∑
i=1

(
r

i

) k∑
j=2

(
i∑

u=1

a
(j−1)
i,u nu

)(
r−i∑
v=1

cr−i,v

(
n

j

)v
)

=

r∑
`=1

cr,` k∑
j=1

1

j`

n` +
r−1∑
i=1

(
r

i

) k∑
j=2

(
i∑

u=1

a
(j−1)
i,u nu

)(
r−i∑
v=1

cr−i,v
jv

nv

)
,
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where the cr,` are given by (7). This formula already establishes that E (Cr
k) is a r degree polynomial in n.

To be able to discuss the value of the a
(k)
r,` , we need to push the computation a bit further. Observe that the

product of the last two parenthesis is the product of two polynomials with different degrees. This product
can be expressed as follows(

i∑
u=1

a
(j−1)
i,u nu

)(
r−i∑
v=1

cr−i,v
jv

nv

)
=

r∑
`=2

 (`−1)∧i∑
t=1∨(`−r+i)

a
(j−1)
i,t

cr−i,`−t
j`−t

n`,

where x ∨ y = max(x, y) and x ∧ y = min(x, y). We thus obtain

E (Cr
k) =

r∑
`=1

cr,` k∑
j=1

1

j`

n` +

r−1∑
i=1

(
r

i

) k∑
j=2

r∑
`=2

 (`−1)∧i∑
t=1∨(`−r+i)

a
(j−1)
i,t

cr−i,`−t
j`−t

n`

=

r∑
`=1

cr,` k∑
j=1

1

j`

n` +

r∑
`=2

r−1∑
i=1

(
r

i

) k∑
j=2

 (`−1)∧i∑
t=1∨(`−r+i)

a
(j−1)
i,t

cr−i,`−t
j`−t

n`. (19)

We are now in position to analyze the coefficients a
(k)
r,` of polynomial E (Cr

k) which are given by (19).

For ` = 1 the coefficient a
(k)
r,1 of n is

a
(k)
r,1 = cr,1

k∑
j=1

1

j
= (−1)r+1hk,

and the coefficient a
(k)
r,` of n` for ` = 2, . . . , r is

a
(k)
r,` = cr,`

k∑
j=1

1

j`
+

r−1∑
i=1

(
r

i

) k∑
j=2

 (`−1)∧i∑
t=1∨(`−r+i)

a
(j−1)
i,t

cr−i,`−t
j`−t

 . (20)

We prove by recurrence that for every r ≥ 1 and ` = 1, . . . , r − 1, we have

lim
k−→∞

a
(k)
r,`

ln`(k)
= (−1)r+`S(r, `),

where S(r, `) are the Stirling numbers of the second kind defined by (14). It is well-known that the Stirling
numbers are positive.

The result is true for ` = 1 since a
(k)
r,1 = (−1)r+1hk, and S(r, 1) = 1.

We consider now the case ` = 2, . . . , r. Suppose that

lim
j−→∞

a
(j)
i,t

lnt(j)
= (−1)i+tS(i, t), for i = 1, . . . , r − 1 and t = 1, . . . i.

Exchanging the sums over j and t in relation (20) leads, for ` = 2, . . . , r, to

a
(k)
r,` = cr,`

k∑
j=1

1

j`
+

r−1∑
i=1

(
r

i

) (`−1)∧i∑
t=1∨(`−r+i)

cr−i,`−t

k∑
j=2

a
(j−1)
i,t

j`−t
.

We decompose the sum over index i in two distinct sums i ≤ `− 2 and i ≥ `− 1. We thus get

a
(k)
r,` = cr,`

k∑
j=1

1

j`
+

`−2∑
i=1

(
r

i

) i∑
t=1∨(`−r+i)

cr−i,`−t

k∑
j=2

a
(j−1)
i,t

j`−t
+

r−1∑
i=`−1

(
r

i

) `−1∑
t=1∨(`−r+i)

cr−i,`−t

k∑
j=2

a
(j−1)
i,t

j`−t
.

11



In the second sum over t, we extract the term corresponding to t = `−1. We obtain since cr−i,1 = (−1)r−i+1

a
(k)
r,` = cr,`

k∑
j=1

1

j`
+

`−2∑
i=1

(
r

i

) i∑
t=1∨(`−r+i)

cr−i,`−t

k∑
j=2

a
(j−1)
i,t

j`−t
+

r−1∑
i=`−1

(
r

i

) `−2∑
t=1∨(`−r+i)

cr−i,`−t

k∑
j=2

a
(j−1)
i,t

j`−t

+ (−1)r
r−1∑

i=`−1

(−1)i−1
(
r

i

) k∑
j=2

a
(j−1)
i,`−1

j
. (21)

We consider separately the four sums over j. Since ` ≥ 2, the first sum over j converges when k tends to
infinity to the Riemann series ζ(`), i.e.

∞∑
j=1

1

j`
= ζ(`) <∞.

The second and third sums over j can be written as

k∑
j=2

a
(j−1)
i,t

j`−t
=

k∑
j=2

a
(j−1)
i,t

lnt(j)

lnt(j)

j`−t
.

The recurrence hypothesis tells us that the ratio a
(j−1)
i,t / lnt(j) converges to (−1)i+tS(i, t) when j tends to

infinity. This implies that this ratio is bounded by constant uniformly in j, i.e. there is a constant βi,t such
that for all j we have ∣∣∣∣∣a

(j−1)
i,t

lnt(j)

∣∣∣∣∣ ≤ βi,t.
We thus have for all k ≥ 2,

k∑
j=2

∣∣∣∣∣a
(j−1)
i,t

j`−t

∣∣∣∣∣ ≤ βi,t
k∑

j=2

lnt(j)

j`−t
.

The series on the right hand side is a converging Bertrand series whenever `− t ≥ 2, a condition that is met
in the second and third sums since t ≤ `− 2. It follows that the second and third sums converge, i.e.

∞∑
j=2

a
(j−1)
i,t

j`−t
<∞.

We now consider the fourth sum over j. Since the sequence a
(j−1)
i,`−1 / ln`−1(j) converges to the non zero value

(−1)i+`−1S(i, ` − 1) when j tends to infinity, it always keeps the same sign as (−1)i+`−1S(i, ` − 1) after a
certain rank.

Observe now that the function f defined by

f(x) =
ln`−1(x)

x

is non negative and decreasing on the interval [e`−1,+∞). We thus have

k∑
j=2

ln`−1(j)

j
∼

k−→∞

∫ k

1

ln`−1(x)

x
dx =

ln`(k)

`
.

It follows that
a
(j−1)
i,`−1

j
=

a
(j−1)
i,`−1

ln`−1(j)

ln`−1(j)

j
∼

j−→∞

(−1)i+`−1S(i, `− 1) ln`−1(j)

j
.

12



The series
∑

j ln`−1(j)/j being divergent we have

k∑
j=2

a
(j−1)
i,`−1

j
∼

k−→∞
(−1)i+`−1S(i, `− 1)

k∑
j=2

ln`−1(j)

j
∼

k−→∞

(−1)i+`−1S(i, `− 1) ln`(k)

`
.

Using these four results in relation (21) and appliyng Lemma 4, we obtain

lim
k−→∞

a
(k)
r,`

ln`(k)
=

(−1)r+`

`

r−1∑
i=`−1

(
r

i

)
S(i, `− 1) = (−1)r+`S(r, `).

By taking k = n− 1, we obtain, since S(r, r) = 1,

E(Cr) = E(Cr
n−1) =

r∑
`=1

a
(n−1)
r,` n` ∼

n−→∞
nr lnr(n),

which completes the proof.

We can now determine the limiting behavior of the distribution of the cover time C = Cn−1.

Theorem 6 For all t ∈ R \ {1}, we have,

lim
n−→∞

P

{
C

n ln(n)
> t

}
=

{
1 if t > 1
0 if t < 1.

Proof. From the second part of Theorem 5, we have for every r ≥ 0,

lim
n−→∞

E

((
C

n ln(n)

)r)
= 1.

Let Z be the constant random variable defined by Z = 1. For every r ≥ 0, we have E(Zr) = 1. Thus the
power series

∑
r≥0E(Zr)xr/r! has a positive radius (equal to +∞). This implies, from Theorem 30.1 of [7],

that the random variable Z is uniquely determined by its moments. It follows from Theorem 30.2 of [7] that

C

n ln(n)

L−−→ Z = 1, as n −→∞,

which means that

lim
n−→∞

P

{
C

n ln(n)
> t

}
=

{
1 if t < 1
0 if t > 1,

which completes the proof.

Observe that the previous theorem does not allow us to conclude when t = 1 because the convergence in
distribution occurs only at the points t for which the limiting distribution is continuous.

We can solve this problem by considering the result of [14], which tell us that in the complete graph with
self-loops we have

P{C > `} =


1 if 0 ≤ ` < n− 1

n−2∑
j=0

(−1)j
(
n− 1

j + 1

)(
n− (j + 1)

n

)`

if ` ≥ n− 1.
(22)

Using this result, we obtain the following limiting distribution which completes the result of Theorem 6
at point t = 1.

13



Theorem 7 For every t ∈ R, we have

lim
n−→∞

P

{
C − n ln(n)

n
> t

}
= 1− exp

(
−e−t

)
,

which is known as the standard Gumbel distribution. At point t = 0, we have

lim
n−→∞

P

{
C

n ln(n)
> 1

}
= 1− e−1 ≈ 0.63212.

Proof. Taking ` = n ln(n) + nt in (22), we obtain

P{C > n ln(n) + nt} =

n−2∑
j=0

(−1)j
(
n− 1

j + 1

)(
n− (j + 1)

n

)n ln(n)+nt

.

Introducing the notation

un,j = (−1)j
(
n− 1

j + 1

)(
n− (j + 1)

n

)n ln(n)+nt

1{j≤n−2},

we have

un,j = (−1)j
(n− 1) · · · (n− (j + 1))

(j + 1)!
exp

(
[n ln(n) + nt] ln

(
1− j + 1

n

))
1{j≤n−2}.

For any fixed j, we have

un,j ∼
n−→∞

(−1)j
nj+1

(j + 1)!
e−(j+1)[ln(n)+t]1{j≤n−2} =

(−1)je−(j+1)t

(j + 1)!
1{j≤n−2}.

We thus have, for every j ≥ 0,

lim
n−→∞

un,j =
(−1)je−(j+1)t

(j + 1)!
.

Moreover, since ln(1− x) ≤ −x for all x ∈ [0, 1), we obtain

|un,j | =
(n− 1) · · · (n− (j + 1))

(j + 1)!
exp

(
[n ln(n) + nt] ln

(
1− j + 1

n

))
1{j≤n−2}

≤ nj+1

(j + 1)!
e−(j+1)[ln(n)+t] =

e−(j+1)t

(j + 1)!

and the series
∑

j≥0 e
−(j+1)t/(j + 1)! is convergent with

∞∑
j=0

e−(j+1)t

(j + 1)!
= exp

(
e−t
)
− 1.

The Lebesgue dominated convergence theorem for series allows us to conclude that

lim
n−→∞

∞∑
j=0

un,j =

∞∑
j=0

(−1)je−(j+1)t

(j + 1)!
= 1− exp

(
−e−t

)
,

which is the complementary standard Gumbel distribution function. Take t = 0 to complete the proof.

Observe that, since the limit Z = 1 is constant, we also have the convergence in probability of C/(n ln(n))
to Z = 1, that is, for any ε > 0

lim
n−→∞

P

{∣∣∣∣ C

n ln(n)
− 1

∣∣∣∣ > ε

}
= 0.
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4 Analysis of the complete graph without self-loops

A random walk on the complete graph without self-loops is a discrete-time Markov chain on the state space
S = {0, 1, . . . , n−1}, n ≥ 2, with transition probability matrix P given, for every u 6= v, by Pu,v = 1/(n−1)
and Pu,u = 0. All the results of this section are close to those of the complete graph with self-loops.

4.1 Hitting times on the complete graph without self-loops

Let A be a proper subset of S with k states, that is |A| = k ∈ {1, . . . , n− 1}. To simplify the notation, using
again the symmetry, we will drop sometimes the initial state because the results remain the same for every
initial state i ∈ Ac.

Using relation (2), we have for every ` ≥ 0 and i ∈ Ac,

Pi{Tk > `} =

∞∑
j=`+1

(P j−1
Ac PAc,A1)i = (P `

Ac1)i.

Since |Ac| = n− k we have PAc1 = (1− k/(n− 1))1 which recursively leads to

P `
Ac1 =

(
1− k

n− 1

)`

1 and thus P{Tk > `} =

(
1− k

n− 1

)`

, (23)

which means that Tk is geometrically distributed with parameter k/(n− 1). Using relation (6), we have, for
every r ≥ 1,

E(T r
k ) =

r∑
`=1

cr,`

(
n− 1

k

)`

, (24)

a relation that is to be compared with relation (11). The first moments of Tk are then given by replacing n
by n− 1 in those obtained for the complete graph with self-loops, i.e. by

E(Tk) =
n− 1

k
,E(T 2

k ) =
(n− 1)(2(n− 1)− k)

k2
,E(T 3

k ) =
(n− 1)(6(n− 1)2 − 6k(n− 1) + k2)

k3
.

In the same way, we have, for every fixed value of k,

E(T r
k ) ∼

n−→∞
r!
(n
k

)r
and lim

n−→∞
P{kTk/n > t} = e−t,

which means that the sequence of random variables kTk/n converges in distribution, when n tends to infinity,
to a random variable exponentially distributed with rate 1.

The results on the cover times are also very close to those on the complete graph with self-loops.

4.2 Cover times on the complete graph without self-loops

Here again, the results on the cover times are also very close to those on the complete graph with self-loops.
We consider the first moments of the cover times.

Theorem 8 For every k = 1, . . . , n− 1, we have

E(Ck) = (n− 1)hk.

In particular, when k = n− 1, we have
E(C) ∼

n−→∞
n ln(n).
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Proof. Let A be a subset of S with k states. The expected cover time of subset A is given by relation (12)
with r = 1. This gives, using the previous results on the hitting times

E(Ck) = E(Tk) +E(Ck−1) =
n− 1

k
+E(Ck−1).

with E(C1) = E(T1) = n−1. This simple recursion simply leads to E(Ck) = (n−1)hk. By taking k = n−1,
we get E(C) = E(Cn−1) = (n− 1)hn−1 and thus

E(C) ∼
n−→∞

n ln(n),

which completes the proof.

Observe that this well-known result can also be obtained using geometric random variables. Indeed, it is
easy to check that

E(C) = E

(
geo

(
n− 1

n− 1

))
+E

(
geo

(
n− 2

n− 1

))
+ · · ·+E

(
geo

(
1

n− 1

))
= (n− 1)hn−1.

In the following theorem we consider the second order moment of the cover time of a subset of states
with k states.

Theorem 9 For every k = 1, . . . , n− 1, we have

E
(
C2

k

)
= (n− 1)2h2k + (n− 1)2

k∑
`=1

1

`2
− (n− 1)hk.

In particular, when k = n− 1, we have

E(C2) ∼
n−→∞

n2 ln2(n).

Proof. It sufficies to follow the same steps of the proof of Theorem 2.

We consider now the third order moment of the cover time of a subset of states with k states.

Theorem 10 For every k = 1, . . . , n− 1, we have

E
(
C3

k

)
= 3(n− 1)3

k∑
`=1

h`
`2

+ 3(n− 1)3
k∑

`=2

h2`−1
`

+ 3(n− 1)3hk

k∑
`=1

1

`2
− 6(n− 1)2

k∑
`=1

h`
`

+ (n− 1)hk.

In particular, when k = n− 1, we have

E(C3) ∼
n−→∞

n3 ln3(n).

Proof. It suffices to follow the same steps of the proof of Theorem 3.

More generally, we have the result of the following theorem which allows a recursive computation of all
the moments of the cover time of a subset of states with k states. It also give the asymptotoic behavior of
all the moments. It is based on relation (12).

Theorem 11 For every k = 1, . . . , n− 1 and for every r ≥ 1, E(Cr
k) is a r degree polynomial in n, i.e.

E(Cr
k) =

r∑
`=1

a
(k)
r,` (n− 1)`.

For every ` = 1, . . . , r, we have

a
(k)
r,` ∼

k−→∞
(−1)r+`S(r, `) ln`(k).

Moreover, we have
E(Cr) ∼

n−→∞
nr lnr(n).
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Proof. It sufficies to consider the polynomial in n− 1 instead of n and to follow the same steps of the proof
of Theorem 5.

We can now determine the limiting behavior of the distribution of the cover time C = Cn−1.

Theorem 12 For all t ∈ R \ {1}, we have,

lim
n−→∞

P

{
C

n ln(n)
> t

}
=

{
1 if t > 1
0 if t < 1.

Proof. It is the same proof as the one of Theorem 6.

Observe that the previous theorem does not allow us to conclude when t = 1 because the convergence in
distribution occurs only at the points t for which the limiting distribution is continuous.

We can solve this problem by considering the result of [14], which tell us that in the complete graph
without self-loops we have

P{C > `} =


1 if 0 ≤ ` < n− 1

n−2∑
j=0

(−1)j
(
n− 1

j + 1

)(
n− 1− (j + 1)

n− 1

)`

if ` ≥ n− 1.
(25)

Using this result, we obtain the following limiting distribution which completes the result of Theorem 12
at point t = 1.

Theorem 13 For every t ∈ R, we have

lim
n−→∞

P

{
C − n ln(n)

n
> t

}
= 1− exp

(
−e−t

)
,

which is known as the standard Gumbel distribution. At point t = 0, we have

lim
n−→∞

P

{
C

n ln(n)
> 1

}
= 1− e−1 ≈ 0.63212.

Proof. The proof is identical to the one of Theorem 7 by using relation (25).

Observe that, since the limit Z = 1 is constant, we also have the convergence in probability of C/(n ln(n))
to Z = 1, that is, for any ε > 0

lim
n−→∞

P

{∣∣∣∣ C

n ln(n)
− 1

∣∣∣∣ > ε

}
= 0.

5 Conclusion

We considered in this paper a random walk on the complete graph and we obtained both the limiting
distribution and the moments of the hitting and cover times of a subset of states of the complete graph.
Further research will be to analyze other particular graphs such as the Barbell graph, the star graph or the
Tadpole graph.
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