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#### Abstract

An elastic-degenerate (ED) string $T$ is a sequence of $n$ sets $T[1], \ldots, T[n]$ containing $m$ strings in total whose cumulative length is $N$. We call $n, m$, and $N$ the length, the cardinality and the size of $T$, respectively. The language of $T$ is defined as $\mathcal{L}(T)=\left\{S_{1} \cdots S_{n}: S_{i} \in T[i]\right.$ for all $\left.i \in[1, n]\right\}$. ED strings have been introduced to represent a set of closely-related DNA sequences, also known as a pangenome. The basic question we investigate here is: Given two ED strings, how fast can we check whether the two languages they represent have a nonempty intersection? We call the underlying problem the ED String Intersection (EDSI) problem. For two ED strings $T_{1}$ and $T_{2}$ of lengths $n_{1}$ and $n_{2}$, cardinalities $m_{1}$ and $m_{2}$, and sizes $N_{1}$ and $N_{2}$, respectively, we show the following:


- There is no $\mathcal{O}\left(\left(N_{1} N_{2}\right)^{1-\epsilon}\right)$-time algorithm, thus no $\mathcal{O}\left(\left(N_{1} m_{2}+N_{2} m_{1}\right)^{1-\epsilon}\right)$-time algorithm and no $\mathcal{O}\left(\left(N_{1} n_{2}+N_{2} n_{1}\right)^{1-\epsilon}\right)$-time algorithm, for any constant $\epsilon>0$, for EDSI even when $T_{1}$ and $T_{2}$ are over a binary alphabet, unless the Strong Exponential-Time Hypothesis is false.
- There is no combinatorial $\mathcal{O}\left(\left(N_{1}+N_{2}\right)^{1.2-\epsilon} f\left(n_{1}, n_{2}\right)\right)$-time algorithm, for any constant $\epsilon>0$ and any function $f$, for EDSI even when $T_{1}$ and $T_{2}$ are over a binary alphabet, unless the Boolean Matrix Multiplication conjecture is false.
- An $\mathcal{O}\left(N_{1} \log N_{1} \log n_{1}+N_{2} \log N_{2} \log n_{2}\right)$-time algorithm for outputting a compact (RLE) representation of the intersection language of two unary ED strings. In the case when $T_{1}$ and $T_{2}$ are given in a compact representation, we show that the problem is NP-complete.
- An $\mathcal{O}\left(N_{1} m_{2}+N_{2} m_{1}\right)$-time algorithm for EDSI.
- An $\tilde{\mathcal{O}}\left(N_{1}^{\omega-1} n_{2}+N_{2}^{\omega-1} n_{1}\right)$-time algorithm for EDSI, where $\omega$ is the exponent of matrix multiplication; the $\tilde{\mathcal{O}}$ notation suppresses factors that are polylogarithmic in the input size.

We also show that the techniques we develop have applications outside of ED string comparison.
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## 1 Introduction

Sequence (or string) comparison is a fundamental task in computer science, with numerous applications in computational biology [24], signal processing [16], information retrieval [7], file comparison [25], pattern recognition [4], security [36], and elsewhere [37]. Given two or more sequences and a distance function, the task is to compare the sequences in order to infer or visualize their (dis)similarities [15].

Many sequence representations have been introduced over the years to account for unknown or uncertain letters, a phenomenon that often occurs in data that comes from experiments [8]. In the context of computational biology, for example, the IUPAC notation [27] is used to represent locations of a DNA sequence for which several alternative nucleotides are possible. This gives rise to the notion of degenerate string (or indeterminate string): a sequence of finite sets of letters [2]. When all sets are of size 1, we are in the special case of a standard string (or deterministic string). Degenerate strings can encode the consensus of a population of DNA sequences [17] in a gapless multiple sequence alignment (MSA). Iliopoulos et al. generalized this notion to also encode insertions and deletions (gaps) occurring in MSAs by introducing the notion of elastic-degenerate string: a sequence of finite sets of strings [26].

The main motivation to consider elastic-degenerate (ED) strings is that they can be used to represent a pangenome: a collection of closely-related genomic sequences that are meant to be analyzed together [42]. Several other, more powerful, pangenome representations have been proposed in the literature, mostly graph-based ones; see the comprehensive survey by Carletti et al. [12] or by Baaijens et al. [5]. Compared to these more powerful representations, ED strings have at least two algorithmic advantages, as they support: (i) fast and simple on-line string matching [23, 13]; and (ii) (deterministic) subquadratic string matching [3, 9, 10].

Our main goal here is to give the first algorithms and lower bounds for comparing two pangenomes represented by two ED strings. ${ }^{1}$ We consider the most basic notion of matching, namely, to decide whether two ED strings, each encoding a language, have a nonempty intersection. Like with standard strings, algorithms for pairwise ED string comparison can serve as computational primitives for many analysis tasks (e.g., phylogeny reconstruction); lower bounds for pairwise ED string comparison can serve as meaningful lower bounds for more powerful pangenome representations such as, for instance, variation graphs [12].

Let us start with some basic definitions and notation. An alphabet $\Sigma$ is a finite nonempty set of elements called letters. By $\Sigma^{*}$ we denote the set of all strings over $\Sigma$ including the empty string $\varepsilon$ of length 0 . For a string $S=S[1] \cdots S[n]$ over $\Sigma$, we call $n=|S|$ its length. The fragment $S[i . . j]$ of $S$ is an occurrence of the underlying substring $P=S[i] \cdots S[j]$. We also say that $P$ occurs at position $i$ in $S$. A prefix of $S$ is a fragment of $S$ of the form $S[1 \ldots j]$ and a suffix of $S$ is a fragment of $S$ of the form $S[i \ldots n]$. An elastic-degenerate string (ED string, in short) $T$ is a sequence $T=T[1] \cdots T[n]$ of $n$ finite sets, where $T[i]$ is a subset of $\Sigma^{*}$. The total size of $T$ is defined as $N=N_{\varepsilon}+\sum_{i=1}^{n} \sum_{S \in T[i]}|S|$, where $N_{\varepsilon}$ is the total number of empty strings in $T$. By $m$ we denote the total number of strings in all $T[i]$, i.e., $m=\sum_{i=1}^{n}|T[i]|$. We say that $T$ has length $n=|T|$, cardinality $m$ and size $N=\|T\|$. An ED string $T$ can be treated as a compacted nondeterministic finite automaton (NFA) with $n+1$ states, numbered $1, \ldots, n+1$, and $m$ transitions labeled by strings in $\Sigma^{*}$. State 1 is starting and state $n+1$ is accepting. For each index $i \in[1, n]$ and string $S \in T[i]$, there is a

[^1]transition from state $i$ to state $i+1$ with label $S$; inspect also Figure 1 for an example. The language $\mathcal{L}(T)$ generated by the ED string $T$ is the language accepted by this compacted NFA. That is, $\mathcal{L}(T)=\left\{S_{1} \cdots S_{n}: S_{i} \in T[i]\right.$ for all $\left.i \in[1, n]\right\}$.


Figure 1 An example of an MSA and its corresponding (non-unique) ED string $T$ of length $n=7$, cardinality $m=11$ and size $N=20$, and the compacted NFA for $T$. The compacted NFA can be seen as a special case of an edge-labeled directed acyclic graph.

We next define the main problem in scope; inspect also Figure 2 for an example.

## ED String Intersection (EDSI)

Input: Two ED strings, $T_{1}$ of length $n_{1}$, cardinality $m_{1}$ and size $N_{1}$, and $T_{2}$ of length $n_{2}$, cardinality $m_{2}$ and size $N_{2}$.
Output: YES if $\mathcal{L}\left(T_{1}\right)$ and $\mathcal{L}\left(T_{2}\right)$ have a nonempty intersection, NO otherwise.

## ED strings

$$
\begin{aligned}
& T_{1}=\{\mathrm{a}\} \cdot\left\{\begin{array}{c}
\mathrm{b} \\
\varepsilon
\end{array}\right\} \cdot\left\{\begin{array}{c}
\mathrm{c} \\
\mathrm{bcd} \\
\varepsilon
\end{array}\right\} \cdot\left\{\begin{array}{c}
\mathrm{de} \\
\mathrm{cde}
\end{array}\right\} \\
& T_{2}=\{\mathrm{a}\} \cdot\left\{\begin{array}{c}
\mathrm{d} \\
\mathrm{bcd} \\
\mathrm{cc}
\end{array}\right\} \cdot\left\{\begin{array}{c}
\mathrm{e} \\
\mathrm{de}
\end{array}\right\}
\end{aligned}
$$

Parameters
$n_{1}=4$
$m_{1}=8 \quad$ abcde
$N_{1}=13 \quad$ accde
$n_{2}=3 \quad$ abcdde
$m_{2}=6 \quad$ ade
$N_{2}=10$

Figure 2 An example of two ED strings $T_{1}$ and $T_{2}$ with their parameters and the intersection of their languages. In this instance, we see that $\mathcal{L}\left(T_{1}\right)$ and $\mathcal{L}\left(T_{2}\right)$ have a nonempty intersection.

Our Results. We assume that the ED strings are over an integer alphabet $\left[1,\left(N_{1}+N_{2}\right)^{\mathcal{O}(1)}\right]$. We make the following specific contributions:

1. In Section 2.1, we give several conditional lower bounds. In particular, we show that there is no $\mathcal{O}\left(\left(N_{1} N_{2}\right)^{1-\epsilon}\right)$-time algorithm, thus no $\mathcal{O}\left(\left(N_{1} m_{2}+N_{2} m_{1}\right)^{1-\epsilon}\right)$-time algorithm and no $\mathcal{O}\left(\left(N_{1} n_{2}+N_{2} n_{1}\right)^{1-\epsilon}\right)$-time algorithm, for any constant $\epsilon>0$, for EDSI even when $T_{1}$ and $T_{2}$ are over a binary alphabet, unless the Strong Exponential-Time Hypothesis (SETH) [11] is false.
2. In Section 2.2, we present other conditional lower bounds. In particular, we show that there is no combinatorial $\mathcal{O}\left(\left(N_{1}+N_{2}\right)^{1.2-\epsilon} f\left(n_{1}, n_{2}\right)\right)$-time algorithm, for any constant $\epsilon>0$ and any function $f$, for EDSI even when $T_{1}$ and $T_{2}$ are over a binary alphabet, unless the Boolean Matrix Multiplication (BMM) conjecture [1] is false.
3. In Section 3 , we show an $\mathcal{O}\left(N_{1} \log N_{1} \log n_{1}+N_{2} \log N_{2} \log n_{2}\right)$-time algorithm for outputting a compact (RLE) representation of the intersection language of two unary ED strings. In the case when $T_{1}$ and $T_{2}$ are given in a compact representation, we show that the problem is NP-complete.
4. In Section 4.1, we show an $\mathcal{O}\left(N_{1} m_{2}+N_{2} m_{1}\right)$-time algorithm for EDSI.
5. In Section 4.2, we show an $\tilde{\mathcal{O}}\left(N_{1}^{\omega-1} n_{2}+N_{2}^{\omega-1} n_{1}\right)$-time algorithm for EDSI, where $\omega$ is the matrix multiplication exponent.

Interestingly, we show that the techniques we develop here have applications outside of ED string comparison. Given a sequence $P=P_{1}, \ldots, P_{n}$ of $n$ standard strings, we define an acronym of $P$ as a string $A=A_{1} \cdots A_{n}$, where $A_{i}$ is a possibly empty prefix of $P_{i}$, for all $i \in[1, n]$. In the Acronym Generation (AG) problem, we are given a set $D$ of $k$ strings of total length $K$ and a sequence $P$ of $n$ strings of total length $N$, and we are asked to say YES if and only if some acronym of $P$ belongs to $D$. In Section 5, we show how our techniques for EDSI can be modified to solve AG in $\mathcal{O}(n K+N)$ time.

Related Work. Apart from its applications to pangenome comparison, EDSI is interesting theoretically on its own as a special case of regular expression (regex) matching. Regex is a basic notion in formal languages and automata theory. Regular expressions are commonly used in practical applications to define search patterns. Regex matching and membership testing are widely used as computational primitives in programming languages and text processing utilities (e.g., the widely-used agrep). The classic algorithm for solving these problems constructs and simulates an NFA corresponding to the regex, which gives an $\mathcal{O}(M N)$ running time, where $M$ is the length of the pattern and $N$ is the length of the text. Unfortunately, significantly faster solutions are unknown and unlikely [6]. However, much faster algorithms exist for many special cases of the problem: dictionary matching; wildcard matching; subset matching; and the word break problem; see [6] and references therein.

Special cases of EDSI have also been studied. First, let us consider the case when both $T_{1}$ and $T_{2}$ are degenerate strings. In this case, the problem is trivial: EDSI has a positive answer if and only if for every $i, T_{1}[i] \cap T_{2}[i]$ is nonempty. Alzamel et al. [2] studied the case when $T_{1}$ and $T_{2}$ are generalized degenerate strings: for any $i \in\left[1, n_{1}\right]$ and $j \in\left[1, n_{2}\right]$ all strings in $T_{1}[i]$ have the same length $\ell_{1, i}$ and all strings in $T_{2}[j]$ have the same length $\ell_{2, j}$. In the case of generalized degenerate strings, they showed that deciding if $\mathcal{L}\left(T_{1}\right)$ and $\mathcal{L}\left(T_{2}\right)$ have a nonempty intersection can be done in $\mathcal{O}\left(N_{1}+N_{2}\right)$ time. If $T_{2}$ is a standard string, i.e., an ED string with $m_{2}=n_{2}=1$, then we can resort to the results of Bernardini et al. [10] for ED string matching. In particular: there is no combinatorial algorithm ${ }^{2}$ for EDSI working in $\mathcal{O}\left(n_{1} N_{2}^{1.5-\epsilon}+N_{1}\right)$ time unless the BMM conjecture is false; and we can solve EDSI in $\tilde{\mathcal{O}}\left(n_{1} N_{2}^{\omega-1}+N_{1}\right)$ time. Moreover, Gawrychowski et al. [21] provided a systematic study of the complexity of degenerate string comparison under different notions of matching: Cartesian tree matching; order-preserving matching; and parameterized matching.

Similar to ED strings (and to generalized degenerate strings) is the representation of pangenomes via founder graphs. The idea behind founder graphs is that a multiple alignment of few founder sequences can be used to approximate the input MSA, with the feature that each row of the MSA is a recombination of the founders. Like founder graphs, ED strings support the recombination of different rows of the MSA between consecutive columns. Unlike

[^2]
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ED strings, for which no efficient index is probable [22] (and indeed their value is to enable fast on-line string matching), some subclasses of founder graphs are indexable, and a recent research line is devoted to constructing and indexing such structures [18, 35, 38, 39].

## 2 Conditional Lower Bounds

In this section, we show several conditional lower bounds for the EDSI problem. Bounds in the first group (see Section 2.1) are based on the popular Strong Exponential-Time Hypothesis (SETH) [11]; the second group of bounds (see Section 2.2) is based on another popular conjecture, the Boolean Matrix Multiplication (BMM) conjecture [1].

### 2.1 Lower Bounds Based on SETH

We are going to reduce the Orthogonal Vectors (OV, in short) problem to the EDSI problem. In the OV problem we are given a set $V=\left\{v^{1}, \ldots, v^{k}\right\}$ of $k$ binary vectors, each of length $d$, and we are asked to decide whether or not there are any two vectors in $V$ which are orthogonal; i.e., the dot product of the two vectors is zero. The OV conjecture, implied by SETH (see [44]), is the following.

- Conjecture 1 (OV conjecture [44]). The OV problem for $k$ binary vectors, each of length $d=\Theta(\log k)$, cannot be solved in $\mathcal{O}\left(k^{2-\epsilon}\right)$ time, for any constant $\epsilon>0$.

We show the following reduction.

- Theorem 2. Given any set $V=\left\{v^{1}, \ldots, v^{k}\right\}$ of $k$ binary vectors of length $d$, we can construct in linear time two ED strings $T_{1}$ and $T_{2}$ over a binary alphabet such that:
- $T_{1}$ has length, cardinality, and size $\Theta(k d)$;
- $T_{2}$ has length $\Theta(\log k)$, cardinality $\Theta(k)$ and size $\Theta(k d)$; and
- $V$ contains two orthogonal vectors if and only if $T_{1}$ and $T_{2}$ have a nonempty intersection.

Proof. Let $u^{i}=1^{d}-v^{i}$ for all $i \in[1, k]$. For a length- $d$ vector $v$ and $j \in\{1, \ldots, d\}$, by $v_{j}$ we denote the $j$ th component of $v$. We construct $T_{1}$ and $T_{2}$ as follows (see Example 3): ${ }^{3}$

$$
T_{1}=\prod_{i=1}^{k} \prod_{j=1}^{d}\left\{0, u_{j}^{i}\right\}, \quad T_{2}=\prod_{i=0}^{\left\lfloor\log _{2} k\right\rfloor}\left\{0^{d \cdot 2^{i}}, \varepsilon\right\} \cdot V \cdot \prod_{i=0}^{\left\lfloor\log _{2} k\right\rfloor}\left\{0^{d \cdot 2^{i}}, \varepsilon\right\} .
$$

We now show that $\mathcal{L}\left(T_{1}\right)$ and $\mathcal{L}\left(T_{2}\right)$ have a nonempty intersection if and only if there exists a pair of orthogonal vectors in $V$.

- Suppose $v^{a}$ and $v^{b}$ are orthogonal. Then for all $j \in[1, d], v_{j}^{b} \in\left\{0, u_{j}^{a}\right\}$ and hence $v^{b} \in \prod_{j}\left\{0, u_{j}^{a}\right\}$. It follows that

$$
0^{(a-1) d} v^{b} 0^{(k-a) d} \in 0^{(a-1) d} \prod_{j}\left\{0, u_{j}^{a}\right\} 0^{(k-a) d} \subseteq \mathcal{L}\left(T_{1}\right) .
$$

By decomposing $a-1=\sum_{i \in S_{a-1}} 2^{i}$ and $k-a=\sum_{i \in S_{k-a}} 2^{i}$, where for any integer $p$, the set $S_{p}$ contains the positions with a 1 in the binary representation of $p$, we find that

$$
0^{(a-1) d} v^{b} 0^{(k-a) d} \in \prod_{i \in S_{a-1}} 0^{d \cdot 2^{i}} \cdot V \cdot \prod_{i \in S_{k-a}} 0^{d \cdot 2^{i}} \subseteq \mathcal{L}\left(T_{2}\right) .
$$

We conclude that $0^{(a-1) d} v^{b} 0^{(k-a) d} \in \mathcal{L}\left(T_{1}\right) \cap \mathcal{L}\left(T_{2}\right)$.

[^3]- Conversely, suppose that $\mathcal{L}\left(T_{1}\right)$ and $\mathcal{L}\left(T_{2}\right)$ have a nonempty intersection and consider a string $S \in \mathcal{L}\left(T_{1}\right) \cap \mathcal{L}\left(T_{2}\right)$. Let $v^{b}$ be the vector from $V$ which is chosen in $T_{2}$ when constructing $S$. The strings in the sets of $T_{2}$ all have length divisible by $d$. Thus $v^{b}$ starts at an index $(a-1) d+1$ of string $S$ for some integer $a$. Since $S \in \mathcal{L}\left(T_{1}\right)$, we have $v^{b} \in \prod_{j=1}^{d}\left\{0, u_{j}^{a}\right\}$. This implies that $v^{a}$ and $v^{b}$ are orthogonal.
Therefore, solving the orthogonal vectors problem for $V$ is equivalent to checking whether $\mathcal{L}\left(T_{1}\right)$ and $\mathcal{L}\left(T_{2}\right)$ have a nonempty intersection.
- Example 3. Let $k=3, d=2$ and $V=\left\{v^{1}=(1,0), v^{2}=(0,1), v^{3}=(1,1)\right\}$.

We have that $T_{1}=\{0\} \cdot\left\{\begin{array}{l}0 \\ 1\end{array}\right\} \cdot\left\{\begin{array}{l}0 \\ 1\end{array}\right\} \cdot\{0\} \cdot\{0\} \cdot\{0\}$
and $T_{2}=\left\{\begin{array}{c}00 \\ \varepsilon\end{array}\right\} \cdot\left\{\begin{array}{c}0000 \\ \varepsilon\end{array}\right\} \cdot\left\{\begin{array}{l}10 \\ 01 \\ 11\end{array}\right\} \cdot\left\{\begin{array}{c}00 \\ \varepsilon\end{array}\right\} \cdot\left\{\begin{array}{c}0000 \\ \varepsilon\end{array}\right\}$.
One can observe that each string from $\mathcal{L}\left(T_{1}\right) \cap \mathcal{L}\left(T_{2}\right)$ corresponds to a pair of orthogonal vectors from $V$. For example, the string 010000 is in $\mathcal{L}\left(T_{2}\right)$ because $v^{2}=(0,1) \in V$. Since the vector $v^{1}=(1,0) \in V$ is orthogonal to $v^{2}$, one also has $010000 \in \mathcal{L}\left(T_{1}\right)$. This is because the two first segments of $T_{1}$ are constructed to encode any vector which is orthogonal to $v^{1}$.

Note that when $d=\Theta(\log k)$, the length $n_{1}$, the cardinality $m_{1}$ and the size $N_{1}$ of $T_{1}$ are $\mathcal{O}(k \log k)$, whereas $T_{2}$ has length $n_{2}=\mathcal{O}(\log k)$, cardinality $m_{2}=\mathcal{O}(k)$ and size $N_{2}=\mathcal{O}(k \log k)$. Moreover, both ED strings are over a binary alphabet $\Sigma=\{0,1\}$. This implies various hardness results for EDSI. For example, we can see that, for any constant $\epsilon>0$, and an alphabet $\Sigma$ of size at least 2 the problem cannot be solved in

$$
\mathcal{O}\left(\left(N_{1}+N_{2}+n_{1}+n_{2}\right)^{2-\epsilon} \cdot \operatorname{poly}\left(n_{2}\right)\right)
$$

time, conditional on the OV conjecture. By using the fact that $n_{1} \leq m_{1} \leq N_{1}$ and $n_{2} \leq m_{2} \leq N_{2}$, we obtain the following bounds.

- Corollary 4. For any constant $\epsilon>0$, there exists no
- $\mathcal{O}\left(\left(N_{1} N_{2}\right)^{1-\epsilon}\right)$-time
- $\mathcal{O}\left(\left(N_{1} m_{2}+N_{2} m_{1}\right)^{1-\epsilon}\right)$-time
- $\mathcal{O}\left(\left(N_{1} n_{2}+N_{2} n_{1}\right)^{1-\epsilon}\right)$-time
algorithm for the EDSI problem, unless the OV conjecture is false.


### 2.2 Combinatorial Lower Bounds Based on BMM Conjecture

In the Triangle Detection (TD, in short) problem we are given three $D \times D$ Boolean matrices $A, B, C$ and are to check if there are three indices $i, j, k \in[0, D)$ such that $A[i, j]=B[j, k]=C[k, i]=1$. It is known that Boolean Matrix Multiplication (BMM) and TD either both have truly subcubic combinatorial algorithms or none of them do [45]. The BMM conjecture is stated as follows.

- Conjecture 5 (BMM conjecture [1]). Given two $D \times D$ Boolean matrices, there is no combinatorial algorithm for BMM working in $\mathcal{O}\left(D^{3-\epsilon}\right)$ time, for any constant $\epsilon>0$.

Our construction is based on the construction of Bernardini et al. from [10] for ED string matching.

- Theorem 6. If EDSI over a binary alphabet can be solved in $\mathcal{O}\left(\left(N_{1}+N_{2}\right)^{1.2-\epsilon} f\left(n_{1}, n_{2}\right)\right)$ time, for any constant $\epsilon>0$ and any function $f$, then there exists a truly subcubic combinatorial algorithm for TD.
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Proof. Let $D$ be a positive integer and let $A, B$, and $C$ be three $D \times D$ Boolean matrices. Further let $s \leq D$ be a positive integer to be set later. In the rest of the proof, we can assume that $s$ divides $D$, up to adding $\alpha$ rows and columns containing only 0 's to all three matrices, where $\alpha$ is the smallest non-negative representative of the equivalence class $-D \bmod s$.

Let us first construct an ED string $T_{1}=X_{1} X_{2} X_{3}$ over a large alphabet with $n_{1}=3$, where each $X_{p}, p \in\left[1, n_{1}\right]$, contains a string for each occurrence of value 1 in $A, B$ and $C$, respectively. Below $i$ iterates over $[0, D), j$ and $k$ over $\left[0, \frac{D}{s}\right)$, and $x$ and $y$ iterate over $[0, s)$. Moreover, $x, y \in[0, s)$, $v_{i}$ for $i \in[0, D)$, and $a, \$$ are all letters.

- If $A\left[i, x \cdot \frac{D}{s}+j\right]=1$, then $X_{1}$ contains the string $v_{i} x a^{j}$;
- If $B\left[x \cdot \frac{D}{s}+j, y \cdot \frac{D}{s}+k\right]=1$, then $X_{2}$ contains the string $a^{\frac{D}{s}-j} x \$ \$ y a^{\frac{D}{s}-k}$;
- If $C\left[y \cdot \frac{D}{s}+k, i\right]=1$, then $X_{3}$ contains the string $a^{k} y v_{i}$;

The length of each string in each $X_{p}$ is $\mathcal{O}(D / s)$ and the total number $m_{1}$ of strings is up to $3 D^{2}$. Overall, $N_{1}=\mathcal{O}\left(D^{3} / s\right)$.

We construct an ED string $T_{2}$ with $n_{2}=1$ containing the following strings:

$$
P(i, x, y)=v_{i} x a^{\frac{D}{s}} x \$ \$ y a^{\frac{D}{s}} y v_{i} \quad \text { for every } x, y \in[0, s) \text { and } i \in[0, D)
$$

Each string has length $\mathcal{O}(D / s)$ and there are $m_{2}=D s^{2}$ strings, so $N_{2}=\mathcal{O}\left(D^{2} s\right)$.
We use the following fact.

- Fact 7 ([10]). $P(i, x, y) \in \mathcal{L}\left(T_{1}\right)$ if and only if the following holds for some $j, k \in[0, D / s)$ :

$$
A\left[i, x \cdot \frac{D}{s}+j\right]=B\left[x \cdot \frac{D}{s}+j, y \cdot \frac{D}{s}+k\right]=C\left[y \cdot \frac{D}{s}+k, i\right]=1 .
$$

We choose $s=\lfloor\sqrt{D}\rfloor$; then $N_{1}, N_{2}=\mathcal{O}\left(D^{2.5}\right)$ and $n_{1}, n_{2}=\mathcal{O}(1)$. Then indeed an $\mathcal{O}\left(\left(N_{1}+\right.\right.$ $\left.N_{2}\right)^{1.2-\epsilon} f\left(n_{1}, n_{2}\right)$ )-time algorithm for EDSI would yield an $\mathcal{O}\left(D^{3-2.5 \epsilon}\right)$-time algorithm for the TD problem.

Note also that even though the size of the alphabet used above is $\Theta(s+D)=\Theta(D)$, we can encode all letters by equal-length binary strings blowing $N_{1}$ and $N_{2}$ up only by a factor of $\Theta(\log D)$ and, hence, obtain the same lower bound for a binary alphabet.

Both $m_{1}$ and $m_{2}$ in the reduction are $\mathcal{O}\left(D^{2}\right)$, thus an $\mathcal{O}\left(\left(m_{1}+m_{2}\right)^{1.5-\epsilon} f\left(n_{1}, n_{2}\right)\right)$-time algorithm would yield an $\mathcal{O}\left(D^{3-2 \epsilon}\right)$-time algorithm for TD; hence we obtain the following.

- Corollary 8. If EDSI over a binary alphabet can be solved in $\mathcal{O}\left(\left(N_{1}^{1.2}+N_{2}^{1.2}+m_{1}^{1.5}+\right.\right.$ $\left.\left.m_{2}^{1.5}\right)^{1-\epsilon} f\left(n_{1}, n_{2}\right)\right)$ time, for any constant $\epsilon>0$ and any function $f$, then there exists a truly subcubic combinatorial algorithm for TD.


## 3 EDSI: The Unary Case

An ED string is called unary if it is over an alphabet of size 1. In this special case, if both $T_{1}$ and $T_{2}$ are over the same alphabet $\Sigma=\{a\}$, EDSI boils down to checking whether there exists any $b \geq 0$ such that $a^{b}$ belongs to both $\mathcal{L}\left(T_{1}\right)$ and $\mathcal{L}\left(T_{2}\right)$.

Let $T$ be a unary ED string of length $n$ over alphabet $\Sigma=\{a\}$. We define the compact representation $R(T)$ of $T$ as the following sequence of sets of integers:

$$
\forall i \in[1, n] R(T)[i]=\left\{b_{i, 1}, b_{i, 2}, \ldots, b_{i, m_{i}}\right\} \Longleftrightarrow T[i]=\left\{a^{b_{i, 1}}, a^{b_{i, 2}}, \ldots, a^{b_{i, m_{i}}}\right\}
$$

where $b_{i, j} \geq 0$ for all $i \in[1, n]$ and $j \in\left[1, m_{i}\right]$, the cardinality of $T$ is $m=\sum_{i=1}^{n} m_{i}$, and its size is $N=N_{\varepsilon}+\sum_{i=1}^{n} \sum_{j=1}^{m_{i}} b_{i, j}$, where $N_{\varepsilon}$ is the total number of empty strings in $T$.

- Theorem 9. If $T_{1}$ and $T_{2}$ are unary ED strings and each is given in a compact representation, the problem of deciding whether $\mathcal{L}\left(T_{1}\right) \cap \mathcal{L}\left(T_{2}\right)$ is nonempty is NP-complete.

Proof. The problem is clearly in NP, as it is enough to guess a single element for each set in both $T_{1}$ and $T_{2}$, and then simply check if the sums match in linear time. We show the NP-hardness through a reduction from the SUBSET SUM problem, which takes $n$ integers $b_{1}, b_{2}, \ldots, b_{n}$ and an integer $c$, and asks whether there exist $x_{i} \in\{0,1\}$, for all $i \in[1, n]$, such that $\sum_{i=1}^{n} x_{i} b_{i}=c$. SUBSET SUM is NP-complete [30] also for non-negative integers. For any instance of Subset Sum, we set $R\left(T_{1}\right)[i]=\left\{b_{i}, 0\right\}$ for all $i \in[1, n], n_{2}=1$ and $R\left(T_{2}\right)[1]=\{c\}$. Then the answer to the SUBSET SUM instance is YES if and only if $\mathcal{L}\left(T_{1}\right) \cap \mathcal{L}\left(T_{2}\right)$ is nonempty.

In what follows, we provide an algorithm which runs in polynomial time in the size of the two unary ED strings when the latter are given uncompacted.

The set $\mathcal{L}(T)$ can be represented as a set $L(T) \subset \mathbb{N}$ such that $\mathcal{L}(T)=\left\{a^{\ell}: \ell \in L(T)\right\}$. The set $L(T)$ will be stored as a list (without repetitions). We will show how to efficiently compute $L\left(T_{1}\right)$ and $L\left(T_{2}\right)$. Then one can compute $L\left(T_{1}\right) \cap L\left(T_{2}\right)$ in $\mathcal{O}\left(N_{1}+N_{2}\right)$ time, which allows, in particular, to check if $L\left(T_{1}\right) \cap L\left(T_{2}\right)=\emptyset$ (which is equivalent to $\mathcal{L}\left(T_{1}\right) \cap \mathcal{L}\left(T_{2}\right)=\emptyset$ ).

We show the computation for $L\left(T_{1}\right)$. The workhorse is an algorithm from the following Lemma 10 that allows to compute the set $L\left(X_{1} X_{2}\right)$ of concatenation of two ED strings based on their sets $L\left(X_{1}\right), L\left(X_{2}\right)$.

- Lemma 10. Let $X_{1}$ and $X_{2}$ be ED strings. Given $L\left(X_{1}\right)$ and $L\left(X_{2}\right)$ such that $t_{1}=$ $\max L\left(X_{1}\right)$ and $t_{2}=\max L\left(X_{2}\right)$, we can compute $L\left(X_{1} X_{2}\right)$ in $\mathcal{O}\left(\left(t_{1}+t_{2}\right) \log \left(t_{1}+t_{2}\right)\right)$ time.

Proof. For two sets $A, B \subset \mathbb{N}$, by $A+B$ we denote the set $\{a+b: a \in A, b \in B\}$. We then have $L\left(X_{1} X_{2}\right)=L\left(X_{1}\right)+L\left(X_{2}\right)$. Fast Fourier Transform (FFT) [14] can be used directly to compute $L\left(X_{1}\right)+L\left(X_{2}\right)$ in $\mathcal{O}\left(\left(t_{1}+t_{2}\right) \log \left(t_{1}+t_{2}\right)\right)$ time.

- Lemma 11. $L\left(T_{1}\right)$ can be computed in $\mathcal{O}\left(N_{1} \log N_{1} \log n_{1}\right)$ time.

Proof. We apply the recursive algorithm described in Algorithm 1 to $T_{1}$.

## Algorithm 1 Compute- $L(T[1] \cdots T[k])$

if $k=1$ then
Compute $L(T[1])$ naïvely
$i \leftarrow\lfloor k / 2\rfloor$
$L_{1} \leftarrow$ Compute- $L(T[1] \cdots T[i])$
$L_{2} \leftarrow$ Compute- $L(T[i+1] \cdots T[k])$
return $L_{1}+L_{2}$

Let $N_{1, i}=\sum_{x \in L\left(T_{1}\right)[i]} x$ and $t_{1, i}=\max L\left(T_{1}[i]\right)$ for $i \in\left[1, n_{1}\right]$. Obviously, $t_{1, i} \leq N_{1, i}$.
We analyze the complexity of the recursion by levels. For the bottom level, $L\left(T_{1}[i]\right)$ can be computed in $\mathcal{O}\left(N_{1, i}\right)$ time for each $i \in\left[1, n_{1}\right]$, which sums up to $\mathcal{O}\left(N_{1}\right)$. For the remaining levels, we notice that max $L\left(T_{1}[i] \cdots T_{1}[j]\right)=t_{1, i}+\cdots+t_{1, j}$. On each level, the fragments of $T_{1}$ that are considered are disjoint. Thus, the complexity on each level via Lemma 10 is $\mathcal{O}\left(\left(\sum_{i=1}^{n_{1}} t_{1, i}\right) \log \left(\sum_{i=1}^{n_{1}} t_{1, i}\right)\right)=\mathcal{O}\left(N_{1} \log N_{1}\right)$. The number of levels of recursion is $\mathcal{O}\left(\log n_{1}\right) ;$ the complexity follows.

## E. Gabory et al.

- Theorem 12. If $T_{1}$ and $T_{2}$ are unary $E D$ strings, then $L\left(T_{1}\right) \cap L\left(T_{2}\right)$ can be computed in $\mathcal{O}\left(N_{1} \log N_{1} \log n_{1}+N_{2} \log N_{2} \log n_{2}\right)$ time.

Proof. We use Lemma 11 to compute $L\left(T_{1}\right)$ and $L\left(T_{2}\right)$ in the required complexity. Then $L\left(T_{1}\right) \cap L\left(T_{2}\right)$ can be computed via bucket sort.

## 4 EDSI: General Case

Assuming that the two ED strings, $T_{1}$ and $T_{2}$, of total size $N_{1}+N_{2}$ are over an integer alphabet $\left[1,\left(N_{1}+N_{2}\right)^{\mathcal{O}(1)}\right]$, we can sort the suffixes of all strings in $T_{1}[i]$, for all $i \in\left[1, n_{1}\right]$, and the suffixes of all strings in $T_{2}[j]$, for all $j \in\left[1, n_{2}\right]$, in $\mathcal{O}\left(N_{1}+N_{2}\right)$ time [19].

By $\operatorname{LCP}(X, Y)$ let us denote the length of the longest common prefix of two strings $X$ and $Y$. Given a string $S$ over an integer alphabet, we can construct a data structure over $S$ in $\mathcal{O}(|S|)$ time, so that when $i, j \in[1,|S|]$ are given to us on-line, we can determine $\operatorname{LCP}(S[i \ldots|S|], S[j \ldots|S|])$ in $\mathcal{O}(1)$ time [15].

### 4.1 Compacted NFA Intersection

In this section we show an algorithm for computing a representation of the intersection of the languages of two ED strings using techniques from formal languages and automata theory.

- Definition 13 (NFA). A nondeterministic finite automaton (NFA) is a 5-tuple $\left(Q, \Sigma, \delta, q_{0}, F\right)$, where $Q$ is a finite set of states; $\Sigma$ is an alphabet; $\delta: Q \times(\Sigma \cup\{\varepsilon\}) \rightarrow \mathcal{P}(Q)$ is a transition function, where $\mathcal{P}(Q)$ is the power set of $Q ; q_{0} \in Q$ is the starting state; and $F \subseteq Q$ is the set of accepting states.

Using the folklore product automaton construction, one can check whether two NFA have a nonempty intersection in $\mathcal{O}\left(N_{1} \cdot N_{2}\right)$ time, where $N_{1}$ and $N_{2}$ are the sizes of the two NFA [33]. We use a different, compacted representation of automata, which in some special cases allows a more efficient algorithm for computing and representing the intersection.

- Definition 14 (Compacted NFA). An extended transition is a transition function of the form $\delta^{\text {ext }}: Q \times \Sigma^{*} \rightarrow \mathcal{P}(Q)$, where $Q$ is a finite set of states, $\Sigma^{*}$ is the set of strings over alphabet $\Sigma$, and $\mathcal{P}(Q)$ is the power set of $Q$. A compacted NFA is an NFA in which we allow extended transitions. Such an NFA can also be represented by a standard (uncompacted) NFA, where each extended transition is subdivided into standard one-letter transitions (and $\varepsilon$-transitions $), \delta: Q \times(\Sigma \cup\{\varepsilon\}) \rightarrow \mathcal{P}(Q)$. The states of the compacted NFA are called explicit, while the states obtained due to these subdivisions are called implicit.

Given a compacted NFA $A$ with $V$ explicit states and $E$ extended transitions, we denote by $V^{u}$ and $E^{u}$ the number of states and transitions, respectively, of its uncompacted version $A^{u}$. Henceforth we assume that in the given NFA every state is reachable, and hence we have $V^{u}=\mathcal{O}\left(E^{u}\right)$ and $V=\mathcal{O}(E)$.

- Lemma 15. Given two compacted NFA $A_{1}$ and $A_{2}$, with $V_{1}$ and $V_{2}$ explicit states and $E_{1}$ and $E_{2}$ extended transitions, respectively, a compacted NFA representing the intersection of $A_{1}$ and $A_{2}$ with $\mathcal{O}\left(V_{1}^{u} V_{2}+V_{1} V_{2}^{u}\right)$ explicit states and $\mathcal{O}\left(E_{1}^{u} E_{2}+E_{1} E_{2}^{u}\right)$ extended transitions can be computed in $\mathcal{O}\left(E_{1}^{u} E_{2}+E_{1} E_{2}^{u}\right)$ time.
Proof. We start by constructing an LCP data structure over the concatenation of all the labels of extended transitions of both NFA of total size $\mathcal{O}\left(E_{1}^{u}+E_{2}^{u}\right)$. It requires $\mathcal{O}\left(E_{1}^{u}+E_{2}^{u}\right)$ time preprocessing and allows answering LCP queries on any two substrings of such labels in $\mathcal{O}(1)$ time.

path-automaton of $T$


Figure 3 On the left: an ED string; on the right: the corresponding path-automaton.

We construct $B$ a compacted NFA representing the intersection of $A_{1}$ and $A_{2}$.
Every state of $B$ is composed of a pair: an explicit state of one automaton and any explicit or implicit state of the other automaton (or equivalently a state of the uncompacted version of the automaton). Thus the total number of explicit states of $B$ is $\mathcal{O}\left(V_{1}^{u} V_{2}+V_{1} V_{2}^{u}\right)$.

We need to compute the extended transitions of $B$. For a state $(u, v)$ we check every string pair $(P, Q)$, where $P$ iterates over all extended transitions going out of $u$ and $Q$ iterates over all extended transitions going out of $v$ (a transition going out of an implicit state is represented by a suffix of the transition it belongs to). For every pair $(P, Q)$ we ask an $\operatorname{LCP}(P, Q)$ query. If $\operatorname{LCP}(P, Q)$ is equal to one of $|P|,|Q|$ (possibly both), we create an extended transition between $(u, v)$ and the pair of states reachable through those transitions (if one of the transitions is strictly longer, we prune it to the right length, ending it at an implicit state of its input NFA). Otherwise such a transition does not lead to any explicit state of $B$ and thus cannot be used to reach the accepting state; hence we ignore it.

Finally, the starting (resp. accepting) state of $B$ corresponds to a pair of starting (resp. accepting) states of $A_{1}$ and $A_{2}$.

Since any pair representing an explicit state of $B$ contains an explicit state of $A_{1}$ or $A_{2}$, the number of such transition pair checks (and hence also the number of the extended transitions of $B)$ is $\mathcal{O}\left(E_{1}^{u} E_{2}+E_{1} E_{2}^{u}\right)$. Since each such check takes $\mathcal{O}(1)$ time, the construction complexity follows. Note that NFA $B$ may contain unreachable states; such states can be removed afterwards in linear time. The algorithms' correctness follows from the observation that $B^{u}$ is in fact the standard intersection automaton of $A_{1}^{u}$ and $A_{2}^{u}$ with some states, that do not belong to any path between the starting and the accepting states, removed.

We next define the path-automaton of an ED string (inspect Figure 3 for an example).

- Definition 16 (Path-automaton). Let $T$ be an ED string of length $n$, cardinality $m$, and size $N$. The path-automaton of $T$ is the compacted NFA consisting of:
- $V=n+1$ explicit states, numbered from 1 through $n+1$. State 1 is the starting state and state $n+1$ is the accepting state. State $i \in[2, n]$ is the state in-between $T[i-1]$ and $T[i]$.
- $m_{i}$ extended transitions from state $i$ to state $i+1$ labeled with the strings in $T[i]$, for all $i \in[1, n]$, where $E=m=\sum_{i} m_{i}$.
The path-automaton of $T$ accepts exactly $\mathcal{L}(T)$. The uncompacted version of this pathautomaton has $V^{u}=\mathcal{O}(N)$ states and $E^{u}=N$ transitions.

Lemma 15 thus implies the following result.

- Corollary 17. The compacted NFA representing the intersection of two path-automata with $\mathcal{O}\left(N_{1} n_{2}+N_{2} n_{1}\right)$ explicit states and $\mathcal{O}\left(N_{1} m_{2}+N_{2} m_{1}\right)$ extended transitions can be constructed in $\mathcal{O}\left(N_{1} m_{2}+N_{2} m_{1}\right)$ time.
- Theorem 18. EDSI can be solved in $\mathcal{O}\left(N_{1} m_{2}+N_{2} m_{1}\right)$ time. If the answer is YES, a witness can be reported within the same time complexity.

Proof. The path-automaton of an ED string of size $N$ can be constructed in $\mathcal{O}(N)$ time. Given two ED strings, we can construct their path-automata in linear time and apply Corollary 17. By finding any path from the starting to the accepting state in linear time (if it exists), we obtain the result.

Notice that the path-automata representing ED strings, as well as their intersection, are always acyclic, but may contain $\varepsilon$-transitions. In the following we are only interested in the graph underlying the path-automaton, that is the directed acyclic graph (DAG), where every node represents an explicit state and every labeled directed edge represents an extended transition of the path-automaton (inspect also Figure 1).

### 4.2 An $\tilde{\mathcal{O}}\left(N_{1}^{\omega-1} n_{2}+N_{2}^{\omega-1} n_{1}\right)$-time Algorithm for EDSI

In this section, we start by showing a construction of the intersection graph computed by means of Lemma 15 in the case when the input is a pair of path-automata that allows an easier and more efficient implementation. The construction is then adapted to obtain an $\tilde{\mathcal{O}}\left(N_{1}^{\omega-1} n_{2}+N_{2}^{\omega-1} n_{1}\right)$-time algorithm for solving the EDSI problem.

For $x \in\{1,2\}$ by $A_{x}$ we denote the compacted NFA (henceforth, graph $A_{x}$ ) representing the ED string $T_{x}$. By $I_{x}[i]$ we denote the set of implicit states (henceforth, implicit nodes) appearing on the extended transitions (henceforth, edges) between explicit states (henceforth, explicit nodes) $i$ and $i+1$. For convenience, the implicit nodes in the sets $I_{x}[1], \ldots, I_{x}\left[n_{x}\right]$ can be numbered consecutively starting from $n_{x}+2$.

Let $U_{i, j}=\left\{(i, k): k \in\{j\} \cup I_{2}[j]\right\}$ and $U_{i, j}^{\prime}=\left\{(k, j): k \in\{i\} \cup I_{1}[i]\right\}$, for all $i \in\left[1, n_{1}+1\right]$ and $j \in\left[1, n_{2}+1\right]$. As in the construction of Lemma 15 , the union of all $U_{i, j}$ and $U_{i, j}^{\prime}$ is the set of explicit nodes of the intersection graph that we construct; this can be represented graphically by a grid, where the horizontal and vertical lines correspond to $U_{i, j}$ and $U_{i, j}^{\prime}$, respectively (inspect Figure 4a). In particular, we would like to compute the edges between these explicit nodes (inspect Figure 4 b ) in $\mathcal{O}\left(N_{1} m_{2}+N_{2} m_{1}\right)$ time.

Consider an explicit node of the intersection graph; this node is represented by a pair of nodes: one from $A_{1}$ and one from $A_{2}$. We need to consider two cases: explicit vs explicit node; or explicit vs implicit node. Without loss of generality, we consider the first node to be explicit. Let us denote this pair by $(i, k) \in U_{i, j}$, where $i$ is an explicit node of $A_{1}$ and $k$ is a node of $A_{2}$. Let us further denote by $\ell_{1}$ the label of one of the edges going from node $i$ to node $i+1$. For $k$, we have two cases. If $k$ is explicit (i.e., $k=j$ ) then we denote by $\ell_{2}$ the label of one of the edges going from $k$ to $k+1$. Otherwise ( $k$ is implicit), we denote by $\ell_{2}$ the path label (concatenation of labels) from node $k$ to node $j+1$.

As noted in the proof of Lemma 15, an edge is constructed only if $\operatorname{LCP}\left(\ell_{1}, \ell_{2}\right)=$ $\min \left(\left|\ell_{1}\right|,\left|\ell_{2}\right|\right)$. If $\operatorname{LCP}\left(\ell_{1}, \ell_{2}\right)=\left|\ell_{2}\right|<\left|\ell_{1}\right|$ (a prefix of a string in $T_{1}[i]$ is equal to the suffix of a string in $T_{2}[j]$ starting at the position corresponding to node $\left.k \in\{j\} \cup I_{2}[j]\right)$, the edge ends in a node from $U_{i, j+1}^{\prime}$ (Figure 4c). If $\operatorname{LCP}\left(\ell_{1}, \ell_{2}\right)=\left|\ell_{1}\right|<\left|\ell_{2}\right|$ (a whole string from $T_{1}[i]$ occurs in a string from $T_{2}[j]$ starting at the position corresponding to node $k \in\{j\} \cup I_{2}[j]$ ), the edge ends in a node from $U_{i+1, j}$ (Figure 4d). Otherwise ( $\operatorname{LCP}\left(\ell_{1}, \ell_{2}\right)=\left|\ell_{1}\right|=\left|\ell_{2}\right|$; the two strings are equal) the edge ends in $(i+1, j+1)$. Symmetrically (i.e., the second node is explicit), the edge going out of a node from $U_{i, j}^{\prime}$ ends at a node from the same set $U_{i, j+1}^{\prime} \cup U_{i+1, j} \cup\{(i+1, j+1)\}$ (inspect Figure 4b).

(c) The green edge denotes a prefix-suffix match.

(b) The edges.
$U_{3,3} \rightarrow U_{4,3}$

$$
(3, k) \rightarrow\left(4, k^{\prime \prime}\right)
$$

$$
\operatorname{LCP}\left(\ell_{1}, \ell_{2}\right)=\left|\ell_{1}\right|
$$
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(d) The blue edge denotes a full match.

Figure 4 An overview of the edges computed by the algorithm.

We next show how to construct the intersection graph by computing all such edges going out of $U_{i, j}$ or $U_{i, j}^{\prime}$ in a single batch using suffix trees (inspect Figure 5 in Appendix A for an example). This construction allows an easier and more efficient implementation in comparison to the LCP data structure used in the general NFA intersection construction. Let us recall that $\|T\|$ denotes the size of the ED string $T$.

- Lemma 19. For any $i \in\left[1, n_{1}+1\right]$ and $j \in\left[1, n_{2}+1\right]$, we can construct all $K_{i, j}$ edges going out of nodes in $U_{i, j}$ in $\mathcal{O}\left(N_{1, i}+N_{2, j}+K_{i, j}\right)$ time, where $N_{1, i}=\left\|T_{1}[i]\right\|$ and $N_{2, j}=\left\|T_{2}[j]\right\|$, using the generalized suffix tree of the strings in $T_{2}[j]$.

Proof. We first construct the generalized suffix tree of the strings in $T_{2}[j]$ in $\mathcal{O}\left(N_{2, j}\right)$ time [19]. We also mark each node corresponding to a suffix of a string in $T_{2}[j]$ with a $T_{2}$-label. Each such node is also decorated with one or multiple starting positions, respectively, from one or multiple elements of $T_{2}[j]$ sharing the same suffix. For each branching node of the suffix tree, we construct a hash table, to ensure that any outgoing edge can be retrieved in constant time based on the first letter (the key) of its label. This can be done in $\mathcal{O}\left(N_{2, j}\right)$ time with perfect hashing [20]. We next spell each string from $T_{1}[i]$ from the root of the suffix tree
making implicit nodes explicit or adding new ones if necessary to create the compacted trie of all those strings; and, finally, we mark the reached nodes of the suffix tree with a $T_{1}$-label. Spelling all strings from $T_{1}[i]$ takes $\mathcal{O}\left(N_{1, i}\right)$ time.

Every pair of different labels marking two nodes in an ancestor-descendant relationship corresponds to exactly one outgoing edge of the nodes in $U_{i, j}$ : (i) if a node marked with a $T_{2}$-label is an ancestor of a node marked with a $T_{1}$-label, then the suffix of a string from $T_{2}[j]$ matches a prefix of a string from $T_{1}[i]$ forming an edge ending in $U_{i, j+1}^{\prime}$; (ii) if a node marked with a $T_{1}$-label is an ancestor of a node marked with a $T_{2}$-label, then a string from $T_{1}[i]$ occurs in a string from $T_{2}[j]$ extending its prefix and forming an edge ending in $U_{i+1, j} ;$ (iii) if a node is marked with a $T_{1}$-label and with a $T_{2}$-label, then the suffix of a string from $T_{2}[j]$ matches a string from $T_{1}[i]$ forming an edge ending in $(i+1, j+1)$. After constructing the generalized suffix tree of $T_{2}[j]$ and spelling the strings from $T_{1}[i]$, it suffices to make a DFS traversal on the annotated tree to output all $K_{i, j}$ such pairs of nodes.

- Theorem 20. We can construct the intersection graph of $T_{1}$ and $T_{2}$ in $\mathcal{O}\left(N_{1} m_{2}+N_{2} m_{1}\right)$ time using the suffix tree data structure and tree search traversals. ${ }^{4}$

Proof. We apply Lemma 19 for $U_{i, j}$ and $U_{i, j}^{\prime}$, for all $i \in\left[1, n_{1}+1\right]$ and $j \in\left[1, n_{2}+1\right]$. We have that the total number of nodes is $\sum_{i, j} \mathcal{O}\left(N_{1, i}+N_{2, j}\right)=\mathcal{O}\left(N_{1} n_{2}+N_{2} n_{1}\right)$, and then the sum of all output edges is bounded by $\mathcal{O}\left(N_{1} m_{2}+N_{2} m_{1}\right)$ by Corollary 17.

Note that if we are interested only in checking whether the intersection is nonempty, and not in the computation of its graph representation, it suffices to check which of the nodes are reachable from the starting node, which may be more efficient as there are $\mathcal{O}\left(N_{1} n_{2}+N_{2} n_{1}\right)$ explicit nodes in this graph.

Let $X$ be the set of nodes of $U_{i, j}$ that are reachable from the starting node. From this set of nodes we need to compute two types of edges (inspect Figure 4b). The first type of edges, namely, the ones from $X$ to $U_{i, j+1}^{\prime} \cup\{(i+1, j+1)\}$ (green edges in Figure 4b) are computed by means of Lemma 21, which is similar to Lemma 19. For the second type of edges, namely, the ones from $X$ to $U_{i+1, j} \cup\{(i+1, j+1)\}$ (blue edges in Figure 4b), we use a reduction to the so-called active prefixes extension problem [10] (Lemma 23).

- Lemma 21. For any given $X \subseteq U_{i, j}$, we can compute the subset of $U_{i, j+1}^{\prime} \cup\{(i+1, j+1)\}$ containing all and only the nodes that are reachable from the nodes of $X$ in $\mathcal{O}\left(N_{1, i}+N_{2, j}\right)$ time.

Proof. In Lemma 19, the edges from nodes of $U_{i, j}$ to nodes of $U_{i, j+1}^{\prime}$ come from a pair of nodes in the generalized suffix tree of $T_{2}[j]$ : one marked with a $T_{1}$-label and its ancestor marked with a $T_{2}$-label. Notice that the $T_{2}$-labels are in a correspondence with the elements of $U_{i, j}$ (the labels on a proper suffix of a string in $T_{2}$ are in a one-to-one correspondence with $U_{i, j} \backslash\{(i, j)\}$, and $(i, j)$ corresponds to whole strings in $\left.T_{2}[j]\right)$, and hence we can trivially remove the $T_{2}$-labels that do not correspond to the elements of $X$. Furthermore, we are not interested in the set of starting positions decorating a node with a $T_{2}$-label; we are interested only in whether a node is $T_{2}$-labeled or not (i.e., we do not care from which node of $X$ the edge originates). Since the nodes marked with a $T_{1}$-label have in total $N_{1, i}$ ancestors (including duplicates), we can compute the result of this case in $\mathcal{O}\left(N_{1, i}+N_{2, j}\right)$ time in total. Finally, the node $(i+1, j+1)$ is reachable when a single node is marked with both a $T_{1}$-label and a $T_{2}$-label. This can be checked within the same time complexity.

[^4]The remaining edges (blue edges in Figure 4b) are dealt with via a reduction to the following problem:

Active Prefixes Extension (APE)
Input: A string $P$ of length $m$, a bit vector $W$ of size $m$, and a set $\mathcal{S}$ of strings of total length $N$.
Output: A bit vector $V$ of size $m$ with $V[p]=1$ if and only if there exists $P^{\prime} \in \mathcal{S}$ and $p^{\prime} \in[1, m]$, such that $P\left[1 \ldots p^{\prime}-1\right] \cdot P^{\prime}=P[1 \ldots p-1]$ and $W\left[p^{\prime}\right]=1$.

Bernardini et al. have shown the following result in [10].

- Lemma 22 ([10]). The APE problem can be solved in $\tilde{\mathcal{O}}\left(m^{\omega-1}\right)+\mathcal{O}(N)$ time, where $\omega$ is the matrix multiplication exponent.
- Lemma 23. For any given $X \subseteq U_{i, j}$, we can compute the subset of $U_{i+1, j} \cup\{(i+1, j+1)\}$ containing all and only the nodes that are reachable from the nodes of $X$ in $\tilde{\mathcal{O}}\left(N_{1, i}+N_{2, j}^{\omega-1}\right)$ time.

Proof. The problems of computing the subset of $U_{i+1, j}$ reachable from $X$ and the APE problem can be reduced to one another in linear time.

For the forward reduction, let us set $\mathcal{S}=T_{1}[i]$ and $P=\prod_{S \in T_{2}[j]} \$ S$, where $\$$ is a letter outside of the alphabet of $T_{1}$. This means that we order the strings in $T_{2}[j]$, in an arbitrary but fixed way. For a single string $\$ S$ (where $S \in T_{2}[j]$ ), the positions from $S[1 \ldots|S|-1]$ correspond to the implicit nodes (along the path spelling $S$ ) of $I_{2}[j]$, while the position with $\$$ corresponds to the explicit node $j$ of $A_{2}$ and the one with $S[|S|]$ to the explicit node $j+1$ of $A_{2}$. Through this correspondence, we can construct two bit vectors $W$ and $V$, each of them of size $|P|$, and whose positions are in correspondence with $\{j\} \cup I_{2}[j] \cup\{j+1\}$ (note that this correspondence is not a bijection, as the explicit nodes $j$ and $j+1$ have several preimages when $\left.\left|T_{2}[j]\right| \geq 2\right)$. As $U_{i, j} \cup\{(i, j+1)\}$ and $U_{i+1, j} \cup\{(i+1, j+1)\}$ are copies of $\{j\} \cup I_{2}[j] \cup\{j+1\}$, we use the same correspondence to match positions between $W$ and $U_{i, j} \cup\{(i, j+1)\}$ and between $V$ and $U_{i+1, j} \cup\{(i+1, j+1)\}$. Finally, we set $W[k]=1$ if and only if the corresponding node of $U_{i, j}$ belongs to $X$ (for $k$ corresponding to $(i, j+1$ ), we set $W[k]=0$ as such a node cannot belong to $X$ ). After solving APE, we have $V[k]=1$ for some ${ }^{5} k$ corresponding to a node of $U_{i+1, j} \cup\{(i+1, j+1)\}$ if and only if this node is reachable from $X$.

In more detail, observe that since $\$$ does not belong to the alphabet of $T_{1}$, a string $S$ from $T_{1}[i]$ has to match a fragment of a string from $T_{2}[j]$ to set $V[k]$ to 1 . This happens only if additionally $W[k-|S|]=1$; both things happen at the same time exactly when: (i) there exists a node $(i, \ell) \in X$; (ii) there exists an edge from $(i, \ell)$ to $\left(i+1, \ell^{\prime}\right)$; and (iii) the positions $k-|S|$ and $k$ in $P$ correspond to $\ell, \ell^{\prime}$, respectively.

In the above reduction we have $|P|=\sum_{S \in T_{2}[j]}|S|+1=\mathcal{O}\left(N_{2, j}\right)$, and $\|\mathcal{S}\|=N_{1, j}$, hence the lemma statement follows by Lemma 22 .

For the reverse reduction, given an instance of APE, we encode it by setting $T_{1}[i]=$ $\mathcal{S}, T_{2}[j]=\{P\}\left(N_{1, i}=\|\mathcal{S}\|, N_{2, j}=|P|\right)$ and $X$ containing the nodes corresponding to positions $k$ where $W[k]=1$ (the last element of such $X$ is potentially $(i+1, j)$, but we do not care about this corner case of extending the prefix which is already the full string $P$ ).

This reduction shows that a more efficient solution to the problem of finding the endpoints of edges originating in $X$ would result in a more efficient solution to the APE problem.

[^5]- Theorem 24. We can solve EDSI in $\tilde{\mathcal{O}}\left(N_{1}^{\omega-1} n_{2}+N_{2}^{\omega-1} n_{1}\right)$ time, where $\omega$ is the matrix multiplication exponent. If the answer is YES, we can output a witness within the same time complexity.

Proof. It suffices to set the starting node $(1,1)$ as reachable, apply Lemmas 21 and 23 , and their symmetric versions for $U_{i, j}^{\prime}$, for each value of $(i, j) \in\left[1, n_{1}+1\right] \times\left[1, n_{2}+1\right]$ in lexicographical order, with $X$ equal to the set of reachable nodes of $U_{i, j}$ (respectively of $\left.U_{i, j}^{\prime}\right)$; and, finally, check whether node $\left(n_{1}+1, n_{2}+1\right)$ is set as reachable. We bound the total time complexity of the algorithm by:

$$
\sum_{i, j} \tilde{\mathcal{O}}\left(N_{1, i}^{\omega-1}+N_{2, j}^{\omega-1}\right)=\tilde{\mathcal{O}}\left(n_{2} \sum_{i} N_{1, i}^{\omega-1}+n_{1} \sum_{j} N_{2, j}^{\omega-1}\right) \leq \tilde{\mathcal{O}}\left(N_{1}^{\omega-1} n_{2}+N_{2}^{\omega-1} n_{1}\right)
$$

If $\mathcal{L}\left(T_{1}\right) \cap \mathcal{L}\left(T_{2}\right)$ is nonempty, that is, if the node $\left(n_{1}+1, n_{2}+1\right)$ is set as reachable from node $(1,1)$, then we can additionally output a witness of the intersection - a single string from $\mathcal{L}\left(T_{1}\right) \cap \mathcal{L}\left(T_{2}\right)$ - within the same time complexity. To do that we mimic the algorithm on the graph with reversed edges. This time, however, we do not mark all of the reachable nodes; we rather choose a single one that was also reachable from $(1,1)$ in the forward direction. This way, the marked nodes form a single path from $(1,1)$ to $\left(n_{1}+1, n_{2}+1\right)$. The witness is obtained by reading the labels on the edges of this path.

## 5 Acronym Generation

In this section we study a problem on standard strings. Given a sequence $P=P_{1}, \ldots, P_{n}$ of $n$ strings we define an acronym of $P$ as a string $A=A_{1} \cdots A_{n}$, where $A_{i}$ is a (possibly empty) prefix of $P_{i}, i \in[1, n]$. We next formalize the Acronym Generation problem.

## Acronym Generation (AG)

Input: A set $D$ of $k$ strings of total length $K$ and a sequence $P=P_{1}, \ldots, P_{n}$ of $n$ strings of total length $N$.
Output: YES if some acronym of $P$ is an element of $D$, NO otherwise.
The AG problem is underlying real-world information systems (e.g., see https:// acronymify.com/ or https://acronym-generator.com/) and existing approaches rely on brute-force algorithms or heuristics to address different variants of the problem [41, 40, 32, $34,28,43,29,31]$. These algorithms usually accept a sequence $P$ of $n \leq n_{\max }$ strings, for some small integer $n_{\max }$, which highlights the lack of efficient exact algorithms for generating acronyms. Here we show an exact polynomial-time algorithm to solve AG for any $n$.

We can encode AG by means of EDSI and modify the developed methods. Let $T_{1}[i]$, $i \in[1, n]$, be the set of all prefixes of $P_{i}$ and further let $T_{2}[1]=D$. By using Theorem 18 or Corollary 17 we obtain an $\mathcal{O}\left(\sum_{i}\left|P_{i}\right|^{2} k+K N\right)=\mathcal{O}\left(N^{2} k+K N\right)$-time algorithm, while using Theorem 24 we obtain an $\tilde{\mathcal{O}}\left(N^{2 \omega-2}+K^{\omega-1} n\right)$-time algorithm, for solving the AG problem.

Since, however, all elements of set $T_{1}[i]$ are prefixes of a single string $\left(P_{i}\right)$, we can obtain a more efficient graph representation of $T_{1}$ by joining nodes $i$ and $i+1$ with a single path labeled with $P_{i}$, with an additional $\varepsilon$ edge between every (implicit) node of the path and node $i+1$. As the size of the graph for $T_{1}$ is smaller $(\mathcal{O}(N)$ nodes and edges), by using Lemma 15 we obtain an $\mathcal{O}(N k+K N)=\mathcal{O}(N K)$-time algorithm for solving the AG problem.

The considered ED strings have additional strong properties however. $T_{1}[i]$ 's are not just sets of prefixes of single strings, but sets of all their prefixes, while the length $n_{2}$ of $T_{2}$ is equal to 1 . By employing these two properties we obtain the following improved result.

- Theorem 25. $A G$ can be solved in $\mathcal{O}(n K+N)$ time.

Proof. The algorithm of Theorem 24 is based on finding out which elements of sets $U_{i, j}, U_{i, j}^{\prime}$ are reachable; however, since $n_{2}=1$, the sets $U_{i, j}^{\prime}$ are trivialized: by definition, a node from the middle of $T_{1}[i]$ cannot correspond to the starting or accepting node of the graph of $T_{2}$ (reading a letter in the first graph means also moving out of the starting node in the second one), hence the only possible reachable node of $U_{i, j}^{\prime}$ is the explicit node ( $i, j$ ), which is also an element of $U_{i, j}$. More formally, a reachable node $(k, 1) \in U_{i, 1}^{\prime}$ must be equal to $(i, 1)$ as other such nodes can only be reached using some edge with a nonempty label. By symmetry, nodes from $U_{i, 2}^{\prime}$ other than $(i, 2)$ are not backwards reachable from the accepting node.

In Lemma 23, to compute the reachable nodes of $U_{i+1, j}$ knowing the reachable nodes of $U_{i, j}$, fast matrix multiplication is employed (Lemma 22), but in this special case a simpler method will be more effective. Let $W_{k}$ be the string read between nodes $k$ and 2 in the path-graph of $T_{2}$. The crucial observation is: the edges going out of node $(i, k) \in U_{i, 1} \cup\{(i, 2)\}$ for $k \neq 1$ end in nodes $\left(i+1, k^{\prime}\right)$ for $k^{\prime} \in[k, k+l]$, where $l=\operatorname{LCP}\left(P_{i}, W_{k}\right)$ as the strings from $T_{1}[i]$ matching the prefix of $W_{k}$ are exactly all the prefixes of $P_{i}$ of length at most $l$.

Hence to compute the reachable subset of $U_{i+1,1} \cup\{(i+1,2)\}$, we can handle the edges going out of $(i, 1)$ separately in $\mathcal{O}\left(K+\left|P_{i}\right|\right)$ time by letter comparisons, then compute the $\mathrm{LCP}\left(P_{i}, W_{k}\right)$ for all the reachable nodes $(i, k)$ either using the LCP data structure, or with the use of the generalized suffix tree of $T_{2}[1]=D$ in $\mathcal{O}\left(K+\left|P_{i}\right|\right)$ total time, and finally, using a sweep line approach, compute the union of the obtained intervals in $\mathcal{O}(K)$ time. We answer YES if and only if node $(n+1,2)$ is reachable.

Over all $i$ values this gives an algorithm running in $\sum_{i} \mathcal{O}\left(K+\left|P_{i}\right|\right)=\mathcal{O}(n K+N)$ total time. Furthermore one is allowed to choose, for each $i \in[1, n]$, the minimal length $x_{i}$ of the prefix of $P_{i}$ (including length $x_{i}=0$ if one wants to allow empty prefixes) used in the acronym (some strings should not be completely excluded from the acronym). The only modification to the algorithm in such a generalized case is replacing intervals $[k, k+l]$ by $\left[k+x_{i}, k+l\right]$, which does not influence the claimed complexity.

- Corollary 26. If the answer to the instance of the AG problem is YES, we can output all strings in $D$ which are acronyms of $P$ within $\mathcal{O}(n K+N)$ time.

Proof. In the algorithm employed by Theorem 25 the reachable nodes of $U_{i, 1} \cup\{(i, 2)\}$ are found. When the node $(i+1,2)$ is the endpoint of an edge starting in node $(i, k)$ for $k \neq 1$, then the path of the path-graph of $T_{2}$ containing node $k$ is an acronym of $P$. If node $(i+1,2)$ is reached directly from reachable node $(i, 1)$, then the whole prefix of $P_{i}$ used to do that is in $D$, and hence is a standalone acronym of $P$. If for a path neither of the two cases qualifies, then it cannot be used to reach node $(n+1,2)$, and hence is not an acronym of $P$.

If the generalization with minimal lengths of prefixes is applied, then the values of $i$ used here are restricted to $\left[i^{\prime}, n\right]$, where $i^{\prime}$ is the largest value of $i$ with a restriction $x_{i}>0$ : node $\left(i^{\prime}-1,2\right)$ cannot have an edge to node $\left(i^{\prime}, 2\right)$, and hence does not lie on a path from $(1,1)$ to $(n+1,2)$.

Let us remark that although the main focus of real-world acronym generation systems is on the natural language parsing and interpretation of acronyms, our new algorithmic solution may inspire practical improvements in such systems or further algorithmic work.
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## A Omitted Figure

Figure 5 illustrates an example of the algorithm underlying Lemma 19.


Figure 5 The annotated compacted trie constructed for $T_{1}[i]=\left\{\begin{array}{c}\mathrm{abba} \\ \mathrm{aaa} \\ \mathrm{bb} \\ \mathrm{a}\end{array}\right\}$ and $T_{2}[j]=\left\{\begin{array}{c}\mathrm{ba} \\ \mathrm{aaab} \\ \mathrm{b}\end{array}\right\}$ in Lemma 19. The node corresponding to b has two $T_{2}$ labels and is an ancestor of the node corresponding to bb with a $T_{1}$ label; hence two corresponding edges to $U_{i, j+1}^{\prime}$ are constructed. The node corresponding to aaa has a $T_{1}$ label and is an ancestor of the node corresponding to aaab with a $T_{2}$ label; hence a corresponding edge to $U_{i+1, j}$ is constructed. The node corresponding to a has both a $T_{1}$ and a $T_{2}$ label; hence a corresponding edge to $(i+1, j+1)$ is constructed.
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[^1]:    ${ }^{1}$ Pangenome comparison is one of the central goals of two large EU funded projects on computational pangenomics: PANGAIA (https://www.pangenome.eu/) and ALPACA (https://alpaca-itn.eu/)

[^2]:    2 The notion of "combinatorial algorithm" is informal but widely used in the literature. Typically, we call an algorithm "combinatorial" if it does not not call an oracle for ring matrix multiplication.

[^3]:    ${ }^{3}$ By the $\prod$ notation we denote a sequence of concatenations of segments in an ED string.

[^4]:    ${ }^{4}$ Our implementation of this algorithm can be found at https://github.com/urbanslug/junctions.

[^5]:    ${ }^{5}$ Here, note that if the node is $(i+1, j)$ or $(i+1, j+1)$, then a corresponding $k$ is not unique, but at least one of them satisfy $V[k]=1$.

