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• An approach based on the principal directions of the reduced-order
residual and reduced-order Jacobian matrix is proposed to improve the
accuracy and computational efficiency of the ECSW method.

• A hybrid strategy that alternates between the FOM and ROM is em-
ployed to accelerate numerical simulations while maintaining accurate
approximations.

• A residual-based error indicator is developed to determine when the
ROM is not sufficiently accurate and the FOM needs to be employed.

• An adaptive-extended version of the hybrid approach is proposed to
update the ROM with the solution snapshots generated by the FOM
when the ROM was not sufficiently accurate.
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Abstract

In this paper, we introduce a hybrid approach that alternates between a high-
fidelity model and a reduced-order model to speedup numerical simulations
while maintaining accurate approximations. In particular, a residual-based
error indicator is developed to determine when the reduced-order model is not
sufficiently accurate and the high-fidelity model needs to be solved. Then,
we propose an adaptive-extended version of the hybrid approach to update
the reduced-order model with the solution snapshots generated by the high-
fidelity model when the reduced-order model was not sufficiently accurate.
In this way, we expect the reduced-order model to become more robust for
predicting new out-of-sample solutions. The performance of the proposed
method is evaluated on parametrized, time-dependent, nonlinear problems
governed by the 1D Burgers’ equation and 2D compressible Euler equations.
The results demonstrate the accuracy and computational efficiency of the
adaptive hybrid approach with respect to the high-fidelity model.

Keywords: Reduced-order model, Proper orthogonal decomposition,
Hyper-reduction, Error estimation, Adaptive model reduction

1. Introduction

Many applications in science and engineering require efficient numerical
simulations, either due to runtime constraints in the case of large-scale com-
putational models or due to the large number of simulations to run in the case
of many-query problems. Projection-based reduced-order models (ROMs)
[1, 2, 3, 4, 5, 6, 7, 8, 9] have been developed to dramatically decrease the com-
putational cost associated with numerical solutions of parametric problems
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governed by partial differential equations (PDEs). They typically consists of
an offline stage in which training high-fidelity solutions are collected to de-
fine a data-driven approximation space. A popular dimensionality reduction
technique for constructing the reduced basis that spans this approximation
space is the proper orthogonal decomposition (POD) [10, 2]. Then, the low-
dimensionality of the resulting reduced basis is exploited during an online
stage to enable fast or real-time predictions of new out-of-sample solutions.

To construct accurate ROMs over a wide range of input parameters, high-
fidelity solution snapshots are collected for different training time-instances
and input parameters. However, there are two major difficulties associated
with this offline procedure. First, the number of high-fidelity simulations for
sampling the solution manifold is limited in practice due to the expensive
computational cost of the high-fidelity model (or high-dimensional model
(HDM)). Second, if the training solution snapshots are too different from the
predicted solution, the ROM may fail to deliver accurate approximations.

Several approaches have been proposed in the literature to address the
aforementioned issues. Peherstorfer et al. [11, 12] developed an online adap-
tive bases and adaptive sampling for transport-dominated problems. This
method uses the adaptive discrete empirical interpolation method and rank-
one updates to adapt the reduced basis with the locality in space and time
of propagating coherent structures. In [13, 14, 15], a hybrid HDM/ROM
approach is presented. The main idea is to alternate between the HDM
and ROM on the fly to achieve a prescribed accuracy level. An a posteri-
ori error estimation is also developed to determine when the ROM is not
sufficiently accurate and the HDM needs to be solved. Similarly, Zucatti et
al. [16] introduced an adaptive, training-free ROM for convection-dominated
problems based on hybrid snapshots. The latter are generated by combin-
ing space-local HDM and ROM solutions. An error strategy is employed
to identify regions where the ROM is inaccurate and the HDM needs to be
solved. In [17, 18], an adaptive h-refinement for ROMs is proposed. In this
approach, the basis vectors that most contributes to the error are identified
using an adjoint-based error indicator. These vectors are then refined so that
the estimated error is lower than a prescribed tolerance.

In this work, we focus on least-squares Petrov-Galerkin (LSPG) projection-
based ROMs [19, 20] equipped with the energy-conserving sampling and
weighting (ECSW) hyper-reduction method [21, 22]. In particular, we pro-
pose an accurate and efficient approach for the ECSW method based on the
principal directions of the reduced-order residual and reduced-order Jacobian
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matrix [23]. Then, we adopt a hybrid HDM/ROM approach to accelerate
numerical simulations while maintaining accurate approximations. There are
two main differences with the method presented in [15]. First, they consider
only Galerkin projection-based ROMs equipped with the discrete empiri-
cal interpolation method (DEIM) [24, 25]. Second, we propose a different
residual-based error indicator for determining when the ROM is not suffi-
ciently accurate. Instead of fixing a tolerance directly on the residual norm,
we derive an a posteriori estimation that connects the time-history of the
residual norm to the error norm. This interpolation is then fitted at some
training time-parameter instances in a machine-learning fashion. Finally, we
prescribe an accuracy level on the estimated error, which automatically deter-
mines the corresponding tolerance on the residual norm. The computational
efficiency of the resulting method depends on the ROM accuracy to predict
new out-of-sample solutions. If the HDM is used in a large part of the com-
putations, the hybrid model will be accurate but computationally expensive
to solve. Conversely, if the ROM is sufficient to approximate the solution
most of the time, this approach allows to significantly reduce the compu-
tational cost of numerical simulations. For this reason, we also propose an
adaptive-extended version of the hybrid model which aims at reducing the
use of the HDM. The main idea is to enrich the ROM with the solution snap-
shots generated by the HDM when the ROM was not sufficiently accurate.
In this way, we expect the ROM to become more robust for predicting new
out-of-sample solutions.

The remainder of the paper is organized as follows. In Section 2, we in-
troduce the HDM and ROM used in this work. Then, Section 3 presents in
details the hybrid HDM/ROM approach and the underlying residual-based
error indicator. In Section 4, we describe the adaptive-extended version of the
hybrid model. Section 5 demonstrates the accuracy of the proposed method
and the significant reduction of the computational cost for two different ap-
plications. Finally, Section 6 draws some conclusions and perspectives.

2. Projection-based reduced-order model

2.1. High-dimensional model

Let the parameter domain D be a closed and bounded subset of the Eu-
clidean space RNp . In this work, we consider parametrized, time-dependent,

3



nonlinear, discrete problems of the form{
r(u(tk;θ), tk;θ) = 0 ∀k ∈ {1, . . . , Nt}
u(t0;θ) = u0(θ),

(1)

where tk > 0 denotes the k-th time-instance, θ ∈ D denotes the input
parameters, u : R+ × D → RNdof denotes the discrete solution, and r :
RNdof × R+ × D → RNdof denotes the nonlinear residual resulting from the
discretization of the PDE. This computational model will be referred to as
the HDM in the following.

2.2. Reduced-order model

In the ROM, the high-dimensional solution u(tk;θ) is approximated on a
low-dimensional subspace to reduce the number of degrees of freedom (i.e.,
Nv � Ndof):

ũ(tk;θ) = uoff(θ) + Vy(tk;θ),

where the offset uoff(θ) ∈ RNdof is set to the initial condition u0(θ), the
reduced basis V ∈ RNdof×Nv is construted by POD, and the reduced coordi-
nates y(t;θ) ∈ RNv are determined by the LSPG method equipped with the
ECSW method.

2.2.1. Proper orthogonal decomposition

During the offline stage, solution snapshots of the HDM are collected
for different time-parameter instances. Let the resulting snapshot database
be S = [u(ttrain

1 ,θtrain
1 ), . . . ,u(ttrain

Ns
,θtrain

Ns
)] ∈ RNdof×Ns . The reduced basis

V is computed by POD to minimize the projection error of the snapshots
onto this basis. In particular, the reduced basis dimension Nv is defined as
the minimum integer such that the relative projection error is less than a
user-defined tolerance εpod ∈ [0, 1]:∥∥S− Soff −VVT (S− Soff)

∥∥
F
6 εpod ‖S‖F ,

where Soff = [uoff(θtrain
1 ), . . . ,uoff(θtrain

Ns
)] ∈ RNdof×Ns , and ‖·‖F stands for the

Frobenius norm.
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2.2.2. Least-squares Petrov-Galerkin method

During the online stage, the reduced coordinates y(tk;θ) are determined
by LSPG projection: min

y(tk;θ)∈RNv
‖r(ũ(tk;θ), tk;θ)‖2

2 ∀k ∈ {1, . . . , Nt}

y(t0;θ) = VT
(
u0(θ)− uoff(θ)

)
.

(2)

Notably, the first optimality condition leads to the equivalent problem:{
W(tk;θ)T r(ũ(tk;θ), tk;θ) = 0 ∀k ∈ {1, . . . , Nt}
y(t0;θ) = VT

(
u0(θ)− uoff(θ)

)
,

where W(tk;θ) = J(ũ(tk;θ), tk;θ)V ∈ RNdof×Nv with J(ũ(tk;θ), tk;θ) ∈
RNdof×Ndof the Jacobian of the residual r(ũ(tk;θ), tk;θ) with respect to ũ.

2.2.3. Energy-conserving sampling and weighting method

In this work, the residual minimization problem (2) is solved by the
Gauss-Newton algorithm, which requires to evaluate the reduced-order resid-
ual and reduced-order Jacobian matrix, defined respectively as

W(tk;θ)T r(ũ(tk;θ), tk;θ) and W(tk;θ)TW(tk;θ).

However, if the residual is nonlinear with respect to the solution, then the
evaluation of the resulting reduced-order quantities typically scales with the
size of the HDM, unless hyper-reduction techniques are employed. For this
reason, we consider the ECSW method, in which the standard scalar product
is approximated by the weighted sum:

aTb ≈
Ndof∑
i=1

ωiaibi,

where a,b ∈ RNdof , and only a few weights ωi > 0 are nonzero to speedup
computations (i.e., ‖ω‖0 � Ndof, where ‖·‖0 stands for the `0 pseudo-norm).
The weights ω = [ω1, . . . , ωNdof

] ∈ RNdof are determined empirically during
the offline stage to best approximate the exact scalar product, which typically
leads to an approximation problem of the form:

Cω ≈ d,
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where C ∈ RNc×Ndof and d ∈ RNc are defined in details in Appendix A.
The weights ω are then solution to the non-negative least-squares (NNLS)
problem

min
ω>0
‖Cω − d‖2

2 , (3)

which is solved by the Matlab implementation of the Lawson-Hanson algo-
rithm [26]. This algorithm promotes sparsity in the solution and terminates
when the stopping criterion ‖Cω − d‖2 6 εecsw ‖d‖2 is satisfied for a user-
defined tolerance εecsw ∈ [0, 1].

3. Hybrid HDM/ROM model

Given the previous HDM and ROM, we now introduce the hybrid HDM/ROM
approach. The objective is to accelerate numerical simulation while main-
taining accurate approximations. The main idea is to compute the solution
using the HDM only when the ROM is not sufficiently accurate. Specifi-
cally, we want the relative space-time error to be smaller than a user-defined
tolerance εerr ∈ [0, 1]:√√√√ Nt∑

k=1

‖u(tk;θ)− ũ(tk;θ)‖2
2 6 εerr

√√√√ Nt∑
k=1

‖u(tk;θ)‖2
2.

For this purpose, we impose that

‖u(tk;θ)− ũ(tk;θ)‖2 6 εerr ‖u(tk;θ)‖2 6
εerr

1− εerr

‖ũ(tk;θ)‖2 ,

where the last inequality comes from

‖u(tk;θ)‖2 6 ‖u(tk;θ)− ũ(tk;θ)‖2 + ‖ũ(tk;θ)‖2

6 εerr ‖u(tk;θ)‖2 + ‖ũ(tk;θ)‖2

6
1

1− εerr

‖ũ(tk;θ)‖2 .

The right-hand side can be efficiently evaluated since it scales with the size
of the ROM:

‖ũ(tk;θ)‖2
2 = ‖uoff(θ)‖2

2 + 2
〈
VTuoff(tk;θ),y(tk;θ)

〉
+ ‖y(tk;θ)‖2

2 ,
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where ‖uoff(θ)‖2
2 and VTuoff(tk;θ) can be precomputed once for all. However,

computing the error ‖u(tk;θ)− ũ(tk;θ)‖2 is computationally prohibitive as
it requires the evaluation of the high-dimensional solution u(tk;θ). For this
reason, we employ an error indicator δerr(tk;θ) ≈ ‖u(tk;θ)− ũ(tk;θ)‖2. The
latter is presented in Section 3.1, and the resulting hybrid model is described
in Algorithm 1.

Algorithm 1 Hybrid HDM/ROM model

Input: θ ∈ D, εpod ∈ [0, 1], εecsw ∈ [0, 1], and εerr ∈ [0, 1].
Output: {û(t1;θ), . . . , û(tNt ;θ)} ∈ RNdof .

1: Initialize û(t0;θ) = u0(θ);
2: for k ∈ {1, . . . , Nt} do
3: Compute ũ(tk;θ) by solving the ROM equation (2);
4: if δerr(tk;θ) 6 εerr

1−εerr ‖ũ(tk;θ)‖2 then

5: Set û(tk;θ) = ũ(tk;θ);
6: else
7: Compute u(tk;θ) by solving the HDM equation (1);
8: Set û(tk;θ) = u(tk;θ);
9: end

10: end

3.1. Residual-based error estimation

The objective of this section is to develop an error indicator that de-
pends on the time-history of the residual norm ‖r(u(tk;θ), tk;θ)‖2. For this
purpose, we follow the classical approach used to derive a posteriori error
estimation [27, 28, 29, 30, 31].

Let f(u(tk−1;θ), tk;θ) = u(tk;θ) be the function that pushes forward the
solution to the next time-step by solving the high-dimensional residual (1).
Note that this function depends only on the previous solution u(tk−1;θ) since
the time is integrated in this work using single-step methods. Furthermore,
let’s define f(ũ(tk−1;θ), tk;θ) = u(tk;θ) as illustrated in Figure 1.
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u(tk−1;θ)

u(tk;θ)

ũ(tk−1;θ)

u(tk;θ) ũ(tk;θ)

HDM HDM ROM

Figure 1: Illustration of the different quantities involved in the error estimation

Assuming f(u(tk−1;θ), tk;θ) is Lipschitz continuous with respect to u(tk−1;θ)
and r(u(tk;θ), tk;θ) is inverse Lipschitz continuous with respect to u(tk;θ)
yields respectively to

‖u(tk;θ)− u(tk;θ)‖2 6 α(tk,θ) ‖u(tk−1;θ)− ũ(tk−1;θ)‖2

‖u(tk;θ)− ũ(tk;θ)‖2 6 β(tk,θ) ‖r(ũ(tk;θ), tk;θ)‖2 ,

where α(tk,θ) and β(tk,θ) denote the corresponding Lipschitz and inverse
Lipschitz constants. An upper bound of the error is then given by

‖u(tk;θ)− ũ(tk;θ)‖2

6 ‖u(tk;θ)− u(tk;θ)‖2 + ‖u(tk;θ)− ũ(tk;θ)‖2

6 α(tk,θ) ‖u(tk−1;θ)− ũ(tk−1;θ)‖2 + β(tk,θ) ‖r(ũ(tk;θ), tk;θ)‖2

= λ0(tk,θ) ‖u(t0;θ)− ũ(t0;θ)‖2 +
k∑
i=1

λi(tk,θ) ‖r(ũ(ti;θ), ti;θ)‖2 ,

where λi(tk,θ) =
(∏k

j=i+1 α(tj,θ)
)
β(ti,θ) with the definition β(t0,θ) = 1.

Unfortunately, evaluating the true constants λi(tk,θ) is difficult in practice.
For this reason, we propose to fit them at some training time-parameter
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instances (tk,θ) ∈ {(ttrain
1 ,θtrain

1 ), . . . , (ttrain
Ns

,θtrain
Ns

)} as follows

τ(tk,θ) =
‖u(tk;θ)− u(tk;θ)‖2 ‖u(tk;θ)− ũ(tk;θ)‖2

‖u(tk;θ)− u(tk;θ)‖2 + ‖u(tk;θ)− ũ(tk;θ)‖2

,

α∗(tk,θ) =
τ(tk,θ)

‖u(tk−1;θ)− ũ(tk−1;θ)‖2

,

β∗(tk,θ) =

{
1 if k = 0

τ(tk,θ)
‖r(ũ(tk;θ),tk;θ)‖2

otherwise,

λ∗i (tk,θ) =

(
k∏

j=i+1

α∗(tj,θ)

)
β∗(ti,θ).

The constants λ∗i (tk,θ) are then interpolated for new out-of-sample time-
parameter instances (tk,θ) /∈ {(ttrain

1 ,θtrain
1 ), . . . , (ttrain

Ns
,θtrain

Ns
)} by

λ∗i (tk,θ) = I
(
tk,θ; {θtrain

n }n∈Θk , {λ∗i (tk,θtrain
n )}n∈Θk

)
,

where Θk =
{
n ∈ {1, . . . , Ns} : ttrain

n = tk
}

, and I denotes the interpolation
method. In particular, we employ here a radial basis function (RBF) interpo-
lation based on polyharmonic splines (see Appendix B). The resulting error
indicator is finally given by

δerr(tk;θ) = λ∗0(tk,θ) ‖u(t0;θ)− ũ(t0;θ)‖2 +
k∑
i=1

λ∗i (tk,θ) ‖r(ũ(ti;θ), ti;θ)‖2 .

Note that since the offset is defined in this work as uoff(θ) = u(t0;θ), the
initial error ‖u(t0;θ)− ũ(t0;θ)‖2 vanishes in the expression of δerr(tk;θ).

4. Adaptive, hybrid HDM/ROM model

The computational cost of the hybrid model depends on the number of
time-steps in which the HDM is solved. For this reason, we propose to adopt
an adaptive approach which aims at reducing the use of the HDM. The main
idea is to enrich the ROM with the new solution snapshots generated by the
HDM when the ROM was not sufficiently accurate. In this way, we expect
the ROM to be more robust for predicting new solutions.

Let Sold,S
off
old ∈ RNdof×Nsold be the snapshot databases, Vold ∈ RNdof×Nvold

be the corresponding reduced basis, and ωold ∈ RNdof be the weights associ-
ated with the approximation problem Coldωold ≈ dold. Now, assume that new
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snapshots Snew,S
off
new ∈ RNdof×Nsnew become available, the ROM is updated us-

ing the new reduced basis V ∈ RNdof×Nv and weights ω ∈ RNdof described in
Sections 4.1 and 4.2 respectively. The resulting adaptive-extended version of
the hybrid model is presented in Algorithm 2.

Algorithm 2 Adaptive, hybrid HDM/ROM model

Input: θ ∈ D, εpod ∈ [0, 1], εecsw ∈ [0, 1], and εerr ∈ [0, 1].
Output: û(tk;θ) ∈ RNdof .

1: Initialize û(t0;θ) = u0(θ);
2: Initialize Snew ∈ RNdof×0, Soff

new ∈ RNdof×0, and Nsnew = 0;
3: for k ∈ {1, . . . , Nt} do
4: Compute ũ(tk;θ) by solving the ROM equation (2);
5: if δerr(tk;θ) 6 εerr

1−εerr ‖ũ(tk;θ)‖2 then

6: Set û(tk;θ) = ũ(tk;θ);
7: else
8: Compute u(tk;θ) by solving the HDM equation (1);
9: Set û(tk;θ) = u(tk;θ);

10: Set Snew = [Snew u(tk;θ)] and Soff
new = [Soff

new uoff(θ)];
11: Set Nsnew = Nsnew + 1;
12: end
13: end
14: if Nsnew > 0 then
15: Update the reduced basis V using Algorithm 3;
16: Update the weights ω using Algorithm 4;
17: end

4.1. Update of the reduced basis

We want the new reduced basis V to verify∥∥S− Soff −VVT (S− Soff)
∥∥
F
6 εpod ‖S‖F ,

where S = [Sold Snew] ∈ RNdof×Ns , Soff = [Soff
old Soff

new] ∈ RNdof×Ns , and Ns =
Nsold +Nsnew . To this end, we impose that∥∥Sold − Soff

old −VVT (Sold − Soff
old)
∥∥
F
6 εpod ‖Sold‖F (4a)∥∥Snew − Soff

new −VVT (Snew − Soff
new)

∥∥
F
6 εpod ‖Snew‖F , (4b)
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and we define the new reduced basis as V = [Vold Vnew], where Vnew ∈
RNdof×Nvnew contains the additional basis vectors necessary to enforce equa-
tion (4b). In this way, the snapshot matrices Sold and Soff

old do not need to be
stored in memory, which would be computationally prohibitive. Algorithm
3 presents in detail the method used to obtain V. First, the POD vectors
Vnew associated with Snew that are not already in Vold are extracted by the
method of snapshots in Lines 1–3. The dimension of Vnew is then chosen in
Line 4 such that equation (4b) is satisfied:∥∥Snew − Soff

new −VVT (Snew − Soff
new)

∥∥2

F

=
∥∥S⊥new + VoldV

T
old(Snew − Soff

new)−VVT (S⊥new + VoldV
T
old(Snew − Soff

new))
∥∥2

F

=
∥∥S⊥new + VoldV

T
old(Snew − Soff

new)−VnewVT
newS⊥new −VoldV

T
old(Snew − Soff

new))
∥∥2

F

=
∥∥S⊥new −VnewVT

newS⊥new

∥∥2

F

=

Nsnew∑
i=Nvnew+1

σ2
i (according to the Eckart-Young theorem [32])

6 ε2
pod ‖Snew‖2

F .

Next, the first Nvnew columns of Vnew = S⊥newUΣ−1 are added to Vold in Line
5 to obtain V. If the matrix V is not unitary due to numerical error, then a
re-orthogonalization step can finally be performed in Line 6.

Algorithm 3 Update of the reduced basis

Input: Vold ∈ RNdof×Nvold , Snew ∈ RNdof×Nsnew , Soff
new ∈ RNdof×Nsnew , and

εpod ∈ [0, 1].
Output: V ∈ RNdof×Nv .

1: Define S⊥new = Snew − Soff
new −VoldV

T
old(Snew − Soff

new);
2: Compute the correlation matrix C = (S⊥new)TS⊥new;
3: Compute the SVD (or eigendecomposition) of C = UΣ2UT ;

4: Find the smallest integer Nvnew such that
∑Nsnew

i=Nvnew+1 σ
2
i 6 ε2

pod ‖Snew‖2
F ;

5: Set V =
[
Vold S⊥new

[
σ−1

1 u1 . . . σ−1
Nvnew

uNvnew

]]
;

6: Optional: orthonormalize V.

4.2. Update of the reduced mesh

Given Snew, Soff
new, and Vnew defined in Section 4.1, we can assemble the

additional approximation problem associated with Cnew and dnew. We then
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want the weights ω ∈ RNdof solution to the NNLS problem (3) given by

C =

[
Cold

Cnew

]
and d =

[
dold

dnew

]
.

To this end, the main idea is to introduce new nonzero elements in ωold to
obtain the weights ω that satisfy the new approximation problem Cω ≈ d.
As the NNLS solver [26] iteratively improves the solution until the stopping
criterion is satisfied, the weights ω can be efficiently updated by initializing
the NNLS solver with ωold as initial guess. The resulting method is presented
in Algorithm 4.

Remark 1. In order to accelerate the resolution of the NNLS problem (3),
the number of rows in C is reduced in practice. Given the notations introduced
in Appendix A, let S′old be the constraints of the old approximation problem
(i.e., S′old = Cold

3 ), V′old be the associated reduced basis (i.e., V′old = Cold
4 ),

and Σ′old be the associated singular values. The new constraints S′new are ap-
proximated on the reduced basis V′ = [V′old V′new], where the additional basis
vectors V′new are extracted using Algorithm 3. Then, the matrix Cnew can be
written as Cnew = Σ′addV

′
old + Σ′newV′new with Σ′add = diag(1T (V′old)TS′new).

The matrix C = Σ′V′ is finally given by

Σ′ =

[
Σ′old + Σ′add

Σ′new

]
and V′ =

[
V′old

V′new

]
.

12



Algorithm 4 Update of the reduced mesh [26]

Input: ωold ∈ RNdof , C ∈ RNc×Ndof , d ∈ RNc , and εecsw ∈ [0, 1].
Output: ω ∈ RNdof .

1: ω = ωold;
2: Z = {i ∈ {1, . . . , Ndof} | ωi = 0};
3: P = {i ∈ {1, . . . , Ndof} | ωi > 0};
4: w = CT (d−Cω);
5: while Z 6= ∅ and max

i∈Z
(wi) > εecsw do

6: j = arg max
i∈Z

(wi);

7: Z = Z \ {j};
8: P = P ∪ {j};
9: s = 0;

10: Let C:,P be the submatrix of C with columns from P ;
11: Let sP be the subvector of s with indexes from P ;
12: Find sP minimizing ‖C:,P sP − d‖2 using a QR solver;

13: while min
i∈P

(si) 6 0 do

14: Q = {i ∈ {1, . . . , Ndof} | si 6 0} ∩ P ;

15: α = min
i∈Q

(
ωi

ωi−si

)
;

16: ω = ω + α(s− ω);
17: Z = ({i ∈ {1, . . . , Ndof} : |ωi| < εecsw} ∩ P) ∪ Z;
18: P = {1, . . . , Ndof} \ Z;
19: s = 0;
20: Find sP minimizing ‖C:,P sP − d‖2 using a QR solver;

21: end while
22: ω = s;
23: w = CT (d−Cω);
24: end while

5. Numerical experiments

In this section, the performance of the proposed approach is evaluated for
parametrized, time-dependent, nonlinear problems based on the 1D Burger’s
equation and 2D compressible Euler equations. In each case, the accuracy of
the method with respect to the HDM is evaluated using the relative space-
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time error:

Error =

√√√√√√√√
Nt∑
k=1

‖u(tk;θ)− û(tk;θ)‖2
2

Nt∑
k=1

‖u(tk;θ)‖2
2

,

and the computational speedup factor with respect to the HDM is evaluated
in order to quantify the reduction in computational cost.

5.1. One-dimensional Burgers’ equation

The first application focuses on the prediction of a single hump in 1D. The
input parameter θ = [ν,A] corresponds to the diffusion coefficient ν ∈ [0.1, 1]
and a constant A ∈ [1, 5]. The spatial domain is [−2, 2.5], and we consider
the time-interval [10−3, 0.2]. The fluid velocity u(x, t;θ) ∈ R is governed by
the Burgers’ equation:

∂u

∂t
+ u

∂u

∂x
= ν

∂2u

∂x2
,

where the initial and boundary conditions are supplied by the exact solution

u(x, t;θ) =

√
ν

t


(
e
A
2ν − 1

)
e

−x2
4νt

√
π +

√
π

2

(
e
A
2ν − 1

)
erfc( x√

4νt
)


with erfc(x) the complimentary error function.

The HDM is constructed using a second-order finite difference method.
The time-interval is divided into Nt = 200 uniform subintervals using the
fixed time-step size ∆t = 10−3, and the spatial domain is equally parti-
tioned by 500 interior grid points, leading to Ndof = 500 degrees of freedom
(DOFs). For constructing the ROM, solution snapshots are collected every
time-step at the 9 training parameters shown in Figure 2, leading to a snap-
shot database of size Ns = 200 × 9 = 1, 800. The reduced basis is built
using the tolerance εpod = 10−3, which yields to Nv = 36 basis vectors. The
hyper-reduction tolerance is chosen as εecsw = 10−6, resulting in a reduced
mesh of size ‖ω‖0 = 86. In Figure 3, we show snapshots of the Mach number
solution at final time computed using the HDM.

Figure 4 reports the performance of the hybrid HDM/ROM model for
predicting the solution at the 40 queried parameters shown in Figure 2. The
error tends to decrease as the tolerance εerr decreases, since the solution is
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computed by the HDM for a larger number of time-steps. In particular,
the error for εerr = 10−1 (resp. εerr = 10−4) is almost the same as that
of the full ROM (resp. HDM). Moreover, the runtime tends to increase as
the tolerance εerr decreases, since the HDM is used in a larger part of the
computations. In particular, the runtime for εerr = 10−1 (resp. εerr = 10−4)
corresponds approximately to that of the full ROM (resp. ROM+HDM).
In the following, we choose the tolerance εerr = 10−2 because the associated
error is less than 1% and the median computational speedup factor is 5.41.

Figures 5 and 6 compare the performance of the hybrid approach and its
adaptive-extended version. The error of the adaptive, hybrid model is lower
since the underlying ROM is updated with the new snapshots generated
by the HDM. Regarding the computational cost, the runtime of the hybrid
approach and its adaptive version is about the same, because on the one hand,
the cost of the adaptive ROM is higher since the reduced basis dimension
and reduced mesh size are larger, but on the other hand, the HDM is solved
less frequently.

1 1.5 2 2.5 3 3.5 4 4.5 5

0.1

0.2
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0.7

0.8

0.9

1

Figure 2: Sampling of the parameter domain D
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Figure 3: High-dimensional solution at final time for different parameters θ

Figure 4: Performance of the hybrid model for different tolerances εerr
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Figure 5: Comparaison of the evolution of the reduced basis, reduced mesh, and number
of HDM solves for the hybrid model and its adaptive version. In particular, the prediction
parameters are ordered to minimize the distance to the input parameter θ = [0.1, 5], and
in case of equality, from bottom to top and right to left

Figure 6: Comparaison of the performance of the hybrid model and its adaptive version
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5.2. Two-dimensional compressible Euler equations

The second application focuses on the prediction of subsonic and transonic
flows over a NACA 0012 airfoil in 2D. The input parameter θ = [M∞, α]
corresponds here to the free-stream Mach number M∞ ∈ [0.3, 0.8] and the
angle of attack α ∈ [0, 8]. The spatial domain Ω ⊂ R2 is shown in Figure
7, and we consider the time-interval [0, 10]. The fluid density ρ(x, t;θ) ≥ 0,
velocity u(x, t;θ) = [u(x, t;θ), v(x, t;θ)] ∈ R2, and total energy E(x, t;θ) ≥
0 are governed by the compressible Euler equations:

∂ρ

∂t
+
∂ρu

∂x
+
∂ρv

∂y
= 0

∂ρu

∂t
+
∂(ρu2 + p)

∂x
+
∂ρuv

∂y
= 0

∂ρv

∂t
+
∂ρuv

∂x
+
∂(ρv2 + p)

∂y
= 0

∂E

∂t
+
∂u(E + p)

∂x
+
∂v(E + p)

∂y
= 0,

where p(x, t;θ) ≥ 0 is the fluid pressure, given by the equation of state

p = (γ − 1)

(
E − ρu

2 + v2

2

)
with γ, the specific heat ratio, taken as γ = 1.4 in the following. The initial
condition is a uniform flow at Mach M∞:

ρ0 = γ, u0 = M∞, v0 = 0, p0 = 1.

Slip boundary conditions are applied at the airfoil surface, and the far-field
boundary condition is set to be a uniform flow at Mach M∞.

The HDM is constructed using a first-order finite volume method equipped
with the local Lax-Friedrichs flux in space and the implicit Euler scheme in
time. The time-interval is divided into Nt = 1, 000 uniform subintervals using
the fixed time-step size ∆t = 10−2, and the spatial domain is partitioned by
1,718 vertices and 2,300 triangular cells, leading to Ndof = 4×2, 300 = 9, 200
DOFs. For constructing the ROM, solution snapshots are collected every
time-step at the 9 training parameters shown in Figure 2, leading to a snap-
shot database of size Ns = 1, 000 × 9 = 9, 000. The reduced basis is built
using the tolerance εpod = 10−2, which yields to Nv = 29 basis vectors. The
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hyper-reduction tolerance is chosen as εecsw = 10−4, resulting in a reduced
mesh of size ‖ω‖0 = 251. In Figure 9, we show snapshots of the Mach number
solution at final time computed using the HDM.

Figure 10 reports the performance of the hybrid HDM/ROM model for
predicting the solution at the 40 queried parameters shown in Figure 8. As
previously, the error tends to decrease while the runtime tends to increase
as the tolerance εerr decreases, since the HDM is solved in a larger part of
the computations. In particular, the error for εerr = 10−1 (resp. εerr = 10−3)
is almost the same as that of the full ROM (resp. HDM), and the runtime
for εerr = 10−1 (resp. εerr = 10−4) corresponds approximately to that of the
full ROM (resp. ROM+HDM). In the following, we choose the tolerance
εerr = 10−2 because the associated error is less than 1% and the median
computational speedup factor is 11.95.

In Figures 5 and 6, we compare the performance of the hybrid approach
and its adaptive-extended version. The error of the adaptive, hybrid model
is lower since the underlying ROM is updated with the new high-dimensional
snapshots. The runtime of the hybrid approach and its adaptive version is
about the same, because on the one hand, the cost of the adaptive ROM is
higher since the reduced basis dimension and reduced mesh size are larger,
but on the other hand, the HDM is solved less frequently.

Figure 7: Computational domain
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Figure 8: Sampling of the parameter domain D
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Figure 9: High-dimensional solution at final time for different parameters θ
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Figure 10: Performance of the hybrid model for different tolerances εerr

0 5 10 15 20 25 30 35 40

0

10

20

30

40

50

60

70

80

0 5 10 15 20 25 30 35 40

0

100

200

300

400

500

600

700

5 10 15 20 25 30 35 40

0

50

100

150

200

250

300

350

400

Figure 11: Comparaison of the evolution of the reduced basis, reduced mesh, and number
of HDM solves for the hybrid model and its adaptive version. In particular, the prediction
parameters are ordered to minimize the distance to the input parameter θ = [0.8, 8], and
in case of equality, from top to bottom and right to left
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Figure 12: Comparaison of the performance of the hybrid model and its adaptive version

6. Conclusion

In this paper, we have proposed an accurate and efficient approach for
the ECSW method based on the principal directions of the reduced-order
residual and reduced-order Jacobian matrix. Then, we have adopted a hybrid
HDM/ROM approach to accelerate numerical simulations while maintaining
accurate approximations. In particular, we have developed a residual-based
error indicator to determine when the ROM is not sufficiently accurate and
the HDM needs to be solved. Finally, we have proposed an adaptive-extended
version of the hybrid model to enrich the ROM with the solution snapshots
generated by the HDM.

The performance of the adaptive, hybrid HDM/ROM approach has been
evaluated for parametrized, time-dependent, nonlinear problems based on
the 1D Burger’s equation and 2D compressible Euler equations. The results
demonstrated the accuracy and robustness of the proposed method, capable
of delivering less than 1% of error, while delivering a significant computa-
tional speedup factor. In particular, the adaptive version of the hybrid model
allows to further improve the accuracy and robustness of the method for pre-
dicting new out-of-sample solutions.

In perspective, the computational efficiency of the proposed method could
also be improve. To this end, the computational cost associated with the
HDM solution could be reduced by considering hybrid snapshots. The lat-
ter are generated by employing the HDM in regions where the ROM is not
sufficiently accurate, and space-local ROMs [33, 34, 35] elsewhere. In addi-
tion, the performance of the ROM could also be further improved by using
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ROMs based on nonlinear manifolds [36, 37, 38]. Finally, another perspec-
tive could be to employ the resulting adaptive, hybrid HDM/ROM model to
dramatically reduce the computational cost associated with the offline stage
of ROMs. These topics will be addressed in future work.

Appendix A.

The objective of this section is to describe the construction of C ∈
RNc×Ndof and d ∈ RNc involved in the NNLS problem (3). Let the train-
ing time-parameter instances be {(ttrain

1 ,θtrain
1 ), . . . , (ttrain

Ns
,θtrain

Ns
)}. We start

to present different strategies for constructing C and consequently d since
d = C1.

Residual. The evaluation of the reduced-order residual W(tk;θ)T r(ũ(tk;θ), tk;θ)
leads to the approximation problem:

C1ω ≈ d1, (A.1)

where

C1 =

 C
(1)
1
...

C
(Ns)
1

 ∈ R(NsNv)×Ndof and C
(n)
1 ∈ RNv×Ndof

with
(
C

(n)
1

)
i,j

=
(
W(ttrain

n ;θtrain
n )

)
j,i

(
r(ũ(ttrain

n ;θtrain
n ), ttrain

n ;θtrain
n )

)
j
.

Jacobian. In the same way, the evaluation of the reduced-order Jacobian
matrix W(tk;θ)TW(tk;θ) leads to the approximation problem:

C2ω ≈ d2, (A.2)

where

C2 =

 C
(1)
2
...

C
(Ns)
2

 ∈ R(NsNv(Nv+1)/2)×Ndof and C
(n)
2 ∈ R(Nv(Nv+1)/2)×Ndof

with
(
C

(n)
2

)
i1+i2(i2−1)/2,j

=
(
W(ttrain

n ;θtrain
n )

)
j,i1

(
W(ttrain

n ;θtrain
n )

)
j,i2

for 1 ≤
i1 ≤ i2 ≤ Nv. Note that the symmetry of the problem has been exploited to
remove the duplicate rows of C2.
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Residual+Jacobian. Combining the contributions of (A.1) and (A.2) leads
to the approximation problem:

C3ω ≈ d3, (A.3)

where

C3 =

[
C1

C2

]
∈ R(NsNv(Nv+3)/2)×Ndof .

Principal directions. In practice, the number of rows of C3 can rapidly
become very large, which is problematic for solving the NNLS problem (3). In
order to drastically reduce the number of rows, we replace C3 by its principal
directions. Let C3 ≈ UΣVT be the truncated SVD of C3, where U ∈
R(NsNv(Nv+3)/2)×Nc is unitary, Σ = diag(σ1, . . . , σNc) ∈ RNc×Nc is diagonal,
V ∈ RNdof×Nc is unitary, and the rank Nc is defined as the smallest integer
such that the relative approximation error is less than the tolerance εpod (i.e.,∥∥C3 −UΣVT

∥∥
F
6 εpod ‖C3‖F ). The approximation problem (A.3) becomes

C4ω ≈ d4, (A.4)

where
C4 = VT ∈ RNc×Ndof and Nc � NsNv(Nv + 3)/2.

Weighted principal directions. In the approximation problem (A.4), the
principal directions contribute equally to the approximation error, which may
not be representative of the original approximation problem (A.3). For this
reason, we introduce a weighting of the principal directions to approximately
recover the original problem (A.3):

‖C3ω − d3‖2 ≈
∥∥UΣVTω − d3

∥∥
2

= ‖UΣ(C4ω − d4)‖2

= ‖Σ(C4ω − d4)‖2 .

The approximation problem (A.4) therefore becomes

C5ω ≈ d5, (A.5)

where
C5 = ΣC4 ∈ RNc×Ndof .

Remark 2. Note that the solution ũ(tk;θ) is replaced in practice by the
projected snapshot uoff(θ)+VVT (u(tk;θ)−uoff(θ)) in order to save the time
associated with the evaluation of the reduced-order solution.
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Numerical results. The different strategies for constructing C are now
evaluated for the two applications presented in Section 5. In each case, we
report the size of C involved in the NNLS problem (3). Moreover, Figures
A.13 and A.14 show the runtime for computing the weights ω and the accu-
racy of the associated ROM, as a function of the reduced mesh size ‖ω‖0.
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Figure A.13: Results for the application presented in Section 5.1. We consider the re-
production of the solution corresponding to the input parameter θ = [0.1, 5]. Solution
snapshots are collected every time-step, leading to Ns = 200 snapshots. The reduced
basis is built using the tolerance εpod = 10−3, which yields to Nv = 24 basis vectors.
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Figure A.14: Results for the application presented in Section 5.2. We consider the re-
production of the solution corresponding to the input parameter θ = [0.8, 8]. Solution
snapshots are collected every 4 time-steps, leading to Ns = 250 snapshots. The reduced
basis is built using the tolerance εpod = 10−3, which yields to Nv = 36 basis vectors.

The runtime of the ”principal directions” and ”weighted principal direc-
tions” approaches are almost the same and are significantly lower than that
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of the other approaches, as the number of rows of the corresponding matrix
C is drastically smaller. In addition, the error of the ”jacobian”, ”resid-
ual+jacobian”, and ”weighted principal direction” approaches are about the
same and are generally lower that that of the other approaches, since the
”residual+jacobian” approach contains all the available information for com-
puting the weights ω. For these reasons, the ”weighted principal direction”
approach is used in this work as it provides the most accurate ROM, while
drastically reducing the runtime to solve the NNLS problem (3).

Appendix B.

The objective of this section is to describe the interpolation used in the
error indicator δerr(tk;θ). Let the training parameters corresponding to the
time-instance tk be {θtrain

n }n∈Θk = {θtrain,k
1 , . . . ,θtrain,k

Ns,k
}. The RBF interpola-

tion based on polyharmonic splines is then defined as

I
(
tk,θ; {θtrain

n }n∈Θk , {λ∗i (tk,θtrain
n )}n∈Θk

)
=

Ns,k∑
m=1

wm
∥∥θ − θtrain,k

m

∥∥
2

+ vT
[

1
θ

]
,

where w = [w1, . . . , wNs,k
] ∈ RNs,k and v ∈ RNp+1 are solutions to the linear

system [
A B
BT 0

] [
w
v

]
=

[
f
0

]
with

An,m =
∥∥θtrain,k

n − θtrain,k
m

∥∥
2
, BT =

[
1 . . . 1

θtrain,k
1 . . . θtrain,k

Ns,k

]
, f =

λ
∗
i (tk,θ

train,k
1 )

...

λ∗i (tk,θ
train,k
Ns,k

)

 .
Numerical examples. Figures B.15 and B.16 show the proposed error
estimation for the two applications presented in Section 5. In each case, we
compare the interpolation resulting from a coarse and fine training grid. It
can be observed that the error indicator δerr(tk;θ) becomes more accurate to
approximate the error norm ‖u(tk;θ)− ũ(tk;θ)‖2 as the number of training
parameters θtrain

n increases.
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(a) Coarse 3× 3 uniform grid for sampling the training parameters θtrainn
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(b) Fine 6× 6 uniform grid for sampling the training parameters θtrainn

Figure B.15: Comparaison of the error norm in blue and the error indicator in red for
the application presented in Section 5.1. The error tolerance criterion εerr

1−εerr
‖ũ(tk;θ)‖2 is

plotted in black.
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(a) Coarse 3× 3 uniform grid for sampling the training parameters θtrainn
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(b) Fine 6× 6 uniform grid for sampling the training parameters θtrainn

Figure B.16: Comparaison of the error norm in blue and the error indicator in red for
the application presented in Section 5.2 The error tolerance criterion εerr

1−εerr
‖ũ(tk;θ)‖2 is

plotted in black.
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