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Sébastien Ri↵auda

aSorbonne Université, Inria & CNRS, UMR 7598, Laboratoire Jacques-Louis
Lions, 75012 Paris, France

Abstract

In this paper, we introduce a hybrid approach that alternates between a
high-fidelity model and a reduced-order model to speedup numerical simu-
lations while maintaining accurate approximations. In particular, an error
indicator based on a reduced-order approximation of the error is developed
to determine when the reduced-order model is not su�ciently accurate and
the high-fidelity model needs to be solved. Then, we propose an adaptive-
extended version of the hybrid approach to update the reduced-order model
with new solution snapshots. In particular, an interesting application con-
cerns the acceleration of the o✏ine stage of ROMs. The performance of the
proposed method is finally evaluated on parametrized, time-dependent, non-
linear problems governed by the 1D Burgers’ equation and 2D compressible
Euler equations. The results demonstrate the accuracy and computational
e�ciency of the adaptive, hybrid approach with respect to the high-fidelity
model.

Keywords: Reduced-order model, Proper orthogonal decomposition,
Hyper-reduction, Error estimation, Adaptive model reduction

1. Introduction

Many applications in science and engineering require e�cient numeri-
cal simulations, either due to runtime constraints in the case of large-scale
computational models or due to the large number of simulations to run in
the case of many-query problems. Projection-based reduced-order models
(ROMs) [1, 2, 3, 4, 5, 6, 7, 8, 9] have been developed to dramatically reduce
the computational cost associated with numerical solutions of parametric
problems governed by partial di↵erential equations (PDEs). They typically
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consist of an o✏ine stage in which training high-fidelity solutions are collected
to define a low-dimensional approximation space. A popular dimensionality
reduction technique for extracting the reduced basis that spans this approx-
imation space is the proper orthogonal decomposition (POD) [10, 2]. Then,
the low-dimensionality of the reduced basis is exploited during an online stage
to enable fast or real-time predictions of new out-of-sample solutions.

In order to construct accurate ROMs over a wide range of input parame-
ters, the standard approach consists in collecting a large number of high-
fidelity solution snapshots at di↵erent training time-parameter instances.
However, there are two major di�culties associated with this o✏ine proce-
dure. First, the number of high-fidelity simulations for sampling the solution
manifold is limited in practice due to the expensive computational cost of
the high-fidelity model (or high-dimensional model (HDM)). Second, if the
training solution snapshots are too di↵erent from the predicted solution, the
ROM may fail to deliver accurate approximations.

Several approaches have been proposed in the literature to address the
aforementioned issues. In multifidelity methods [11, 12], the solutions of mul-
tilevel hierarchical models are combined to accelerate the estimation of statis-
tics. The number of solution evaluations between the high- and low-fidelity
models is balanced with respect to error and cost using an optimal model
management. Alternatively, a hybrid HDM/ROM approach is proposed in
[13, 14, 15]. The main idea is to switch between the HDM and ROM on
the fly to achieve a prescribed level of accuracy. An a posteriori error esti-
mation is employed to determine when the ROM is not su�ciently accurate
and the HDM needs to be solved. Similarly, Zucatti et al. [16] introduced
an adaptive, training-free ROM for convection-dominated problems based on
hybrid snapshots. The latter are generated by combining space-local HDM
and ROM solutions. An error strategy is employed to identify regions where
the ROM is inaccurate and the HDM needs to be solved.

In this work, we focus on ROMs based on POD in the o✏ine stage and
on the least-squares Petrov-Galerkin (LSPG) projection [17, 18] equipped
with the energy-conserving sampling and weighting (ECSW) hyper-reduction
method [19, 20] in the online stage. In particular, we propose an approach [21]
based on the principal directions of the reduced-order residual and reduced-
order Jacobian matrix to improve the performance of the ECSW method.
With this framework, we then present a hybrid HDM/ROM model to ac-
celerate numerical simulations while maintaining accurate approximations.
The main contribution concerns the introduction of an error indicator based

2



on a reduced-order approximation of the error. Compared to the hybrid
model presented in [15], the error indicator proposed here can be employed
for Galerkin or Petrov-Galerkin projection-based ROMs equipped with any
hyper-reduction method. The computational e�ciency of the resulting hy-
brid model depends on the accuracy of the underlying ROM to predict out-
of-sample solutions. If the HDM is used in a large part of the computations,
the hybrid model will be accurate but computationally expensive to solve.
Conversely, if the ROM is su�cient to approximate the solution most of the
time, this approach enables a significant reduction in the computational cost
of numerical simulations. An interesting application of the hybrid model
concerns the acceleration of the o✏ine stage of ROMs. The main idea is
to generate solution snapshots using the HDM only when the ROM is not
su�ciently accurate. Moreover, instead of storing all solution snapshots, we
propose to progressively enrich the ROM with the new solution snapshots
in order to mitigate computational memory requirements. In this way, we
also expect the ROM to become more robust for predicting out-of-sample
solutions, which in turn allows to further accelerate the o✏ine procedure.

The remainder of the paper is organized as follows. In Section 2, we in-
troduce the HDM and ROM used in this work. Then, Section 3 describes the
hybrid HDM/ROM approach and the underlying error indicator. In Section
4, we present an application of the adaptive, hybrid approach for accelerat-
ing the o✏ine stage of ROMs. Section 5 demonstrates the performance of
the proposed methods for parametrized, time-dependent, nonlinear problems.
Finally, Section 6 draws some conclusions and perspectives.

2. Projection-based reduced-order model

2.1. High-dimensional model

Let the parameter domain D be a closed and bounded subset of the Eu-
clidean space RNp . In this work, we consider parametrized, time-dependent,
nonlinear, semi-discrete problems of the form

8
<

:

du

dt
(t;✓) = f(u(t;✓), t;✓)

u(0;✓) = u0(✓),

where t > 0 denotes time, ✓ 2 D denotes the input parameters, u : R+⇥D !
RNdof denotes the solution, and f : RNdof ⇥ R+ ⇥ D ! RNdof denotes the
nonlinear function resulting from the semi-discretization of the PDE.
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This semi-discrete problem is then integrated in time by an implicit
scheme, leading to the nonlinear system of equations

rk(uk(✓);✓) = 0 8k 2 {1, . . . , Nt}, (1)

which is solved for uk(✓) 2 RNdof by the Newton-Raphson method. Here,
uk(✓) denotes the time-discrete counterpart of u(tk;✓), tk > 0 denotes the
k-th time-instance, and rk : RNdof ⇥ D ! RNdof denotes the fully discrete
approximation of the semi-discrete residual r(u(tk;✓), tk;✓) = du

dt (tk;✓) �
f(u(tk;✓), tk;✓). In the following, this computational model will be referred
to as the HDM.

2.2. Reduced-order model

In the ROM, the high-dimensional solution uk(✓) is approximated on a
low-dimensional subspace to reduce the number of degrees of freedom:

euk(✓) = uo↵(✓) +Vyk(✓),

where the o↵set uo↵(✓) 2 RNdof is set to the initial condition u0(✓), the
reduced basis V 2 RNdof⇥Nv is constructed by POD, the reduced coordinates
yk(✓) 2 RNv are determined by the LSPG projection equipped with the
ECSW hyper-reduction method, and Nv ⌧ Ndof.

2.2.1. Proper orthogonal decomposition
During the o✏ine stage, high-dimensional solution snapshots are collected

at di↵erent training time-parameter instances {(ttrain1 ,✓train
1 ), . . . , (ttrainNs

,✓train
Ns

)}.
Let the resulting snapshot database be Su = [su1 , . . . , suNs

] 2 RNdof⇥Ns , where
suk 2 RNdof is the discrete approximation of u(ttraink ;✓train

k ). The reduced ba-
sis V is computed by POD to minimize the projection error of the snapshots
onto this basis:

(
minimize
V2RNdof⇥Nv

��Su � Suo↵ �VVT (Su � Suo↵)
��
F

subject to VTV = I,

where Suo↵ = [uo↵(✓train
1 ), . . . ,uo↵(✓train

Ns
)] 2 RNdof⇥Ns , and k·kF stands for

the Frobenius norm. Notably, the solution to this minimization problem is
given by the Eckart-Young theorem [22]. Let bSu = �⌃ T be the truncated
singular value decomposition (SVD) of Su � Suo↵ , where � 2 RNdof⇥Nv is
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an orthonormal matrix, ⌃ = diag(�1, . . . , �Nv) 2 RNv⇥Nv is a diagonal ma-
trix with non-negative real number on the diagonal, and  2 RNs⇥Nv is an
orthogonal matrix. The reduced basis corresponds to the Nv leading left
singular vectors (i.e., V = �), and the square of the projection error is equal
to the sum of the neglected singular values squared:

��Su � Suo↵ �VVT (Su � Suo↵)
��2

F
=

min(Ndof,Ns)X

n=Nv+1

�2
n.

In particular, the reduced basis dimension Nv is chosen here as the smallest
integer such that the relative projection error is less than a user-defined
tolerance "pod 2 [0, 1]:

��Su � Suo↵ �VVT (Su � Suo↵)
��
F
6 "pod kSukF .

Furthermore, the approximation of the di↵erent variables is decorrelated
since they can have di↵erent orders of magnitude. For example, in Section
5.2, the variables {⇢, ⇢u, ⇢v, E} are approximated on {V⇢,V⇢u,V⇢v,VE} re-
spectively, and the reduced basis is defined as

V =

2

664

V⇢

V⇢u

V⇢v

VE

3

775 .

2.2.2. Least-squares Petrov-Galerkin method
During the online stage, the reduced coordinates yk(✓) are determined

by the residual-minimizing LSPG method:
8
<

:
minimize
yk(✓)2RNv

krk(euk(✓);✓)k22 8k 2 {1, . . . , Nt}

y0(✓) = VT
�
u0(✓)� uo↵(✓)

�
.

(2)

Notably, the first optimality condition leads to the Petrov-Galerkin projec-
tion:

(
(Jk(euk(✓);✓)V)T rk(euk(✓);✓) = 0 8k 2 {1, . . . , Nt}
y0(✓) = VT

�
u0(✓)� uo↵(✓)

�
,

where Jk(uk(✓);✓) 2 RNdof⇥Ndof denotes the Jacobian of rk(uk(✓);✓) with
respect to uk.
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2.2.3. Energy-conserving sampling and weighting method
In this work, the nonlinear least-squares problem (2) is solved by the

Gauss-Newton algorithm, which involves the projected reduced-order quan-
tities

Jk(✓)
TJk(✓) and Jk(✓)

T rk(✓),

where rk(✓) = rk(euk(✓);✓) 2 RNdof and Jk(✓) = Jk(euk(✓);✓)V 2 RNdof⇥Nv .
Unfortunately, as the residual is nonlinear with respect to the solution, the
evaluation of these quantities typically scales with the size of the HDM, unless
hyper-reduction techniques are employed. For this reason, we consider the
ECSW method, in which the standard scalar product is approximated by the
weighted sum:

aTb ⇡
NdofX

i=1

!iaibi,

where a,b 2 RNdof , and only a few weights !i > 0 are nonzero (i.e., k!k0 ⌧
Ndof, where k·k0 stands for the `0 pseudo-norm). In this way, the reduced-
order quantities rk(✓) and Jk(✓) need to be evaluated only at a few points of
the spatial domain, namely those associated with nonzero weights, in order
to speedup computations. This set of points will be referred to as the reduced
mesh in the following, and Np will denote the size of the reduced mesh.

The weights ! = [!1, . . . ,!Ndof
] 2 RNdof are determined during the of-

fline stage to best approximate the exact scalar product. Given snapshots
of the reduced-order residual rk(euk(✓);✓) and reduced-order Jacobian matrix
Jk(euk(✓);✓)V at di↵erent time-parameter instances (tk,✓) 2 {(ttrain1 ,✓train

1 ), . . . , (ttrainNs
,✓train

Ns
)},

the evaluation of the projected reduced-order quantities leads to an approx-
imation problem of the form

C! ⇡ d, (3)

where C 2 RNc⇥Ndof and d 2 RNc are defined in Appendix A . The weights
! are then solution to the non-negative least-squares (NNLS) problem

min
!>0

kC! � dk22 , (4)

which is solved by the Matlab implementation of the Lawson-Hanson algo-
rithm [23]. This algorithm promotes sparsity in the solution and terminates
when the stopping criterion kC! � dk2 6 "ecsw kdk2 is satisfied for a user-
defined tolerance "ecsw 2 [0, 1].

Notably, we propose in Appendix A to construct C using the principal
directions of the reduced-order residual and reduced-order Jacobian matrix.
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Specifically, instead of constructingC directly from snapshots of the reduced-
order quantities, we consider the POD basisU 2 RNdof⇥Nu of these snapshots,
and we define CT = U⇤, where ⇤ 2 RNu⇥Nu is the diagonal matrix contain-
ing the singular values associated to U. This modification allows to drasti-
cally reduce the size of the approximation problem (3) and, consequently, the
runtime for solving the NNLS problem (4). In addition, the approximation
problem (3) is fully described by the reduced basis U and the singular values
⇤, which will be a key point for updating the reduced mesh in Section 4.2.

Remark 1. To compute snapshots of rk(euk(✓);✓) and Jk(euk(✓);✓)V, the
reduced-order solution euk(✓) is replaced in practice by the projection of the
high-dimensional solution uo↵(✓) + VVT (uk(✓) � uo↵(✓)) in order to save
the computation time associated with the evaluation of the ROM.

3. Hybrid HDM/ROM model

Given the previous HDM and ROM, we now introduce the hybrid model,
which aims at accelerating numerical simulations while maintaining accurate
approximations. The main idea is to compute the solution using the HDM
only when the ROM is not su�ciently accurate. Specifically, we want the
relative space-time error to be smaller than a prescribed tolerance "err 2 [0, 1]:

vuut
NtX

k=1

kuk(✓)� euk(✓)k22 6 "err

vuut
NtX

k=1

kuk(✓)k22.

For this purpose, we impose at each time-step tk that

kuk(✓)� euk(✓)k2 6 "err kuk(✓)k2 ,

which is equivalent to bound the error ek(✓) = uk(✓)� euk(✓) as follows

kek(✓)k2 6 "err kek(✓) + euk(✓)k2 . (5)

However, computing the error ek(✓) is computationally prohibitive as it re-
quires the evaluation of the high-dimensional solution uk(✓). For this reason,
we employ an error estimation eek(✓) ⇡ ek(✓). The latter is presented in Sec-
tion 3.1, and the resulting hybrid model is described in Algorithm 1.
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Algorithm 1 Hybrid model

Input: ✓ 2 D, and "err 2 [0, 1].
Output: {bu1(✓), . . . , buNt(✓)} 2 RNdof .
1: Initialize bu0(✓) = u0(✓);
2: for k 2 {1, . . . , Nt} do
3: Compute euk(✓) by solving equation (2);
4: Compute eek(✓) by solving equation (6);
5: if keek(✓)k2 6 "err keek(✓) + euk(✓)k2 then
6: Set buk(✓) = euk(✓);
7: else
8: Compute uk(✓) by solving equation (1);
9: Set buk(✓) = uk(✓);

10: end
11: end

3.1. Error estimation

In this work, the error is estimated by a second ROM, which will be
referred to as the error indicator in the following and which uses the same
methods as the ROM presented in Section 2.2. Specifically, the error ek(✓)
is approximated by

eek(✓) = eo↵(✓) +Wzk(✓),

where the o↵set eo↵(✓) 2 RNdof is set to the initial error e0(✓), the reduced
basis W 2 RNdof⇥Nw is constructed by POD, and the reduced coordinates
zk(✓) 2 RNw are determined by the LSPG projection equipped with the
ECSW hyper-reduction method. Note that the initial error e0(✓) vanishes
here since uo↵(✓) = u0(✓).

During the o✏ine stage, solution snapshots of the ROM are collected
to assemble the database Se = [se1 , . . . , seNs

] 2 RNdof⇥Ns , where sek is the
snapshot of the error ek(✓) at time-parameter instance (tk,✓) = (ttraink ,✓train

k ).
The reduced basis W is then computed by POD from Se without o↵set (i.e.,
Seo↵ = 0).

The reduced coordinates zk(✓) are determined during the online stage by
the LSPG method:

8
<

:
minimize
zk(✓)2RNw

krk(eek(✓) + euk(✓);✓)k22 8k 2 {1, . . . , Nt}

z0(✓) = WT
�
e0(✓)� eo↵(✓)

�
,

(6)
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where the reduced-order solution euk(✓) is known. This nonlinear least-
squares problem is then solved by the Gauss-Newton algorithm, and the
ECSW method is employed to reduce the computational cost associated
with the evaluation of the projected reduced-order quantities. Compared
to the procedure described in Section 2.2.3, the only di↵erence is that the
approximation problem (3) is assembled using snapshots of the reduced-order
residual rk(eek(✓) + euk(✓);✓) and reduced-order Jacobian matrix Jk(eek(✓) +
euk(✓);✓)W.

Remark 2. To compute snapshots of rk(eek(✓) + euk(✓);✓) and Jk(eek(✓) +
euk(✓);✓)W, the reduced-order error eek(✓) is replaced in practice by the pro-
jection of the error eo↵(✓) + WWT (ek(✓) � eo↵(✓)) in order to save the
computation time associated with the evaluation of the error indicator.

Remark 3. Replacing ek(✓) with eek(✓) enables the e�cient evaluation of
the error criterion (5), since the latter scales with the size of the ROM and
error indicator:

keek(✓) + euk(✓)k22 = keek(✓)k22 + 2 heek(✓), euk(✓)i2 + keuk(✓)k22 ,
keek(✓)k22 = keo↵(✓)k22 + 2

⌦
WTeo↵(✓), zk(✓)

↵
2
+ kzk(✓)k22 ,

heek(✓), euk(✓)i2 = heo↵(✓),uo↵(✓)i2 +
⌦
VTeo↵(✓),yk(✓)

↵
2

+
⌦
WTuo↵(✓), zk(✓)

↵
2
+
⌦
VTWzk(✓),yk(✓)

↵
2
,

keuk(✓)k22 = kuo↵(✓)k22 + 2
⌦
VTuo↵(✓),yk(✓)

↵
2
+ kyk(✓)k22 ,

where kuo↵(✓)k22, keo↵(✓)k
2
2, heo↵(✓),uo↵(✓)i2, VTuo↵(✓), VTeo↵(✓), WTuo↵(✓),

WTeo↵(✓), and VTW can be precomputed once for all.

3.2. Computational complexity

According to Algorithm 1, the computational cost of the hybrid model is
given by

(crom + cerr)Nt + chdmnhdm, (7)

where crom denotes the cost for solving equation (2), cerr denotes the cost
for solving equation (6), chdm denotes the cost for solving equation (1), and
nhdm denotes the number of time instances in which the HDM is employed to
compute the solution. In particular, if the HDM is never used (i.e., nhdm = 0),
the computational cost of the hybrid model corresponds to the cost associated
with the evaluation of the ROM and error indicator. Consequently, if the
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ROM is su�cient to approximate the solution most of the time, the hybrid
model enables a significant reduction in the computational cost of numerical
simulations, since crom, cerr ⌧ chdm.

4. Acceleration of the o✏ine stage of ROMs via an adaptive, hybrid
approach

An interesting application of the hybrid model concerns the acceleration
of the o✏ine stage of ROMs. The main idea is to generate solution snapshots
using the HDM only when the ROM is not su�ciently accurate. In this way,
if the ROM is su�cient to approximate the solution snapshots most of the
time, then this approach enables a significant reduction in the computational
cost of the o✏ine stage. Moreover, instead of storing all solution snapshots,
the ROM of the hybrid model is progressively enriched with the new solu-
tion snapshots to mitigate computational memory requirements. Notably,
an e�cient procedure for updating the reduced basis V is described in Sec-
tion 4.1. The same procedure is then applied to the reduced bases U and
W in order to fully update the ROM and error indicator. The resulting
adaptive-extended version of the hybrid model is presented in Algorithm 2.

Algorithm 2 Adaptive, hybrid approach

Input: {✓1, . . . ,✓N✓
} 2 D.

Output: {buk(✓1), . . . , buk(✓N✓
)}Nt

k=1 2 RNdof .
1: for ✓ 2 {✓1, . . . ,✓N✓

} do
2: Compute {bu1(✓), . . . , buNt(✓)} using Algorithm 1;
3: Set Snew

u = [bu1(✓), . . . , buNt(✓)] and Snew
uo↵

= [u0(✓), . . . ,u0(✓)];

4: Update the reduced basis according to Section 4.1;
5: Update the reduced mesh according to Section 4.2;
6: Update the error indicator according to Section 4.3;
7: end

4.1. Update of the reduced basis

Let Vold 2 RNdof⇥Nvold be the POD basis computed from the databases
Sold
u ,Sold

uo↵
2 RNdof⇥Nsold , and assume that new snapshots Snew

u ,Snew
uo↵

2 RNdof⇥Nsnew

become available. The objectif is to find the reduced basis V that verifies

��Su � Suo↵ �VVT (Su � Suo↵)
��
F
6 "pod kSukF , (8)

10



where Su = [Sold
u ,Snew

u ] 2 RNdof⇥Ns , Suo↵ = [Sold
uo↵

,Snew
uo↵

] 2 RNdof⇥Ns , and
Ns = Nsold +Nsnew . For this purpose, we consider the approach described in
[24], which relies on the compressed snapshot matrix

bS =
h
bSold

bSnew

i
2 RNdof⇥Ns .

Here, bSold = �old⌃old T
old 2 RNdof⇥Nsold (resp. bSnew = �new⌃new T

new 2
RNdof⇥Nsnew ) denotes the truncated SVD of Sold

u � Sold
uo↵

(resp. Snew
u � Snew

uo↵
),

where �old 2 RNdof⇥Nbvold (resp. �new 2 RNdof⇥Nbvnew ) is unitary, ⌃old 2
RNbvold⇥Nbvold (resp. ⌃new 2 RNbvnew⇥Nbvnew ) is diagonal,  old 2 RNsold⇥Nbvold

(resp.  new 2 RNsnew⇥Nbvnew ) is unitary, and the rank Nbvold (resp. Nbvnew)
is chosen so that the relative error is less than a user-defined tolerance
"1 2 [0, 1]:

���(Sold
u � Sold

uo↵
)� bSold

���
F
6 "1

��Sold
u

��
F

(9a)
⇣
resp.

���(Snew
u � Snew

uo↵
)� bSnew

���
F
6 "1 kSnew

u kF
⌘
. (9b)

The reduced basisV is then computed by POD from the compressed snapshot
matrix bS using the user-defined tolerance "2 2 [0, 1]:

���bS�VVT bS
���
F
6 "2 kSukF . (10)

The advantage of this approach is twofold. On the one hand, only the low-
rank representation of bS needs to be stored in memory, rather than the full
matrices (Su,Suo↵), which would have been computationally prohibitive. On
the other hand, the resulting reduced basis V verifies

��Su � Suo↵ �VVT (Su � Suo↵)
��
F
6

q
"21 + "22 kSukF (11)

according to Proposition 1, and we set "1 = "2 = "podp
2

in the following to

ensure that equation (8) holds.
Moreover, we propose in this work to combine this approach with the

fast SVD update of Brand [25] in order to reduce the computational cost
of updating the reduced basis. The main idea is to progressively update
the low-rank representation of bS with the new solution snapshots, instead of
computing the SVD from scratch. To this end, let bS = b�b⌃b be the SVD
of bS. We introduce the extended reduced basis bV 2 RNdof⇥Nbv defined as
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the left singular vectors of bS (i.e., bV = b�), where the first Nv columns of bV
correspond to the reduced basisV, while the Nbv�Nv additional vectors allow
to ensure that equation (8) holds without the need to store the snapshot
databases (Su,Suo↵). In Section 2.2.1, the extended reduced basis bV and
associated singular values b⌃ are initialized from the truncated SVD of Su �
Suo↵ using the tolerance "1. Now, assume that bVold and b⌃old are known
and new snapshots (Snew

u ,Snew
uo↵

) become available. Algorithm 3 presents the

update of (bV, b⌃) and, as a result, of (V,⌃). In Line 1, bVnew and b⌃new

are computed from the truncated SVD of Snew
u � Snew

uo↵
using the tolerance

"1. Next, bV and b⌃ are e�ciently updated in Lines 2-6 using the fast SVD
update of Brand. If the matrix bV is not unitary due to numerical error,
then a re-orthogonalization step can be performed in Line 7. Finally, the
first Nv columns (resp. rows and columns) of bV (resp. b⌃) are extracted in
Line 8-11 to obtain V (resp. ⌃). In this way, the right singular vectors of bS
do not need to be computed or stored, and only the left singular vectors bV
and singular values b⌃ are updated to save computational cost. In addition,
the computational complexity of Algorithm 3 is dominated by the SVD of a
Ndof⇥Nsnew matrix and the QR factorization of a Ndof⇥Nbv matrix, which can
be e�ciently computed using standard algorithms in sequential or parallel.

12



Algorithm 3 Update of the reduced basis

Input: bVold 2 RNdof⇥Nbv , b⌃old 2 RNbv⇥Nbv , Snew
u 2 RNdof⇥Nsnew , Snew

uo↵
2

RNdof⇥Nsnew , "1 2 [0, 1], "2 2 [0, 1], and CkSold
u k2

F

> 0.

Output: V 2 RNdof⇥Nv , ⌃ 2 RNv⇥Nv , bV 2 RNdof⇥ bNv , b⌃ 2 R bNv⇥ bNv , and
CkSuk2F

> 0.

1: Compute bVnew and b⌃new by POD from (Snew
u ,Snew

uo↵
) using the tolerance

"1;
2: Set M = bVnew � bVold

bVT
old

bVnew;
3: Compute the QR-decomposition of M = QMRM;

4: Set K =

"
b⌃old

bVT
old

bVnew
b⌃new

0 RM
b⌃new

#
;

5: Compute the SVD of K = �K⌃K T
K;

6: Set bV =
h
bVold QM

i
�K and b⌃ = ⌃K;

7: Optional: orthonormalize bV and modify b⌃ using Algorithm 4;
8: Set CkSuk2F

= CkSold
u k2

F

+ kSnew
u k2F ;

9: Find the smallest integer Nv such that
PNbv

i=Nv+1 b�2
i 6 "22CkSuk2F

;

10: Set V as the first Nv columns of bV;
11: Set ⌃ as the first Nv rows and columns of b⌃.

Algorithm 4 Orthonormalization process

Input: bV 2 RNdof⇥Nbv , and b⌃ 2 RNbv⇥Nbv .
Output: bVorth 2 RNdof⇥Nbv , and b⌃orth 2 RNbv⇥Nbv .
1: Compute the QR-decomposition of bV = QVRV;
2: Set N = RV

b⌃;
3: Compute the SVD of N = �N⌃N T

N;
4: Set bVorth = QV�N and b⌃orth = ⌃N.

4.2. Update of the reduced mesh
Given new snapshots of the reduced-order quantities, the extended re-

duced basis bUold and associated singular values b⇤old are updated in the same
way as bVold and b⌃old using Algorithm 3 in order to obtain (bU, b⇤) and there-
fore (U,⇤). The weights ! are then solution to the NNLS problem (4)
defined by (U,⇤) as explained in Section 2.2.3.
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4.3. Update of the error indicator

The error indicator is finally updated in the same way as the ROM. Specif-
ically, the reduced basis W is updated from new snapshots of the error using
the procedure presented in Section 4.1, and the reduced mesh is updated from
new snapshots of the reduced-order quantities using the procedure described
in Section 4.2.

5. Numerical experiments

The performance of the proposed methods is assessed for parametrized,
time-dependent, nonlinear problems based on the 1D Burger’s equation and
2D compressible Euler equations. The first experiment seeks to evaluate the
robustness and accuracy of the hybrid model, and more specifically, its ability
to control the estimated error by switching between the HDM and ROM on
the fly, while the second experiment aims at evaluating the reduction in
the computational cost of the o✏ine stage provided by the adaptive, hybrid
approach. In the following, the accuracy of the hybrid model (resp. ROM)
is assessed using the relative space-time error:

vuuuuuut

NtP
k=1

kuk(✓)� buk(✓)k22
NtP
k=1

kuk(✓)k22

0

BBBB@
resp.

vuuuuuut

NtP
k=1

kuk(✓)� euk(✓)k22
NtP
k=1

kuk(✓)k22

1

CCCCA
,

and the reduction in computational cost is evaluated using the relative run-
time:

Runtime of the hybrid model

Runtime of the HDM

✓
resp.

Runtime of the ROM

Runtime of the HDM

◆
.

5.1. One-dimensional Burgers’ equation

The first experiment focuses on the numerical simulation of a single hump
in 1D. The fluid velocity u(x, t;✓) 2 R is governed by the Burgers’ equation:

@u

@t
+ u

@u

@x
= ⌫

@2u

@x2
,
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where x 2 [�2, 3], t 2 [0, 0.2], and the input parameter ✓ = [⌫, A] corresponds
to the di↵usion coe�cient ⌫ 2 [0.1, 1] and a constant A 2 [1, 5]. The initial
and Dirichlet boundary conditions are supplied by the exact solution

u(x, t;✓) =

r
⌫

t+ ✏

2

64

⇣
e

A
2⌫ � 1

⌘
e

�x2

4⌫(t+✏)

p
⇡ +

p
⇡
2

⇣
e

A
2⌫ � 1

⌘
erfc( xp

4⌫(t+✏)
)

3

75 ,

where erfc(x) is the complimentary error function, and ✏ = 0.05.
This equation is then discretized in the HDM by a second-order finite

di↵erence method. The time-interval is divided into Nt = 200 uniform subin-
tervals using the fixed time-step size �t = 10�3, and the spatial domain is
equally partitioned by 500 interior grid points, leading to Ndof = 500 degrees
of freedom (DOFs). In Figure 1, we show solution snapshots computed by
the HDM for di↵erent parameters ✓.

15



-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3
0

0.1

0.2

0.3

0.4

0.5

0.6

(a) ✓ = [1, 1]

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

2

2.5

3

(b) ✓ = [1, 5]

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

(c) ✓ = [0.1, 1]
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Figure 1: High-dimensional solution at final time for di↵erent parameters ✓

5.1.1. Performance of the hybrid model
The performance of the hybrid model is evaluated for predicting the so-

lution corresponding to ✓ = [0.1, 5]. Specifically, solution snapshots are
collected in the time-interval [0, 0.05][ [0.1, 0.2], and the hybrid model must
therefore predict the solution for t 2 (0.05, 0.1). Compared to a standard pre-
diction test in time, where solution snapshots are collected at the beginning
of the simulation (i.e., for t 2 [0, 0.05]) and the hybrid model has to compute
the solution for a larger time-interval (i.e., [0, 0.1]), solution snapshots are
also collected in the time-interval [0.1, 0.2]. The objective is to show the abil-
ity of the hybrid model to maintain accurate approximations by switching
from the ROM to the HDM when the error becomes too large (i.e. when
t ⇡ 0.05) and also to check that the hybrid model is able to switch from the
HDM to the ROM when the ROM becomes su�cient again to approximate
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the solution (i.e., when t ⇡ 0.1).
In Figure 2a, we compare the accuracy of four ROMs corresponding to

di↵erent tolerances "pod 2 {10�3, 10�4, 10�5, 10�6}. For constructing these
ROMs, solution snapshots are collected every time-step, leading to Ns = 150
snapshots, and the hyper-reduction tolerance is chosen as "ecsw = 10�6 to
provide su�cient accuracy. The reader can see that the error increases for
t > 0.05 since no snapshots were collected. Moreover, this error remains large
even for small value of "pod, which means that the corresponding solution
cannot be accurately approximated using only the snapshots available.

We now consider the hybrid model, where the underlying ROM is built
using the tolerances "pod = 10�3 and "ecsw = 10�6, leading to Nv = 19 basis
vectors and Np = 62 points. In the error indicator, the size of the reduced
basis and reduced mesh is the same than that of the ROM for simplicity.
Figure 2b presents the accuracy of the hybrid model for di↵erent tolerances
"err 2 {10�1, 10�2, 10�3, 10�4}. Compared to the previous ROMs, the solu-
tion is accurately approximated for every time-steps since the relative error
remains generally smaller than the prescribed tolerance "err. The relative er-
ror is sometimes larger than "err because the error indicator underestimates
the true error, as illustrated in Figure 3. Moreover, Figure 4 shows the evo-
lution of the trade-o↵ between the accuracy and computational cost of the
hybrid model as a function of "err. As expected, when "err decreases, the
error tends to decrease while the runtime increases, since the high-dimension
system (1) is solved in a larger part of the computations. In particular, the
hybrid model allows a transition from the HDM to the ROM corresponding
to "pod = 10�3 by varying the tolerance "err from 10�4 to 10�1, and the run-
time of the hybrid model is consistent with the computational cost given in
equation (7). In addition, for "err = 10�2, the high-dimension system (1) is
solved only in the time-interval (0.05, 0.1), which enables a speedup factor of
1.58 with respect to the HDM, while maintaining accurate approximations,
as illustrated in Figure 5.
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Figure 2: Accuracy of the ROM and hybrid model over time. On the left, we plot the
relative error of ROMs constructed using di↵erent tolerances "pod, while the relative error
of the hybrid model for di↵erent tolerances "err is plotted on the right
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Figure 3: Time-history of the relative error kek(✓)k2 / kuk(✓)k2 (solid line) and its esti-
mation keek(✓)k2 / keek(✓) + euk(✓)k2 (dotted line) by the error indicator
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Figure 4: Performance of the hybrid model (resp. ROM) as a function of "err (resp. "pod)
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(d) t = 0.2

Figure 5: Solution snapshots of the HDM (black), ROM for "pod = 10�3 (blue), and
hybrid model for "pod = 10�3 and "err = 10�2 (red)

5.1.2. Accuracy of the error indicator
The accuracy of the proposed error indicator is further illustrated for

predicting the error corresponding to di↵erent out-of-sample parameters ✓.
To this end, the ROM and associated error indicator are constructed using
snapshots collected every time-step at the 5 training parameter instances
shown in Figure 6, leading to Ns = 200⇥ 5 = 1, 000 snapshots. The reduced
basis is then built using the tolerance "pod = 10�3, which yields to Nv = 32
vectors, and the reduced mesh is extracted using the tolerance "ecsw = 10�6,
leading to Np = 105 points. In the error indicator, the size of the reduced
basis and reduced mesh is the same than that of the ROM to provide su�cient
accuracy.

Figure 7 presents the relative error of the resulting ROM and its esti-
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mation by the error indicator for the 20 out-of-sample parameters shown in
Figure 6. In particular, there are two risks associated with error estimation.
First, if the relative error kek(✓)k2 / kuk(✓)k2 is smaller than the error tol-
erance "err, but the error indicator overestimates the relative error, and the
estimated relative error keek(✓)k2 / keek(✓) + euk(✓)k2 is larger than the error
tolerance, then the hybrid model will employ the HDM whereas the ROM
was su�cient in term of accuracy, resulting in unnecessary additional com-
putation time. Second, if the relative error is larger than the error tolerance,
but the error indicator underestimates the relative error, and the estimated
relative error is smaller than the error tolerance, then the HDM will not be
used while the ROM is not su�ciently accurate, which can lead to inaccurate
solutions. However, despite the coarse training grid used for constructing
the error indicator, the estimated error keek(✓)k2 accurately approximates
the true error kek(✓)k2 for the di↵erent out-of-sample parameters. Further-
more, the predictions of the error indicator can be improved by enriching the
database Se with new snapshots of the error and by increasing the dimension
of the reduced basis W.
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Figure 6: Sampling of the parameter domain D. The training parameters are plotted in
blue, while the out-of-sample parameters are plotted in red
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Figure 7: Time-history of the error norm kek(✓)k2 (in blue) and its estimation keek(✓)k2
(in red) for di↵erent out-of-sample parameters ✓

5.2. Two-dimensional compressible Euler equations

The second experiment concerns the numerical simulation of subsonic and
transonic flows over a NACA 0012 airfoil in 2D. The input parameter ✓ =
[M1,↵] corresponds to the free-stream Mach number M1 2 [0.3, 0.8] and
the angle of attack ↵ 2 [0, 8]. The spatial domain is shown in Figure 8, and
we consider the time-interval [0, 10]. The fluid density ⇢(x, t;✓) � 0, velocity
u(x, t;✓) = [u(x, t;✓), v(x, t;✓)] 2 R2, and total energy E(x, t;✓) � 0 are
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governed by the compressible Euler equations:
8
>>>>>>>>>>><

>>>>>>>>>>>:

@⇢

@t
+

@⇢u

@x
+

@⇢v

@y
= 0

@⇢u

@t
+

@(⇢u2 + p)

@x
+

@⇢uv

@y
= 0

@⇢v

@t
+

@⇢uv

@x
+

@(⇢v2 + p)

@y
= 0

@E

@t
+

@u(E + p)

@x
+

@v(E + p)

@y
= 0,

where p(x, t;✓) � 0 is the fluid pressure, given by the equation of state

p = (� � 1)

✓
E � ⇢

u2 + v2

2

◆

with �, the specific heat ratio, taken as � = 1.4 in the following. The initial
condition is a uniform flow at Mach M1:

⇢0 = �, u0 = M1, v0 = 0, p0 = 1. (12)

The inflow and outflow boundary conditions are set to be a uniform flow
at Mach M1 (12), and slip boundary conditions are applied at the airfoil
surface.

The HDM is constructed using a first-order finite volume method equipped
with the local Lax-Friedrichs flux in space and the implicit Euler scheme in
time. The time-interval is divided into Nt = 1, 000 uniform subintervals using
the fixed time-step size �t = 10�2, and the spatial domain is partitioned by
1,718 vertices and 2,300 triangular cells, leading to Ndof = 4⇥2, 300 = 9, 200
DOFs. In Figure 9, we show snapshots of the Mach number solution com-
puted by the HDM for di↵erent parameters ✓.
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Figure 8: Computational domain in the reference configuration (i.e., ↵ = 0). To account
for the variation in the angle of attack, the mesh is rotated through an angle ↵ about the
trailing edge
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(a) ✓ = [0.3, 0] (b) ✓ = [0.8, 0]

(c) ✓ = [0.3, 8] (d) ✓ = [0.8, 8]

Figure 9: High-dimensional solution at final time for di↵erent parameters ✓

5.2.1. Performance of the adaptive, hybrid approach
The reduction in the computational cost of the o✏ine stage provided by

the adaptive, hybrid model is assessed for sampling the solution at the 25
training parameter instances shown in Figure 10. To this end, we first com-
pare the runtime of the hybrid model with that of the classical approach,
where solution snapshots are computed using only the HDM. For initializing
the hybrid model, solution snapshots are collected every 4 time-steps using
the HDM at the 5 training parameter instances shown in Figure 10, leading
to Ns = 250 ⇥ 5 = 1, 250 snapshots. The reduced basis is then built using
the tolerance "pod = 5 ⇥ 10�3 and the reduced mesh is extracted using the
tolerance "ecsw = 10�6. In the error indicator, the size of the reduced basis
and reduced mesh is taken as (2Nv, 2Np) to provide su�cient accuracy. Fur-
thermore, the error indicator is employed in the following to select iteratively
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the solution to be sampled by identifying the training parameter associated
with the maximum error.

When the classical approach is used for sampling solution snapshots,
the o✏ine stage takes 2.39 hours and results in Nv = 14 basis vectors and
Np = 204 points. When the hybrid model is employed, the o✏ine stage lasts
44.53 minutes, which corresponds to 28.7 minutes for sampling the 5 initial
parameters and 15.83 minutes for sampling the 20 other training parameters.
Moreover, the dimension of the resulting reduced basis is Nv = 16 and the
size of the reduced mesh is Np = 260. The hybrid model therefore provides
a speedup factor of 3.22, and the dimension of the ROMs (Nv, Np) obtained
using the adaptive approach is slightly higher than that obtained using the
classical approach as shown in Figure 11.

Finally, Figure 12 presents the performance of the ROMs resulting from
the classical and adaptive approaches. The reader can see that the accu-
racy of these ROMs is also almost the same for predicting the solution at
the 16 out-of-sample parameters shown in Figure 10. Furthermore, the com-
putational cost of the ROM resulting from the adaptive approach is slightly
higher than that resulting from the classical approach, because the dimension
(Nv, Np) of the latter is slightly lower.
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Figure 10: Sampling of the parameter domain D. The parameters used to initialize the
hybrid model are plotted in black, the training parameters are plotted in blue, and the
out-of-sample parameters are plotted in red
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(a) Classical approach (b) Adaptive approach

Figure 11: Comparaison of the reduced meshes obtained using the classical and adaptive
approaches

Figure 12: Performance of the ROMs resulting from the classical and adaptive approaches

6. Conclusion

In this paper, we have proposed an approach based on the principal di-
rections of the reduced-order residual and reduced-order Jacobian matrix to
improve the performance of the ECSW method. Then, we have presented a
hybrid HDM/ROM strategy to accelerate numerical simulations while main-
taining accurate approximations. In particular, we have developed an error
indicator based on a reduced-order approximation of the error to determine
when the ROM is not su�ciently accurate and the HDM needs to be solved.
Finally, we have proposed an adaptive-extended version of the hybrid model
to update the ROM with new solution snapshots.
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The performance of the proposed methods has been evaluated for parametrized,
time-dependent, nonlinear problems based on the 1D Burger’s equation and
2D compressible Euler equations. The results demonstrated the accuracy
and robustness of the hybrid model, capable of controlling the estimated er-
ror by switching between the HDM and ROM on the fly, and the significant
computational speedup factor delivered by the adaptive, hybrid approach to
accelerate the o✏ine stage of ROMs.

In perspective, the performance of the hybrid model could be further
improved by using ROMs based on nonlinear manifolds [26, 27, 28]. In ad-
dition, the computational cost associated with the HDM solution could also
be reduced by considering hybrid snapshots. The latter are generated by
employing the HDM in regions where the ROM is not su�ciently accurate,
and space-local ROMs [29, 30, 31] elsewhere. These topics will be addressed
in future work.

Appendix A. Construction of the approximation problem (3)

The objective of this section is to describe the construction of the ap-
proximation problem (3). Let the training time-parameter instances be
{(ttrain1 ,✓train

1 ), . . . , (ttrainNs
,✓train

Ns
)}. We start to present di↵erent strategies for

constructing C and consequently d, since d = C1.

Residual. The evaluation of the projected reduced-order residual Jk(✓)T rk(✓)
leads to the approximation problem:

C1! ⇡ d1, (A.1)

where

C1 =

2

64
C(1)

1
...

C(Ns)
1

3

75 2 R(NsNv)⇥Ndof and C(k)
1 2 RNv⇥Ndof

with
�
C(k)

1

�
i,j

=
�
Jk(✓)

�
j,i

�
rk(✓)

�
j
and (tk,✓) = (ttraink ,✓train

k ).

Jacobian. In the same way, the evaluation of the projected reduced-order
Jacobian matrix Jk(✓)TJk(✓) leads to the approximation problem:

C2! ⇡ d2, (A.2)

29



where

C2 =

2

64
C(1)

2
...

C(Ns)
2

3

75 2 R(NsNv(Nv+1)/2)⇥Ndof and C(k)
2 2 R(Nv(Nv+1)/2)⇥Ndof

with
�
C(k)

2

�
i1+i2(i2�1)/2,j

=
�
Jk(✓)

�
j,i1

�
Jk(✓)

�
j,i2

and (tk,✓) = (ttraink ,✓train
k )

for 1  i1  i2  Nv. Note that the symmetry of the problem has been
exploited to remove duplicate rows in C2.

Residual+Jacobian. Combining the contributions of (A.1) and (A.2) leads
to the approximation problem:

C3! ⇡ d3, (A.3)

where

C3 =


C1

C2

�
2 R(NsNv(Nv+3)/2)⇥Ndof .

Principal directions. In practice, the number of rows in C3 can quickly
become prohibitive for solving the NNLS problem (4). In order to drastically
reduce the number of rows, we replace C3 by its principal directions. Let
C3 ⇡ �C⌃C T

C be the truncated SVD of C3, where �C 2 R(NsNv(Nv+3)/2)⇥Nc

is unitary, ⌃C 2 RNc⇥Nc is diagonal,  C 2 RNdof⇥Nc is unitary, and the rank
Nc is defined as the smallest integer such that the relative approximation
error is less than the tolerance "pod (i.e.,

��C3 ��C⌃C T
C

��
F
6 "pod kC3kF ).

The approximation problem (A.3) becomes

C4! ⇡ d4, (A.4)

where
C4 =  

T
C 2 RNc⇥Ndof and Nc ⌧ NsNv(Nv + 3)/2.

Weighted principal directions. In the approximation problem (A.4), the
principal directions contribute equally to the approximation error, which may
not be representative of the original approximation problem (A.3). For this
reason, we introduce a weighting of the principal directions to approximately
recover the original problem (A.3):

kC3! � d3k2 ⇡
���C⌃C 

T
C! � d3

��
2

= k�C⌃C(C4! � d4)k2
= k⌃C(C4! � d4)k2 .
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In this way, the approximation problem (A.4) becomes

C5! ⇡ d5, (A.5)

where
C5 = ⌃CC4 2 RNc⇥Ndof .

Numerical results. The di↵erent strategies for constructing C are now
evaluated for the application presented in Section 5.2. In each case, we
report the size of the matrix C. Moreover, Figure A.13 shows the runtime
for solving the NNLS problem (4) and the accuracy of the ROM associated
with the resulting weights !, as a function of the reduced mesh size.
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Figure A.13: Results for the application presented in Section 5.2. We consider the re-
production of the solution corresponding to the input parameter ✓ = [0.8, 8]. Solution
snapshots are collected every 4 time-steps, leading to Ns = 250 snapshots. The reduced
basis is built using the tolerance "pod = 10�3, which yields to Nv = 36 basis vectors.

The runtime of the ”principal directions” and ”weighted principal direc-
tions” approaches are almost the same and are significantly lower than that
of the other approaches, as the number of rows of the corresponding matrix
C is drastically smaller. In addition, the error of the ”jacobian”, ”resid-
ual+jacobian”, and ”weighted principal direction” approaches are about the
same and are generally lower than that of the other approaches, since the
”residual+jacobian” approach contains all the available information for com-
puting the weights !. For these reasons, the ”weighted principal direction”
approach is used in this work, as it provides the most accurate ROM, while
drastically reducing the runtime to solve the NNLS problem (4).
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Appendix B. Proof of error bound (11)

Proposition 1. Assume that equations (9) and (10) hold. Then, the reduced
basis V verifies the error bound (11).

Proof. Given (9a), we first prove the inequality
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since
��I�VVT

��
2
=

��VVT
��
2
= 1 for any projector VVT 6= 0 or I (see

[32]). Similarly, we can show using (9b) that
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Finally, combining these two inequalities with assumption (10) yields
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which concludes the proof.
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