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The quantum switch, the canonical example of a process with indefinite causal order, has been claimed to
provide various advantages over processes with definite causal orders for some particular tasks in the field of
quantum metrology. In this work, we argue that some of these advantages in fact do not hold if a fairer comparison
is made. To this end, we consider a framework that allows for a proper comparison between the performance,
quantified by the quantum Fisher information, of different classes of indefinite causal order processes and that
of causal strategies on a given metrological task. More generally, by considering the recently proposed classes
of circuits with classical or quantum control of the causal order, we come up with different examples where
processes with indefinite causal order offer (or not) an advantage over processes with definite causal order,
qualifying the interest of indefinite causal order regarding quantum metrology. As it turns out, for a range of
examples, the class of quantum circuits with quantum control of causal order, which are known to be physically
realizable, is shown to provide a strict advantage over causally ordered quantum circuits as well as over the class
of quantum circuits with causal superposition. Thus, considering this class provides new evidence that indefinite
causal order strategies can strictly outperform definite causal order strategies in quantum metrology. Moreover,
it shows that the so-called dynamical control of causal order, a feature of quantum circuits with quantum control
of the causal order but not of quantum circuits with mere causal superposition, can be a useful resource in
quantum metrology.

I. INTRODUCTION

In the usual formalism of quantum mechanics, the causal
order between different operations, i.e., the order in which the
operations are applied to a target system, is not subject to any
kind of quantum indefiniteness. Yet, an extension of quantum
mechanical laws encapsulated in the process matrix formalism
was proposed in Ref. [1], which allows for processes with so-
called indefinite causal order. For instance, by controlling the
causal order between two operations with a quantum degree
of freedom placed in a superposition, it is possible to generate
superpositions of—and thus indefinite—causal orders. This
phenomenon is at the heart of the canonical example of a pro-
cess with indefinite causal order, the quantum switch [2]. In
addition to the fundamental questions raised regarding quan-
tum causality [1, 3, 4], these indefinite causal order processes
have attracted attention through the various advantages they
can provide in different subfields of quantum information over
processes with well-defined causal orders [5–10].

Quantum metrology is one such field, with several studies
examining the potential for the quantum switch to provide ad-
vantages over processes with well-defined causal orders [11–
23]. A basic scenario in quantum metrology is that of channel
parameter estimation, where the goal is to maximize the pre-
cision of an estimate of an unknown parameter of a quantum
channel, given N uses (or copies) of the channel and with
access to different kinds of quantum resources such as quan-
tum superposition or entanglement. Thanks to the quantum
Cramér-Rao bound [24, 25], one can quantify the possible
precision of an estimate using the quantum Fisher information
(QFI).

∗ Corresponding author:
raphael.mothe@neel.cnrs.fr

Several studies over the last few years have attempted to
show that the quantum switch can provide advantages in this
simplest metrological scenario of estimating the parameter of
rather natural families of quantum channels, including depolar-
izing channels [12] and thermalizing channels [11], amongst
others [14, 16–18, 23]. These works all show that using the
quantum switch to sequentially apply these channels in a su-
perposition of different orders provides an advantage over the
simple sequential, causally definite, composition of the chan-
nels, and conclude, perhaps questionably, that indefinite causal
order is a resource for quantum metrology. Indeed, one may
wonder whether the quantum switch indeed outperforms any
standard adaptive, fixed-order strategy in these tasks. This
motivates us to analyze here this question in more detail and,
more generally, to investigate the potential advantages of dif-
ferent types of causally indefinite strategies in quantum metrol-
ogy [19]. We note that another result [13], which was recently
demonstrated experimentally [26], showed an interesting and
rigorous advantage using the quantum switch in a rather differ-
ent kind of (multi-parameter) metrological task; here, however,
we focus on the simple framework described above and studied
in Refs. [11, 12, 14, 16–18, 23].

Rather than studying the performance of particular pro-
cesses or strategies, such as the quantum switch or sequential
composition, we look here to understand the capabilities of
different families or classes of processes. We thereby build
on the framework on Refs. [15, 19] to optimize the QFI, and
thus bound the precision of estimation, over several such per-
tinent strategies. Indeed, Ref. [19] already considered two
classes that include indefinite causal order: quantum circuits
with causal superposition (QC-Sup), which includes the quan-
tum switch as well as some other circuits with indefinite
causal order; and the whole general class of process matri-
ces, which includes all valid indefinite causal order processes
(Gen). By comparing these classes to standard sequential
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quantum circuits (quantum circuits with fixed causal order;
QC-FO), and parallel circuits with entanglement (QC-Par),
they established hierarchies of performance in estimating cer-
tain families of channels. The particular interest devoted to the
quantum switch in metrological settings is due to its position
as one of the few causally indefinite processes with a clear
physical interpretation and potential realization [27–33]. It is
known, however, that physically meaningful processes beyond
the quantum switch, and more generally beyond QC-Sup, ex-
ist [34]; indeed, there are also causally indefinite processes
that go beyond QC-FO by exploiting dynamical causal orders.

Here, we seek to study the physical limits of both causally
definite and indefinite quantum metrology. We thereby con-
sider two further classes of processes introduced in Ref. [34]:
quantum circuits with classical control of the causal order
(QC-CC), and the quantum counterpart of QC-CCs, namely
quantum circuits with quantum control of the causal order
(QC-QC). We show how the framework of Ref. [19] can be
adapted to these classes to bound—in some cases tightly—the
QFI, and thus metrological performance, in the metrological
tasks considered. Revisiting the results of Refs. [11, 12], we
find the claims therein to be unfounded, with no advantage
attainable with processes exhibiting indefinite causal orders.
Focusing on the N = 2, 3 cases, we detail the different possi-
ble hierarchies and show that the potential advantage of indef-
inite causal order strategies crucially depends on the family of
quantum channels whose parameter is being estimated. Sev-
eral situations where indefinite causal order strategies outper-
form causally definite strategies could be identified, showing
that indefinite causal order can indeed be seen as a resource
in quantum metrology. A strict advantage of QC-QCs over
QC-Sups could also be identified for various situations, show-
ing that the dynamical control of the causal order can also
be seen as a quantum metrological resource and probing, in
some specific tasks, the underlying physical limits of quantum
metrology.

This paper is organized as follows. In Sec. II we give a brief
overview of quantum metrology and causally indefinite matri-
ces using the process matrix framework. In Sec. III we study
in more detail the purported advantages of Refs. [11, 12] and
show that the quantum switch can be outperformed by causally
definite strategies. In Sec. IV we show how the metrological
task can be solved using semidefinite programming over differ-
ent classes of strategies, which we detail in Sec. V. In Sec. VI
we present a comparison of the performance of different classes
of strategies when estimating different channel families’ pa-
rameters, before presenting our conclusions in Sec. VII.

II. PRELIMINARIES

A. Quantum metrology

In its simplest version, with one use of the channel, the
metrological problem of channel parameter estimation can be
described as follows (see Fig. 1). Consider a quantum channel
Cθ parametrized (in a smooth enough manner) by an unknown
continuous parameter θ that we wish to estimate. We can probe

Figure 1. The basic typical scenario of channel parameter estimation.
A probe state ρin is sent through a quantum channel Cθ specified by an
unknown parameter θ. The parameter can be estimated by measuring
the output state of the channel, ρθ .

the channel by applying it to a quantum state ρin to obtain the
output state ρθ = Cθ(ρin) that hence acquires a dependence on
the parameter θ. By measuring this output state, information
about the parameter can be obtained, allowing one to estimate
the parameter.

The uncertainty, quantified as the root-mean-square error,
δθ̂ of an unbiased estimator θ̂ of θ can be bounded by the
quantum Cramér-Rao bound [35, 36] as

δθ̂ ≥ 1√
Jθ(ρθ)

, (1)

where Jθ(ρθ) is the quantum Fisher information (QFI) of the
output state ρθ with respect to the parameter θ. For single-
parameter estimation, which is the scope of this work, the
quantum Cramér-Rao bound is known to be achievable [35,
36], making the QFI a central quantity in order to quantify the
ability to estimate an unknown parameter. The QFI Jθ(ρθ)
of the output state ρθ (which is assumed to be continuously
differentiable) can be written as [37]

Jθ(ρθ) := 2
∑
i,j:

λθ,i+λθ,j>0

|⟨λθ,j |∂θρθ|λθ,i⟩|2

λθ,i + λθ,j
, (2)

where the λθ,i’s and |λθ,i⟩’s are the eigenvalues and cor-
responding (normalized) eigenvectors of ρθ, so that ρθ =∑
i λθ,i|λθ,i⟩⟨λθ,i|. In this work we shall use another expres-

sion of the QFI introduced in Ref. [38],

Jθ(ρθ) = 4 min
{|ψθ,j⟩}q

j=1

Tr

 q∑
j=1

|ψ̇θ,j⟩⟨ψ̇θ,j |

 , (3)

where q can be any fixed value no smaller than the rank of
ρθ, and where the minimization is over all sets {|ψθ,j⟩}qj=1
of q (potentially unnormalized, not necessarily orthogonal)
vectors that form a so-called ensemble decomposition of size
q of ρθ [38], such that ρθ =

∑q
j=1 |ψθ,j⟩⟨ψθ,j |, and where all

|ψθ,j⟩’s are themselves continuously differentiable. The dot
denotes the derivation with respect to θ, |ψ̇θ,j⟩ = ∂θ|ψθ,j⟩.

In the simple scenario of Fig. 1, the channel Cθ is probed
only once and it is only possible to play with the initial probe
state ρin to maximize the QFI of the output state, and thus
the precision of estimation. However, as soon as we consider
scenarios in which Cθ can be used, or probed, several times,
more possibilities arise. If one independently probesN copies
of the channel Cθ one obtains the output state ρ⊗Nθ , for which
Jθ(ρ

⊗N
θ ) = NJθ(ρθ), so that the Cramér-Rao bound gives
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Figure 2. Abstract representation of a strategy that connects N = 4
instances of the quantum channel Cθ in order to produce the output
state ρθ . In this paper we study the precision of estimating θ from ρθ
given access to different classes of such strategies.

δθ̂ ≥ 1√
NJθ(ρθ)

. In addition to playing with the initial probe
state, however, one can also change the structure of the probing
strategy in order to maximize the QFI of the output state. For
instance, it is well-known that, by entangling several probes,
one can increase the precision of an estimate beyond the clas-
sical square-root scaling inN [39], even achieving Heisenberg
scaling—a quadratic advantage in scaling. Compared with the
strategy shown in Fig. 1, it can likewise be advantageous to
consider probes that are entangled with additional ancillary
systems that the channel is not applied to [40, 41]. More gen-
erally, given N uses of, or “queries” to, the quantum channel
Cθ, one may wonder what the best circuit architecture, or strat-
egy, is that maximizes the precision of estimation of θ; this
scenario is depicted abstractly in Fig. 2.

This question and the underlying metrological task, which
we will formalize further in Sec. IV, is the central object of
study in this paper. Thus far, most approaches to quantum
metrology have considered the most general strategy to be
described by a standard, causally ordered quantum circuit.
However, one can also envisage—as we will do here—more
general compositional strategies using indefinite causal order,
and study how useful this new resource is for improving the
precision of parameter estimation.

B. The process matrix formalism

In order to describe more general metrological strategies,
we will make use of the process matrix formalism that was
introduced in Ref. [1] to describe processes with potentially
indefinite causal order. This formalism generalizes quantum
theory by relaxing the assumption of a well-defined global
causal order between different operations. Standard, causally
definite quantum theory is instead only assumed to hold lo-
cally: operations are assigned to local closed and spatially
separated laboratories described by quantum laws, but no as-
sumption of a predefined global causal structure is made.

In the general scenario described by the process matrix
formalism, N quantum operations Ak (with 1 ≤ k ≤ N )
are considered. Each operation is performed once and only
once on the physical system received in its input Hilbert space
HAI

k , and the resulting system is sent out in the output Hilbert

space HAO
k .1 The operations are described by completely

positive (CP) maps Ak : L(HAI
k) → L(HAO

k ), where L(HX)
denotes the space of linear operators on HX . The overall
process describes how the N operations are related, be it in a
definite or indefinite causal order, and outputs a system in the
global causal future of all the operations, described by some
Hilbert space HF .2 This process can equivalently be seen as
a higher-order map, or supermap, that maps the N operations
Ak to the state output in the global future. By considering
its Choi–Jamiołkowski representation [43], the process can be
uniquely described by a matrix W ∈ L(HAIO

N F ), its process
matrix, where we use the shorthand notation HXY := HX ⊗
HY , HAIO

k := HAI
kA

O
k , and HAIO

K :=
⊗

k∈K HAIO
k , for any

K ⊆ N := {1, . . . , N}. The fact that the overall process must
yield a proper, well-defined supermap, but without making any
assumption of a predefined global causal order between the
operations, imposes some constraints on the process matrix
W that must be satisfied for it to be valid; we will detail
these in Sec. V. Within the set of all valid process matrices
one can identify specific relevant classes of process matrices
(for instance, those compatible with a definite causal order)
obtained by imposing further constraints on W , which will
also be detailed in Sec. V. We shall denote by W a generic
class of processes.

When considering the scenario of Fig. 2, we are typically
interested in expressing the output state ρθ as a function of
the channels Cθ and the process matrix W describing a given
strategy. To this end, let us first introduce the Choi matrix [43]
Cθ of the channel Cθ : L(HAI

k) → L(HAO
k ), that connects an

input space HAI
k to an output space HAO

k , as

Cθ :=
∑
i,j

|i⟩⟨j|A
I
k ⊗ Cθ(|i⟩⟨j|A

I
k) ∈ L(HAIO

k ), (4)

where {|i⟩X}i denotes a fixed orthonormal basis, which we
refer to as the computational basis of HX , and where we use
the short-hand notation |i⟩⟨j|X := |i⟩X⟨j|X . Throughout this
paper we will refer to the channel Cθ and its Choi matrix Cθ
indifferently, as Eq. (4) describes an isomorphism that can be
inverted to express Cθ in terms of Cθ.

When using N copies of the channel, as in Fig. 2, one can
then rewrite the output state ρθ using the so-called link product

1 All Hilbert spaces are assumed here to be finite-dimensional. For simplicity
we shall typically consider that the operations input and output Hilbert
spaces are of the same dimension, d.

2 Although the original formulation of the process matrix framework did not
involve the output system in the space HF , it is rather easy to extend the
formalism so as to include it [42]. It is also possible to introduce some
space HP in which some input system could be prepared, in the global
causal past of all other operations. As in Refs. [15, 19], however, we do
not define such a global past, since any fixed initial state (as one has in the
metrological scenario we consider) can be incorporated directly into the
process itself.
Note also that in general the operations Ak can be extended to also act on

auxiliary spaces HA
I′/O′
k , i.e., the supermap can be applied to CP maps

Ak : L(HAI
kA

I′
k ) → L(HAO

k AO′
k ).
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as

ρθ = C⊗N
θ ∗W. (5)

The link product between two operators A ∈ L(HXY ) and
B ∈ L(HY Z) that share a common system Y associated to
HY is defined as [44, 45]

A ∗B := TrY [(A
TY ⊗ 1

Z)(1X ⊗B)] ∈ L(HXZ), (6)

where TrY and TY denote, respectively, the partial trace and
partial transpose (in the computational basis) with respect to
the Hilbert space HY , and 1 is the identity operator in the
appropriate space (indicated here by the superscripts).

C. Example: the quantum switch

1. Description of the dynamics

The quantum switch [2] is the canonical example of a pro-
cess with indefinite causal order, and can be described as
follows. Two operations A1 and A2 are applied locally to
a target system initially in the state |ψin⟩t ∈ Ht in an order
that depends on a control qubit in the space Hc, after which
both the target system and the control qubit are sent to a re-
gion corresponding to the global future F with Hilbert space
HF := HF c ⊗ HF t

. If the control qubit is in the state |0⟩c,
then A1 is applied to the target system before A2, while if
the control qubit is in the state |1⟩c, then A2 is applied before
A1. By initializing the control qubit in the superposed state
|+⟩c = 1√

2
(|0⟩c+|1⟩c), and in the case whereAi (for i = 1, 2)

is a unitary operation ρ 7→ UAiρU
†
Ai

, with UAi a unitary, the
dynamics of the quantum switch is given by

|+⟩c ⊗ |ψin⟩t

→ 1√
2

(
|0⟩c ⊗ UA2

UA1
|ψin⟩t + |1⟩c ⊗ UA1

UA2
|ψin⟩t

)
. (7)

The switch can thus be interpreted as a coherent control of the
two possible causal orders between A1 and A2. Although
its expression is slightly more involved, the dynamics can
also be written for nonunitary operations Ai, with a similar
interpretation [2].

2. Process matrix description

The process matrix for the quantum switch process can be
we written as [8]

WQS = |w⟩⟨w|

with |w⟩ = 1√
2

(
|ψin⟩A

I
1 |1⟩⟩A

O
1 A

I
2 |1⟩⟩A

O
2 F

t

|0⟩F
c

+ |ψin⟩A
I
2 |1⟩⟩A

O
2 A

I
1 |1⟩⟩A

O
2 F

t

|1⟩F
c)
, (8)

with the tensor products left implicit for readability, and where
|1⟩⟩XY :=

∑
i |i⟩

X⊗|i⟩Y is defined for two isomorphic spaces

HX and HY , whose computational bases {|i⟩X}i and {|i⟩Y }i
are in one-to-one correspondence. The terms of the form
|1⟩⟩XY can be understood as representing an identity channel
between HX and HY . Eq. (8) involves the coherent superpo-
sition of two terms that correspond to the two possible orders
in which A1 comes before A2 and in which A2 comes before
A1, in agreement with Eq. (7).

The quantum switch has been shown to provide an advan-
tage over processes with definite causal order for different tasks
in several subfields of quantum information, including quan-
tum computation [5, 46] and quantum communication [6, 9].
Recently, several attempts to demonstrate advantages in quan-
tum metrology using the quantum switch have been presented.
Some of these fit within the standard framework of quantum
metrology we described above [11, 12, 14, 16–18, 23], while
others have considered more particular scenarios involving,
for example, products of position and momentum displace-
ment operators [13]. These works, particularly the former
ones in the more standard quantum metrology scenario, mo-
tivate our work, and we will review some of them further in
what follows.

III. RE-EXAMINING THE LITERATURE

Here we examine more carefully some of the supposed ad-
vantages in quantum metrology obtained from indefinite causal
order. Refs. [11, 12] exemplify the attempts to use the quantum
switch for metrology in the standard metrological setting, and
by studying these examples we will argue that it is misleading
to claim that indefinite causal order would be a resource for
quantum metrology with respect to the evidence they provide.

A. Review of some previous work

In Ref. [12] the author considers the d-dimensional depo-
larizing channel Dθ defined as

Dθ(ρ) = θρ+ (1− θ)
1

d
, (9)

for any (normalized) d-dimensional density matrix ρ, and
where θ ∈ [0, 1] parametrizes the channel. They study the
following metrological comparison: given two instances of
Dθ, compare the QFI of the output state produced by the
quantum switch,3 Jθ(D⊗2

θ ∗WQS), and that produced by the
sequential quantum circuit that composes the instances of Dθ
one after the other (described by the process matrix W Seq;
see Appendix A 1), Jθ(D⊗2

θ ∗ W Seq). On the grounds that
Jθ(D

⊗2
θ ∗WQS) > Jθ(D

⊗2
θ ∗W Seq) for all θ < 1, the author

concludes that the quantum switch is an aid for channel prob-
ing, in the sense that causal indefiniteness leads to higher QFI,

3 Both Refs. [11, 12] actually consider a quantum switch with a control qubit
initialized in a more general state of the form √

p|0⟩c +
√
1− p|1⟩c. The

claimed advantages are found to be the largest for p = 1/2; for simplicity
we restrict here the discussion to that case.
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and hence better performance. For the comparison of these
two specific processes, the quantum switch WQS and the se-
quential circuitW seq, this statement is strictly true, but insofar
as it concerns causal indefiniteness more generally it appears
rather limited or even misleading. One may wonder, for in-
stance, whether the quantum switch outperforms all strategies
with a definite causal order—as one would like if one is to claim
indefinite causal order is a resource for channel probing—or
simply the specific sequential strategy considered.

The same kind of comparison was made in Ref. [11], where
this time the quantum switch and the sequential strategy are
compared in a metrological task related to quantum thermom-
etry. The same scenario as in Ref. [12] is considered, with
the depolarizing channel Dθ replaced by a qubit thermalizing
channel Tθ, where θ > 0 is here the temperature of the bath the
qubit is probing. The channel Tθ is defined by the following
Kraus operators:

Kθ,0 =
√
pθ

(
1 0
0

√
1− λ

)
, Kθ,1 =

√
pθ

(
0

√
λ

0 0

)
,

Kθ,2 =
√
1−pθ

(√
1− λ 0
0 1

)
, Kθ,3 =

√
1−pθ

(
0 0√
λ 0

)
,

(10)

so that Tθ(ρ) =
∑3
i=0Kθ,i ρK

†
θ,i, where pθ = 1/(1+e−ϵ/θ),

λ = 1 − e−t/τ , with ϵ > 0 the energy gap of the probe,
t > 0 the interaction time between the probe and the bath,
and τ > 0 the relaxation time of the bath. In the limit
t → ∞, for which λ → 1, any input state is thermalized
so that the thermalizing channel becomes constant: Tθ(ρ) =
pθ|0⟩⟨0| + (1 − pθ)|1⟩⟨1|, ∀ ρ (with Tr ρ = 1). In this limit,
by showing that Jθ(T⊗2

θ ∗WQS) > Jθ(T
⊗2
θ ∗W Seq) for all

θ (and for the input state of the quantum switch |ψin⟩ = |0⟩,
see Appendix A 2), the authors conclude again that indefinite
causal order is a resource in quantum thermometry. As before,
the scope of this comparison is rather limited by considering
only a single causally-definite strategy for comparison with the
quantum switch.

B. Comment and critique

As shown in Appendix A, for each of the two tasks intro-
duced in [11, 12], we could come up with an example of a pro-
cess with definite causal order that outperforms the quantum
switch, yielding a larger QFI. The two corresponding circuits
are depicted in Fig. 3. Both are parallel circuits, which ensures
they are compatible with a definite causal order. The circuit
presented in Fig. 3a consists of two independent uses of a sub-
circuit, where the probe system sent through the depolarizing
channel is initially prepared along with an auxiliary system, in a
maximally entangled state |ϕ+⟩ := 1√

d
|1⟩⟩ = 1√

d

∑
i |i⟩⊗|i⟩.

We term this sub-circuit the “Choi circuit”, since its output
state is proportional to the Choi matrix of the channel Dθ.
The overall circuit is thus termed the 2-Choi circuit, because
it consists of two independent uses of the Choi circuit. The
circuit presented in Fig. 3b simply applies the two copies of

(a) (b)

Figure 3. (a): Optimal strategy for the parameter estimation ofN = 2
depolarizing channels as considered in [12]. This so-called “2-Choi
circuit” is made of a parallel use of the two depolarizing channels
represented by the rounded square boxes, with maximally entangled
input states |ϕ+⟩ := 1√

d
|1⟩⟩ = 1√

d

∑
i |i⟩ ⊗ |i⟩. (b): Optimal

strategy for N = 2 thermalizing channels as defined in [11] (in the
limit t → ∞). This circuit simply consists of a parallel use of the
two thermalizing channels represented by the rounded square boxes.

the thermalizing channel in parallel, with no constraint on the
input state of the probe system.

These two examples show that a fairer comparison should
be made in order to claim an advantage of the quantum switch,
or more generally of causally indefinite order processes, in the
corresponding tasks. To claim an advantage of the quantum
switch in such a scenario, one should instead make a compari-
son between its performance and the performance of the whole
class of processes with a definite causal order. As proposed
in [13], one way to do this is to derive a bound on the QFI of
any process with a definite causal order, and then show that the
bound can be outperformed by the quantum switch. In gen-
eral, however, analytically finding such a bound is a difficult
task. Another approach, based on semidefinite programming
(SDP) techniques (which are commonly used in the study of
causally indefinite processes), is to optimize the QFI of the
output state over classes of strategies with definite or indefi-
nite causal orders. This was first proposed in the framework
introduced in [15] for strategies with a definite causal order,
and then extended to some different classes of strategies with
indefinite causal order in [19].

In what follows, we give a formal definition of the metro-
logical task we consider and then show how strategies can be
compared in this task using SDPs.

IV. COMPARING THE METROLOGICAL
PERFORMANCE OF WHOLE CLASSES OF PROCESSES

As motivated above, a better understanding of the possi-
ble advantage of indefinite causal order processes in quantum
metrology requires a broader approach that allows for com-
parison of classes of processes with definite causal order with
classes of processes with indefinite causal order. This is the
purpose of the framework introduced in [15, 19]. We first
review this work and then extend it, considering recently in-
troduced classes of circuits, in order to better qualify the advan-
tage of indefinite causal order processes in quantum metrology.
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A. The metrological task: optimizing the quantum Fisher
information over a full class of strategies

As already introduced, given N queries to a quantum chan-
nel Cθ that depends on an unknown parameter θ, we want to
find the strategy that maximizes the QFI of its output state ρθ,
over a given class of strategies W. More formally, a strategy
can be described as a process matrix W ∈ L(HAIO

N F ), that
can be fed N copies of Cθ (in the Choi representation)—i.e.,
with the (d2N × d2N ) Choi matrix C⊗N

θ ∈ L(HAIO
N )—in or-

der to produce an output state ρθ = C⊗N
θ ∗ W ∈ L(HF ).

Mathematically, this boils down to determining

JW
θ (C⊗N

θ ) := max
W∈W

Jθ(C
⊗N
θ ∗W ), (11)

where JW
θ (C⊗N

θ ) is the optimal QFI over the class of strategies
W usingN queries to Cθ, with respect to the parameter θ. Fol-
lowing [15, 19], it is possible to rewrite JW

θ (C⊗N
θ ) as an SDP

for several relevant classes W, allowing efficient numerical
methods to be used to calculate JW

θ (C⊗N
θ ).

B. Solving the task through SDP optimization

The framework introduced in [15, 19] proposes a method to
rewrite Eq. (11) as an SDP, which can then be solved numer-
ically to obtain an optimal strategy for the metrological task
defined above, over a given class of strategies with or without
a definite causal order. In order to generalize this framework
to new classes of strategies W, we first give a sketch of the
arguments which will next serve as a base for the extension to
the new classes. For further details, some clarifications, and
proofs of the arguments, see Appendix B 1.

First, we use the convexity of the QFI to restrict the opti-
mization over the strategies W ∈ W in Eq. (11) to pure (i.e.,
rank-one) process matrices, such that W = |w⟩⟨w| ∈ W; see
Appendix B 1 a. For all the classes considered in [15, 19],
as well as for the QC-QCs that we shall introduce below, this
step can be done without loss of generality since any process
matrix in these classes can be purified within the same class,
up to enlarging the future space HF (which our definitions of
the different classes allow for; see below). But, in general,
this is not a trivial step, as it might be that the purifications of
some process matrices in a given class of strategies belong to
a larger class of strategies. This is in particular the case for
the class of QC-CCs presented below.4 The approach used
here then only allows one to obtain the optimal QFI within this
larger purifying class—which thus only gives an upper bound
for the QFI with respect to the class initially considered.

Restricting to pure process matrices allows one, in the ex-
pression of the QFI of the output state ρθ = C⊗N

θ ∗ W =

4 For instance, the “classical switch” (the classical counterpart of the quantum
switch) is a QC-CC whose purification is a QC-QC but no longer a QC-
CC [34].

C⊗N
θ ∗ |w⟩⟨w| from Eq. (3), to turn the optimization over en-

semble decompositions of size q of ρθ, {|ψθ,j⟩}qj=1, into an
optimization over ensemble decompositions of the same size
q, {|Cθ,j⟩}qj=1, of the channels’ operator C⊗N

θ directly:

Jθ(ρθ) = 4 min
{|ψθ,j⟩}q

j=1

Tr

 q∑
j=1

|ψ̇θ,j⟩⟨ψ̇θ,j |


= 4 min

{|Cθ,j⟩}q
j=1

Tr

( q∑
j=1

|Ċθ,j⟩⟨Ċθ,j |
)
∗W

 .

(12)

See Appendix B 1 b for more details. Here we assume that the
dependency of the channels on θ is smooth enough, so that
similarly to min{|ψθ,j⟩}, the minimum min{|Cθ,j⟩} is taken
over continuously differentiable decompositions.

Then, any such ensemble decomposition of size q of C⊗N
θ

can be expressed in terms of a fixed ensemble decomposition
of size q of C⊗N

θ , {|C0
θ,j⟩}

q
j=1, and a (sufficiently smooth)

q × q unitary Vθ that relates the two decompositions. This
allows us to replace the optimization over {|Cθ,j⟩}qj=1 by an
optimization overVθ; see Appendix B 1 c. By realizing that the
objective function of the optimization only depends on the q×q
Hermitian matrix h = iV̇θV

†
θ , the optimization over Vθ is, in

turn, replaced by an optimization over such Hermitian matrices
h, cf. Appendix B 1 d. One thereby obtains the expression

Jθ(ρθ) = min
h∈Hq

Tr
(
Ωθ(h) W̃

)
, (13)

where Hq denotes the set of q × q Hermitian matrices, and
W̃ = TrF W . Here we introduced the so-called “performance
operator” [15, 47]

Ωθ(h) = 4
(
(Ċ0

θ − iC0
θh)(Ċ

0
θ − iC0

θh)
†
)T

, (14)

where T denotes transposition in the computational basis, and
with C0

θ =
(
|C0
θ,1⟩, . . . , |C0

θ,q⟩
)

being the d2N × q matrices
whose column vectors are the (d2N -dimensional) elements of
the fixed decomposition

{
|C0
θ,j⟩
}q
j=1

of C⊗N
θ (and with Ċ0

θ

its derivative with respect to θ). As one can observe, the QFI
of ρθ is obtained by optimizing over W̃ , the process matrix of
the strategy with the global future traced out. Thus, the action
of W on the global future F , and in particular the dimension
of the Hilbert space HF , do not have to be specified at this
level. One only needs to fix the dimension of HF when one
wants to purify W̃ to obtain the underlying strategy in full.

Then, injecting Eq. (13) into Eq. (11), one obtains the ex-
pression of the optimal QFI over a given class of strategies
W:

JW
θ (C⊗N

θ ) = max
W̃∈TrF W

min
h∈Hq

Tr
(
Ωθ(h) W̃

)
, (15)

with TrF W := {TrF W, W ∈ W}. Finally, because the
objective function is convex in h and linear (thus concave)
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in W̃ , and assuming that W is compact (as will be the case
for all classes under consideration here), one can exchange
the minimization with the maximization using Fan’s minimax
theorem [48], and obtain (see Appendix B 1 e)

JW
θ (C⊗N

θ ) = min
h∈Hq

max
W̃∈TrF W

Tr
(
Ωθ(h) W̃

)
. (16)

Since this equation is a min max problem, it is not straightfor-
ward in general to solve it numerically. As we shall see, the
classes W that we will be interested in can all be characterized
with semidefinite constraints, making the inner maximization
problem an SDP. By first fixing h and using duality to turn
the maximization into a minimization, and after conveniently
linearizing the (a priori quadratic in h) constraints that involve
Ωθ(h), one can then rewrite Eq. (16) itself as an SDP (Ap-
pendix B 1 f). Solving this SDP gives both JW

θ (C⊗N
θ ), the

QFI optimized over the class W, and h(opt), the value of the
optimal h (Appendix B 1 g). Fixing h = h(opt) and imposing
an extra condition on W̃ that we discuss in Appendix B 1 h
(see also Appendix B 3), one can then also recover an optimal
strategy W̃ (opt) from Eq. (15). An optimal strategyW (opt) can
then finally be obtained by purifying W̃ (opt) using the global
future F . As mentioned previously, since not all QC-CCs are
purifiable as QC-CCs this approach computes the optimal QFI
for a larger class than QC-CC and that includes all the purifi-
cations of QC-CCs. We denote the QFI of this larger class
by JQC-CC

θ,purif (C
⊗N
θ ), and emphasize that it is an upper bound of

JQC-CC
θ (C⊗N

θ ).

V. CLASSES OF STRATEGIES

With the metrological task defined and the methodology
to solve it presented, we review in this section the different
classes of strategies W that we are going to compare and their
characterizations in terms of SDP constraints. Further details
and, in particular, explicit formulations of the (primal and dual)
SDP problems computing JW

θ (C⊗N
θ ) for the different classes

can be found in Appendix B 2.
As already noted, in the calculation of JW

θ (C⊗N
θ ) one only

needs characterizations of the sets TrF W.5 In the definitions
of the classes W ⊆ L(HAIO

N F ) that follow, one should thus
understand the dimension of HF to be free, in contrast to that
of the HAIO

k , which are fixed by the dimension of Cθ. That is,
a process W ∈ W (for each W specified below) if, for some
dimension of HF , W satisfies the corresponding constraints
we specify for W.

5 Note, in particular, that [19] made a simplifying assumption (see their
Eq. (9)) about the structure of TrF W for the classes they considered,
but which is not satisfied by some of the classes we introduce here. We
hence rederive the SDP problems for JW

θ (C⊗N
θ ) directly from the full

characterizations of each W we give here; cf. Appendix B 2.

A. QC-Par, (conv)QC-FO, QC-Sup and Gen

One of the simplest classes of quantum strategies is to com-
pose the N operations Ak (with 1 ≤ k ≤ N ) in parallel. In
such a quantum circuit with operation used in parallel (QC-
Par), each Ak is applied to part of a multipartite state that is in
general entangled across the Ak and, eventually, with an an-
cillary system. A quantum channel can then map the resulting
output state to the global future F . This class has been exten-
sively studied and the corresponding class QC-Par of process
matrices can be characterized as [45]

QC-Par =


W ∈ L(HAIO

N F ), W ≥ 0

s.t.


TrF W =W(I) ⊗ 1

AO
N ,

TrW(I) = 1,

W(I) ≥ 0

 , (17)

whereW(I) ∈ L(HAI
N ) is simply anN -partite density matrix.

Another extensively studied class of strategies is quantum
circuits with a fixed order (QC-FO) [34], also known as “quan-
tum strategies” [49] or “quantum combs” [44]. This class
corresponds to “standard” quantum circuits, where the Ak

are applied sequentially, potentially with intermediate quan-
tum channels applied between the Ak jointly on the outcome
of the previous operation and some quantum memory. Such
QC-FOs include parallel circuits as a special case, and their
process matrices can be formally characterized as

QC-FO

=



W ∈ L(HAIO
N F ), W ≥ 0

s.t.



TrF W =W(N) ⊗ 1
AO

N ,

∀n = 1, . . . , N − 1,

TrAI
n+1

W(n+1) =W(n) ⊗ 1
AO

n ,

TrW(1) = 1,

∀n = 1, . . . , N, W(n) ≥ 0


, (18)

whereW(n) ∈ L(HAIO
{1,...,n−1}A

I
n), for n = 1, . . . , N . Strictly

speaking, the definition of QC-FO as just stated only includes
circuits with the specific fixed causal order A1, . . . ,An. How-
ever, any other permutation of this order would still define a
class of circuits with a fixed causal order. Thus, we define the
classes QC-FOπ , which are defined analogously to QC-FO,
but which correspond to the causal orders Aπ(1), . . . ,Aπ(n),
with π a permutation of N . Note that for each π, QC-FOπ is
convex; however, their union is not. Therefore we also define
convQC-FO, the convex hull of all the quantum circuits with
a fixed causal order, as

convQC-FO :=conv(∪πQC-FOπ)

=


W ∈ L(HAIO

N F ), W ≥ 0

s.t.


W =

∑
π qπWπ,

∀π,Wπ ∈ QC-FOπ,∑
π qπ = 1, ∀π, qπ ≥ 0

 , (19)
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where the sums are over all possible permutations π of N . By
definition, this class only comprises processes with a definite
causal order, since they are defined as classical mixtures of
processes with a fixed causal order.

In analogy with the quantum switch, one can construct pro-
cesses that use superpositions of different fixed causal orders
by using a control system, which is given to the global future
F , to coherently control the order. Such strategies correspond
to the class of quantum circuits with causal superposition (QC-
Sup) that was introduced in [19], and which can be character-
ized as

QC-Sup =


W ∈ L(HAIO

N F ), W ≥ 0

s.t.


TrF W =

∑
π qπW̃π,

∀π, W̃π ∈ TrF (QC-FOπ),∑
π qπ = 1, ∀π, qπ ≥ 0

 . (20)

Similarly to the characterization of convQC-FO, this charac-
terization involves a convex mixture of processes with fixed
causal order. Crucially, however, the convex decompositions
apply to TrF W here, while for convQC-FO they applied to
W directly. This explains the main difference between the two
classes: QC-Sup allows for processes with causal superpo-
sition, and hence indefinite causal order, while convQC-FO
does not.

One can also consider strategies corresponding to arbitrary
process matrices, which are the most general way to consis-
tently combine the operations Ak. We will denote this class,
which includes all strategies with indefinite causal order, as
Gen, and it can be characterized as [8]

Gen

=


W ∈ L(HAIO

N F ), W ≥ 0

s.t.


∀ ∅ ⊊ K ⊆ N ,∏

k∈K[1−AO
k ](TrAIO

N\KF
W ) = 0,

TrW =
∏
k∈N dAO

k

, (21)

with the generic short-hand notation dX := dim(HX) and the
“trace-out-and-replace” notation defined as

XW := (TrXW )⊗ 1
X

dX
, [1−X]W :=W − XW. (22)

(The second part of the previous definition can be used re-
cursively, in a commutative manner: e.g., [1−X][1−Y ]W =

[1−X]([1−Y ]W ) = [1−Y ]([1−X]W ) = W − XW − YW −
XYW .) Note that not all strategies in Gen are known to have
a physical representation in terms of a generalized form of
quantum circuit or otherwise.

B. QC-CC and QC-QC

The classes of strategies introduced above were all consid-
ered in [19] and, with the exception of QC-Sup, were previ-
ously well studied. Here we present two further classes that

were recently introduced in [34] and which are of particular
physical interest.

The first of these are quantum circuits with classical con-
trol of causal order (QC-CC), which attempt to generalize
convQC-FO as the most general strategies compatible with a
well-defined causal order. Contrary to QC-FOs, the causal
order of a QC-CC is not necessarily fixed a priori, but can
be established on the fly: a classical control system is used at
each step in the circuit to control which operation (amongst
those not yet applied) to apply next. Such QC-CCs thus allow
the causal order to be dynamically controlled. QC-CCs can be
characterized in terms of SDP constraints involving (positive
semidefinite) matrices W(k1,...,kn) ∈ L(HAIO

{k1,...,kn−1}A
I
kn )

and W(k1,...,kN ,F ) ∈ L(HAIO
N F ) as

QC-CC

=



W ∈ L(HAIO
N F ), W ≥ 0

s.t.



W =
∑

(k1,...,kN )W(k1,...,kN ,F ),

∀ (k1, . . . , kN ),

TrF W(k1,...,kN ,F ) =W(k1,...,kN ) ⊗ 1
AO

kN ,

∀n = 1, . . . , N − 1,∀ (k1, . . . , kn),∑
kn+1

TrA
kI
n+1

W(k1,...,kn,kn+1)

=W(k1,...,kn) ⊗ 1
AO

kn ,∑
k1

TrW(k1) = 1,

∀n = 1, . . . , N, ∀ (k1, . . . , kn),
W(k1,...,kn) ≥ 0,W(k1,...,kN ,F ) ≥ 0



,

(23)

where for all n-tuples (k1, . . . , kn), we implicitly assume that
ki ̸= kj for i ̸= j. For N ≤ 3, it was shown [50] that QC-CC
constitutes the class of all circuits with a definite causal order
(so-called “causally separable” processes), while it is still an
open question for N > 3.

The second new class we consider are the quantum circuits
with quantum control of causal order (QC-QC), which can
be thought of as the quantum counterpart of QC-CCs. QC-
QCs use a quantum control system to coherently control which
operation is applied at each step, allowing for both coherent
causal superposition and dynamical control of causal order.
QC-QCs may thus exhibit indefinite causal order, and are the
most general class of processes known to have a clear physical
interpretation [34, 51], which gives them particular practical
importance for understanding any potential advantages from
indefinite causal order in quantum metrology. This class can
be characterized in terms of (positive semidefinite) matrices
W(Kn−1,kn) ∈ L(HAIO

Kn−1
AI

kn ), for all strict subsets Kn−1 of
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(a) (b)

Figure 4. Relations between the different classes of strategies with and without definite causal order for N = 2, in the cases where the global
future F is (a) not traced out; (b) traced out.

N and all kn ∈ N \ Kn−1, as

QC-QC

=



W ∈ L(HAIO
N F ), W ≥ 0

s.t.



TrF W =
∑
kN∈N W(N\{kN},kN ) ⊗ 1

AO
kN ,

∀n = 1, . . . , N − 1,∀ ∅ ⊊ Kn ⊊ N ,∑
kn+1∈N\Kn

TrAI
kn+1

W(Kn,kn+1)

=
∑
kn∈Kn

W(Kn\{kn},kn) ⊗ 1
AO

kn ,∑
k1∈N TrW(∅,k1) = 1,

∀n = 1, . . . , N, ∀Kn−1 ⊊ N ,
∀ kn ∈ N \ Kn−1,W(Kn−1,kn) ≥ 0


,

(24)

where the notation Kn implicitly assumes that |Kn| = n.

C. Inclusion relations between the classes

Before considering the power of these different classes in
the metrological task, let us first discuss the relation between
these classes themselves.

First, note that in the rather trivial case of N = 1, all the
classes introduced above coincide.

For N = 2, however, there are several non-trivial inclu-
sion relations between the classes. Since parallel circuits can
be seen as particular instances of circuits with fixed orders,
QC-Par is a subclass of QC-FO, while QC-FO (for any order
π) is evidently a subclass of convQC-FO. It is easy to see that
these inclusions are moreover strict. ForN = 2, no dynamical
control of the causal order can be considered since the choice
of the first operation also forces the other operation to be sec-
ond independently of what first operation is applied. Hence
convQC-FO and QC-CC coincide, as do likewise QC-Sup and
QC-QC. The quantum switch, WQS, is in QC-QC yet not in
convQC-FO which shows this inclusion is, however, strict. Fi-
nally, Gen includes, by construction, all other strategies and
hence all these classes, and one can easily construct examples
to show it strictly includes QC-QC [1, 34].

In the approach we use to compute the optimal QFI we opti-
mize over W̃ ∈ TrF W. When the global future is traced out,
the inclusion relations between the classes are slightly altered.
As it turns out, in this case TrF convQC-FO, TrF QC-CC,
TrF QC-Sup and TrF QC-QC all coincide since, in addition
to there being no dynamical order for N = 2, the possibility
of including circuits with causal superposition, which would
distinguish QC-CC from QC-Sup and QC-QC, vanishes when
F is traced out. The different inclusion relations for N = 2,
both without and, resp., when tracing over F are

QC-Par ⊊ QC-FO ⊊ convQC-FO = QC-CC ⊊ QC-Sup = QC-QC ⊊ Gen, (25)

TrF QC-Par ⊊ TrF QC-FO ⊊ TrF convQC-FO = TrF QC-CC = TrF QC-Sup = TrF QC-QC ⊊ TrF Gen, (26)

where the new classes we study here that have not previously
been considered in quantum metrology are indicated in bold.

These are graphically represented in Figs. 4a and Fig. 4b,
respectively.
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ForN ≥ 3, the inclusion relations between QC-Par, QC-FO
and convQC-FO remain the same, and Gen likewise includes
all the other classes. However, due to the possibility of dynam-
ical control of causal order that arises starting with N = 3,
the equalities between convQC-FO and QC-CC, as well as be-
tween QC-Sup and QC-QC break down. QC-Sup becomes a
strict subclass of QC-QC, as shown by the so-called Grenoble
process [34] that gives an explicit example of a QC-QC that
can readily be verified to not be in QC-Sup. Moreover, neither
QC-CC nor QC-Sup is a subset of the other, since QC-CC con-
tains circuits with dynamical control of causal order but with-
out causal superposition (such as a “classical switch”, where
the first operation prepares a control system that determines

the order between the remaining ones [2, 34]), while QC-Sup
contains circuits with causal superposition but without dynam-
ical control of causal order (such as the generalization of the
quantum switch to N operations).

In the case where F is traced out, TrF convQC-FO and
TrF QC-Sup again coincide by construction, and are sub-
classes of TrF QC-CC, which allows for dynamical con-
trol of the causal order. TrF QC-CC is a strict subclass of
TrF QC-QC, as again shown by the Grenoble process [34]
which retains its properties even when F is traced out.

The different inclusion relations for N ≥ 3, both without
and, resp., when tracing over F are thus now

QC-Par ⊊ QC-FO ⊊ convQC-FO ⊊ QC-CC
QC-Sup ⊊ QC-QC ⊊ Gen, (27)

TrF QC-Par ⊊ TrF QC-FO ⊊ TrF convQC-FO = TrF QC-Sup ⊊ TrF QC-CC ⊊ TrF QC-QC ⊊ TrF Gen, (28)

where QC-CC and QC-Sup are written on top of each other
because they are incomparable. These relations are graphically
represented in Figs. 5a and Fig. 5b, respectively.

We will now focus on different choices of external chan-
nel Cθ, in the cases N = 2, 3, in order to provide a quan-
titative comparison between the different classes previously
introduced, and reassess the advantage of indefinite causal or-
der for the quantum metrological task of channel parameter
estimation.

VI. RESULTS

A comparison of the classes QC-Par, QC-FO, QC-Sup and
Gen through the metrological task presented above was al-
ready made in [19] for different choices of external channels
Cθ, both for N = 2 and N = 3. The classes QC-CC and
QC-QC, however, are potentially more pertinent classes for
understanding advantages arising from indefinite causal order.
Indeed, the former corresponds to the most general strategies
with a well-defined causal order, while the latter describes the
most general strategies with a known physical implementation
in terms of quantum-controlled circuits. Here, we study how
these classes perform compared to those studied in [19] in
the metrological task. First, we establish general hierarchies,
based on the inclusion relations between the different classes
presented above, which hold for any choice of channel Cθ.
Then, we give a quantitative comparison and provide numeri-
cal hierarchies for particular choices of channel Cθ, using the
SDP approach.

A. General hierarchies

To start with, let us review the general hierarchies for N =
2, 3 that follow from the inclusion relations given by Eqs. (25)–
(28).

First, note that it is a general fact that (for anyN ), by the con-
vexity of the QFI,JconvQC-FO

θ (C⊗N
θ ) = JQC-FO

θ (C⊗N
θ ). Hence,

we will not consider JconvQC-FO
θ (C⊗N

θ ) explicitly any further.
Secondly, as we discussed in Sec. IV B, not all QC-CCs are
purifiable as QC-CCs; instead, the set of purifications of QC-
CCs gives a subset of QC-QCs. We thus recall that, since
the approach we use to calculate the QFI optimizes the QFI
within the larger purifying class, it does not directly provide
JQC-CC
θ (C⊗N

θ ) but instead an upper bound on this quantity that
we call JQC-CC

θ,purif (C
⊗N
θ ).

1. N = 2 case

Since forN = 2, convQC-FO = QC-CC (see Eq. (25)), we
have that JQC-CC

θ (C⊗2
θ ) = JconvQC-FO

θ (C⊗2
θ ) = JQC-FO

θ (C⊗2
θ ).

Furthermore, as written in Eq. (26), in the N = 2 case
TrF QC-CC coincides with TrF QC-Sup and TrF QC-QC,
so it must be that JQC-CC

θ,purif (C
⊗2
θ ) = JQC-Sup

θ (C⊗2
θ ) =

JQC-QC
θ (C⊗2

θ ). Combined with the other inclusion relations
presented in Eq. (25) we thus obtain, for any quantum channel
Cθ, the following hierarchy between the classes (where the QFI
values for the new classes considered in this work are again
highlighted in bold):

JQC-Par
θ (C⊗2

θ ) ≤ JQC-FO
θ (C⊗2

θ ) = JQC-CC
θ (C⊗2

θ ) ≤ JQC-CC
θ,purif(C

⊗2
θ ) = JQC-Sup

θ (C⊗2
θ ) = JQC-QC

θ (C⊗2
θ ) ≤ JGen

θ (C⊗2
θ ). (29)

As we will see in the examples below in Sec. VI B 1 (see also [19]), the inequalities in this hierarchy are strict for at least
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(a) (b)

Figure 5. Relations between the different classes of strategies with and without definite causal order for N = 3, in the cases where the global
future F is (a) not traced out; (b) traced out.

some choice of external channels Cθ, and so Eq. (29) cannot
be strengthened further in general.

2. N = 3 case

ForN = 3, as indicated in Eq. (28) we haveTrF QC-Sup ⊊
TrF QC-CC, which directly implies that JQC-Sup

θ (C⊗3
θ ) ≤

JQC-CC
θ,purif (C

⊗3
θ ). We likewise have trivially that JQC-CC

θ (C⊗3
θ ) ≤

JQC-CC
θ,purif (C

⊗3
θ ). However, the relation between JQC-Sup

θ (C⊗3
θ )

and JQC-CC
θ (C⊗3

θ ) is a priori unclear, and may in principle dif-
fer depending on Cθ. Combing this with the inclusion relations
presented in Eq. (27), we obtain, for any quantum channel Cθ,
the following hierarchies between the QFIs:

JQC-Par
θ (C⊗3

θ ) ≤ JQC-FO
θ (C⊗3

θ ) ≤
JQC-Sup
θ (C⊗3

θ )

JQC-CC
θ (C⊗3

θ )︸ ︷︷ ︸
=?

≤ JQC-CC
θ,purif(C

⊗3
θ ) ≤ JQC-QC

θ (C⊗3
θ ) ≤ JGen

θ (C⊗3
θ ). (30)

The question mark here indicates that, as discussed above, the
value of JQC-CC

θ (C⊗3
θ ) can only be bounded but not evaluated

explicitly. The fact that JQC-CC
θ (C⊗3

θ ) and JQC-Sup
θ (C⊗3

θ ) can
in general not be compared is illustrated here by writing them
on top of each other.

B. Examples

We now look at some examples to illustrate the hierarchies
previously introduced and to study the tightness of the inequal-

ities they contain for different families of channels. For each
example considered, one can then conclude whether one can
obtain an advantage using indefinite causal order strategies
over definite causal order strategies.

1. Qubit depolarizing, Pauli, and thermalizing channels

Using the SDP approach for N = 1, 2, 3 (qubit) depolariz-
ing channels Dθ as defined by Eq. (9), with Choi matrix Dθ,
we obtain the following equalities between the QFIs of the
different classes, up to a numerical error of 10−6:

JQC-Par
θ (D⊗N

θ ) = JQC-FO
θ (D⊗N

θ ) = JQC-CC
θ (D⊗N

θ ) = JQC-Sup
θ (D⊗N

θ ) = JQC-QC
θ (D⊗N

θ ) = JGen
θ (D⊗N

θ ) =
3N

(1− θ)(1 + 3θ)
.

(31)

The optimal strategy we found using the SDP approach corresponds to the N -Choi circuit, which directly generalizes



12

the 2-Choi circuit we described in Sec. III B. Indeed, solving
the SDP optimization problem for the largest class Gen we
found precisely the strategy W̃ = 1

2N
1
AIO

N , which one can
purify into the N -Choi circuit (see Appendix A 1). Since the
N -Choi circuit is a parallel circuit, we conclude that there is
no advantage of indefinite causal order strategies over definite
causal order strategies for N = 1, 2, 3 depolarizing channels
Dθ, contrary to what was claimed in [12]. We conjecture that
the above equalities hold for any N and any probe-dimension
d (indeed, we verified this for N = 1, 2 also in the qutrit case
d = 3), and that the corresponding optimal strategy remains
the N -Choi circuit.

One can extend these results (in the qubit case) by consid-
ering more general Pauli channels Pϑ, defined as

Pϑ(ρ) = ϑρ+(1−ϑ)(ασxρσx+βσyρσy+γσzρσz), (32)

where σx, σy and σz are the Pauli matrices, andα, β, γ ∈ [0, 1]
such that α + β + γ = 1. This type of channel describes
many usual noise channels considered in quantum information
theory, such as depolarizing, phase-flip and bit-flip channels.
Here, we denoted the metrological parameter by ϑ, rather than
θ, to give the Pauli channel expression a symmetric form.
By considering the change of variable ϑ → 1+3θ

4 , and the
choice of parameters α = β = γ = 1/3, one recovers the
depolarizing channel as defined by Eq. (9).

The same equalities given in Eq. (31) between the QFIs of
all the different classes were again obtained for Pauli channels
with N = 1, 2, 3: ∀ (α, β, γ), JW

ϑ (P⊗N
ϑ ) = N

ϑ(1−ϑ) , for all
classes W considered in this work. As a sanity check one can
verify that, with the change of variable ϑ→ 1+3θ

4 , we recover
the optimal QFI of Eq. (31), and an optimal strategy is again
theN -Choi circuit in that case (see again Appendix A 1). Note
that this was already proven in Ref. [52] for the class QC-Par.
We hence see that no advantage of indefinite causal order can
be obtained in the metrological task for Pauli channels. As for
depolarizing channels, we conjecture that the above equalities
holds for any N , and that the corresponding optimal strategy
remains the N -Choi circuit.

The exact same study for the thermalizing channels de-
fined by Eq. (10) leads again to an identical conclusion. For

N = 1, 2, 3 thermalizing channels Tθ, we numerically found
the optimal QFI to beN ϵ2 e−ϵ/θ

θ4 (1+e−ϵ/θ)2
for all the classes W con-

sidered in this work (see Appendix A 2). We conclude that,
contrary to the advantage claimed in [11], no advantage of
indefinite causal order strategies can be found forN = 1, 2, 3.
The optimal circuit was found to be the parallel circuit general-
izing that presented in Fig. 3b for N = 2. We also conjecture
that these results hold for any value of N , and that the opti-
mal strategy still consists of N thermalizing channels used in
parallel, with any input state.

Since no advantage could be obtained for depolarizing,
Pauli, or thermalizing channels, we consider further examples
of channels in the following subsections.

2. Rotation composed with an amplitude damping channel

Let us consider a z-rotation on the Bloch sphere of an angle
θ that we would like to estimate, and which is described by
the unitary Uz(θ) = e−iθσz/2. As it turns out, this choice
of channel does not display any gap between the QFI of the
different classes. To see a gap, following Ref. [19] we then
compose the rotation with an amplitude damping channel A,
defined by its two Kraus operators:

E0 = |0⟩⟨0|+
√
1− u|1⟩⟨1|,

E1 =
√
u|0⟩⟨1|, (33)

where u is the decay parameter. The composition of the ro-
tation and the amplitude damping channel then defines the
channel we consider,

Aθ = A ◦ Uz(θ), (34)

with Uz(θ) : ρ 7→ Uz(θ)ρU
†
z (θ), and we will write its cor-

responding Choi matrix as Aθ. It is easy to see that when
optimizing over any of the classes under consideration here,
the QFI will not depend on the specific value of θ,6 so that one
can fix θ to any given value.

For N = 2, solving numerically the SDP to calculate the
QFI for the different classes we find, for a range of values of
u, the following hierarchy (where equalities are obtained up to
an error of 10−6)

JQC-Par
θ (A⊗2

θ ) < JQC-FO
θ (A⊗2

θ ) = JQC-CC
θ (A⊗2

θ ) < JQC-CC
θ,purif(A

⊗2
θ ) = JQC-Sup

θ (A⊗2
θ ) = JQC-QC

θ (A⊗2
θ ) = JGen

θ (A⊗2
θ ) (35)

(except at u = 0, 1, when the hierarchy collapses completely).
The numerical values of the QFI are given in Appendix C. In
this case all the inequalities in Eq. (29) are found to be strict—
i.e., we obtain strict separations between the corresponding
classes—except for the last one—i.e., more general strategies
in Gen do not outperform causal superpositions. Since QC-CC
constitutes the set of causally separable processes for N = 2,

Eq. (35) provides a numerical proof that, for the quantum chan-
nels Aθ, causally nonseparable processes outperform causally
separable ones.

For the N = 3 scenario, by conducting similar numerical
studies we found (again, except for u = 0, 1) the following
hierarchy for these channels:

6 Indeed if one changes θ → θ + θ′, one can write Aθ+θ′ = Aθ ◦ Uz(θ′),
and “correct” the first rotation (with angle θ′) by incorporating its inverse
in the process matrices that we optimize over.
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JQC-Par
θ (A⊗3

θ ) < JQC-FO
θ (A⊗3

θ ) ≤ JQC-CC
θ (A⊗3

θ )︸ ︷︷ ︸
=?

≤ JQC-Sup
θ (A⊗3

θ ) = JQC-CC
θ,purif(A

⊗3
θ ) < JQC-QC

θ (A⊗3
θ ) < JGen

θ (A⊗3
θ ). (36)

The numerical results are again provided in Appendix C. In
this case all the inequalities in Eq. (30) are found to be strict
except between JQC-Sup(A⊗3

θ ) and JQC-CC
θ,purif (A

⊗3
θ ), which were

found to coincide here.

From Eq. (36), one sees that QC-QC strategies strictly out-
perform both QC-CC and QC-Sup strategies. Although the
optimal QC-QC strategy could be obtained from the primal
SDP problem, its form is rather complicated so we omit it
here. Since in the N = 3 case the QC-CC class once again
coincides with the set of causally separable processes [50],
Eq. (36) gives a numerical proof of the strict advantage of
indefinite causal order strategies over definite causal order
strategies in the metrological task we study. The fact that QC-
QCs strictly outperform QC-Sups shows that not only causal
superposition, but also the dynamical control of the causal
order, are resources for this metrological task. Eq. (36) also
shows that QC-QC strategies are outperformed by more gen-
eral causally indefinite strategies in that case. Yet, it remains
unclear whether such strategies can be described as general-
ized quantum circuits, or are even consistent with the laws of
physics.

As we already discussed earlier, the QFI for QC-CC could
only be upper-bounded, but not evaluated explicitly. We
found moreover that the optimal process matrix W̃

(opt)
QC-CC ∈

L(HAIO
N ), for a given value of θ, obtained numerically by

solving the primal SDP problem belonged to TrF QC-Sup ⊊
TrF QC-CC. The purification W (opt)

QC-CC ∈ L(HAIO
N F ) of this

strategy is thus contained in QC-Sup and, in principal, one
may have W (opt)

QC-CC /∈ QC-CC (cf. Fig. 5a). This is, in fact,
the case for the process we found numerically in this case.
This implies that using purifications to extend strategies that
are optimal over TrF QC-CC does not provide much insight
about the optimal QC-CC here. One may hope that alternative
methods could be found to extend the optimized process over
TrF QC-CC on F , but we could not find such a procedure
giving a process in QC-CC as desired. It thus remains unclear
whether the upper bound JQC-CC

θ,purif (A
⊗3
θ ) is tight or not in this

case.

3. Rotation composed with random channels

Finally, to get some insight on how typical the advantages
of the various classes are, we also briefly comment on the hi-
erarchies obtained using random channels defined in the same
way as was done in Ref. [19]. These channels are defined in
analogy with the channel Aθ, replacing the amplitude damp-
ing channel by a random noise channel sampled from a set of

CP and trace preserving maps.7 We again check for equalities
up to a numerical precision of 10−6.

For the case ofN = 2, for 876 of the 1000 random channels
sampled we obtained the hierarchy given by Eq. (29), with all
inequalities holding strictly. Most of the remaining cases (120
out of 1000), corresponded to the hierarchy of Eq. (35), where
general strategies from Gen provided no advantage over QC-
QC and QC-Sup strategies. The other 4 cases differed from
Eq. (29) or (35) solely in that QC-Sup provided no advantage
over QC-FO.

For N = 3, we performed a similar test and found that, for
967 of the 1000 random channels we sampled, the hierarchy
obtained was the same as the one already obtained for a rotation
composed with an amplitude damping channel (i.e., Aθ as
defined in Eq. (34)) and given by Eq. (36). The 33 remaining
cases corresponded to hierarchies different from Eq. (36) in the
sense that either QC-QC provided no advantage over QC-Sup
while Gen still strictly outperformed QC-QC, or both QC-QC
and Gen performed no better than QC-Sup. Overall, almost
all of the random channels tested provided a strict advantage
of QC-QC strategies over QC-Sup strategies and hence over
any strategy with a definite causal order.

VII. CONCLUSIONS

Causal indefiniteness has attracted significant recent atten-
tion as a novel resource in quantum information, often based
on applications of the canonical quantum switch [2]. A num-
ber of recent works have, in particular, attempted to use the
quantum switch to provide advantages in quantum metrol-
ogy [11–14, 16–18, 20–23] in scenarios where the goal is,
broadly speaking, to maximize the precision of estimation of
an unknown parameter θ carried by a quantum channel Cθ,
given N queries to this quantum channel. In this paper we
critically reassessed some of these claims. Taking the results
of [11, 12] for illustration, we argued that the advantages ex-
hibited cannot be interpreted as being due to indefinite causal
order, since the quantum switch was compared only to a sin-
gle causally ordered protocol, rather than the entire class of
causally definite strategies. As we show, one can in fact ob-
tain better performance for the channels they consider using a
simple parallel probing strategy than with the quantum switch.
The quantum switch is thus, contrary to the initial claims, not
a resource for metrology for the depolarizing and thermalizing
channels considered in [11, 12]. While we examined explicitly
these two results, our general criticism applies also to many of
the other claimed advantages [14, 16–18, 23].

7 We generated these random channels numerically using the function “Ran-
domSuperoperator” from the Matlab library Qetlab [53]. They were
chosen to be qubit channels with 2 Kraus operators.
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To provide a more rigorous study of metrological advan-
tages arising from causal indefiniteness, we considered the
framework recently introduced in [15, 19] that allows one to
optimize the metrological performance over whole classes of
strategies with different properties using SDPs. We extended
this framework to include the most general known classes of
physically realizable circuits with definite (QC-CC) and in-
definite (QC-QC) causal order [34]. These classes notably
allow for dynamical control of the order in which the channels
are probed, or queried, allowing this to be determined on the
fly, either incoherently (for QC-CCs) or coherently in a quan-
tum superposition (for QC-QCs). We were thus able to study
whether such dynamical control is useful in metrology, and to
compare a wide range of physically pertinent classes of strate-
gies: parallel (QC-Par), fixed order (QC-FO), and classically
controlled (QC-CC) strategies, all which are causally definite,
and causal superpositions (QC-Sup), quantum control (QC-
QC) and general strategies (Gen), which also include causally
indefinite processes.

We studied the performance of these strategies with two and
three queries to the channels Cθ for several families of chan-
nels: general Pauli channels, thermalizing channels, a rotation
composed with an amplitude damping channel, and for a rota-
tion composed with different random channels. For Pauli and
thermalizing channels, we found that indefinite causal order
provides no advantage, while for the other families QC-Sup,
QC-QC and Gen all provided advantages over causally definite
strategies. With three queries, in particular, we saw a strict hi-
erarchy, with QC-QCs providing an advantage over QC-Sups
which, in turn, outperformed QC-CCs. We thus extended the
hierarchies obtained in [19] and showed that causal indefinite-
ness (and, indeed, dynamical quantum control of causal order)
can provide advantages in metrology over the most general
causally definite strategies.

As we saw, causally indefinite strategies are useful when
dealing with some quantum channels, but for other families
they provided no advantage. It would be interesting to un-
derstand further when advantages can be obtained, and what
properties of the channels Cθ are behind such differences. All
the channels we studied here were non-unitary, which may ap-
pear a key omission given the prevalence of unitary channels
in quantum metrological problems. The recent results of [54]
show, however, that QC-QCs cannot provide advantages over
QC-FOs in any task (even beyond metrology) in which one
queries a single unitary N times. In the type of metrological
task we considered here they hence cannot provide an advan-
tage. Nonetheless, in more complex settings where several
unitary channels need to be probed (as considered for instance
in [13]), advantages may still be possible. It would nonethe-
less be interesting to also see whether the class Gen of general
strategies, or some pertinent subclass (e.g., that of purifiable
processes [42]) can lead to advantages for unitary channels
using causally indefinite strategies, even if the physical inter-
pretation of such strategies remains unclear. More generally, it
would be interesting to consider the utility of causally indefi-
nite strategies beyond the simple metrological task we consider
here, for example looking at multi-parameter estimation, where
more than one parameter must be estimated, or multi-channel

parameter estimation, where different channels that depend on
the same parameter must be probed.

Further work also remains to improve the approach used to
compute the optimal QFI for QC-CC, which is not closed under
purifications, either by finding an alternative approach that
computes exactly the optimal QFI over the class, or by finding
better upper bounds on it. Even if the approach here was
sufficient for our purposes and indeed allowed us to show some
advantages of QC-QC over QC-CC and QC-Sup in particular,
this would help to clarify the hierarchy between QC-CC and
QC-Sup when N ≥ 3.

Finally, one may wonder about the physical relevance of
the class QC-Sup, both in and beyond quantum metrology.
Causally indefinite strategies in QC-Sup exploit only “static”
causal superpositions as in the quantum switch (as opposed
to dynamical control of causal order). A recent work found
that, in the asymptotic regime, causal superpositions provide
no advantages over fixed order strategies [21]. It would hence
be interesting to understand whether QC-QCs, which allow for
dynamical control of the causal order, could provide asymp-
totic advantages in such a setting. More generally, it seems
that QC-Sup fails to fully capture all processes with “static”
causal superpositions. Indeed, already by modifying slightly
the description of the quantum switch and considering that
the final control system is given as an input to a third opera-
tion, rather than to the future space HF , gives a process that
formally is not in QC-Sup yet conceptually is identical to the
quantum switch. This problem of formalizing more rigorously
the distinction between static and dynamical causal order is the
subject of a future work in preparation [55].
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Appendix A: Processes with definite causal order outperforming
the quantum switch

1. Depolarizing channels

Ref. [12] considered depolarizing channelsDθ of the form of
Eq. (9) and compared the performance of the quantum switch,
versus a simple use of the channels in sequence, in estimating
the parameter θ.

For N = 2 uses of the channels, the quantum switch
is described by the process matrix WQS of Eq. (8),
while the process that prepares some (pure) input state
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|ψin⟩ and directly applies the two copies of Dθ one af-
ter the other is described as the process matrix W Seq =

|ψin⟩⟨ψin|A
I
1 ⊗ |1⟩⟩⟨⟨1|A

O
1 A

I
2 ⊗ |1⟩⟩⟨⟨1|A

O
2 F . From these

process matrices one can explicitly write the output state of the
circuit in each case, obtained asD⊗2

θ ∗WQS andD⊗2
θ ∗W Seq,

respectively. As these have relatively simple expressions,8 for
which an eigendecomposition can easily be found, one can
calculate the QFI directly using Eq. (2). For the case of qubit
(d = 2) depolarizing channels, we thus find9

Jθ(D
⊗2
θ ∗WQS) =

8(1 + 3θ2)

(1− θ)(1 + 3θ)(3 + 2θ + 3θ2)
, (A1)

Jθ(D
⊗2
θ ∗W Seq) =

4θ2

1− θ4
, (A2)

for any input state |ψin⟩ in both circuits, in agreement with [12].
One can then show that Jθ(D⊗2

θ ∗WQS) > Jθ(D
⊗2
θ ∗W Seq),

∀ θ ∈ [0, 1), from which Ref. [12] concluded that the quantum
switch provides a metrological advantage with respect to the
sequential strategy.

Consider now the “2-Choi circuit” of Fig. 3a.10 Since it
consists in two independent uses of the Choi circuit, whose
output state is simply (up to a proportionality factor of 1

d ) the
Choi matrix of the probed channel, by the additivity of the QFI
one has Jθ(D⊗2

θ ∗W 2-Choi) = 2Jθ(
1
dDθ) = 2Jθ(θ|ϕ+⟩⟨ϕ+|+

(1 − θ) 1d2 ). Using Eq. (2), for the case of qubits (d = 2) we
find

Jθ(D
⊗2
θ ∗W 2-Choi) =

6

(1− θ)(1 + 3θ)
. (A3)

It is then straightforward to show that Jθ(D⊗2
θ ∗W 2-Choi) >

Jθ(D
⊗2
θ ∗WQS), ∀ θ ∈ [0, 1), as can also be seen in Fig. 6.

Hence, one cannot claim that the quantum switch has any
advantage over general definite causal order strategies in this
case.

8 Specifically, one finds D⊗2
θ ∗WQS = θ2 |+⟩⟨+|c ⊗ |ψ⟩⟨ψ|t + 2θ(1 −

θ) |+⟩⟨+|c⊗ 1
t

d
+(1−θ)2 1

c

2
⊗ 1

t

d
+(1−θ)2 |0⟩⟨1|c+|1⟩⟨0|c

2d2
⊗|ψ⟩⟨ψ|t

and D⊗2
θ ∗W Seq = θ2 |ψ⟩⟨ψ| + (1 − θ2) 1

d
(the latter could of course

have been obtained more directly).
9 One could similarly obtain the (quite cumbersome) expression of the QFI

for any dimension d, and recover the result given in [12]. The facts that the
QFI does not depend on the (pure) input states and that Jθ(D⊗2

θ ∗WQS) >

Jθ(D
⊗2
θ ∗W Seq) hold for any dimension.

10 For completeness, the process matrix of theN -Choi circuit can be written as
WN -Choi =

⊗N
k=1 |ϕ+⟩⟨ϕ+|A

I
kFk ⊗ |1⟩⟨1|A

O
k F ′

k (with a global future
space HF =

⊗N
k=1 H

FkF
′
k ).
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Figure 6. QFI of the output state of the quantum switch, of the
sequential and of the 2-Choi strategies in the case of N = 2 qubit
(d = 2) depolarizing channels, as defined in Eq. (9).

Note that forN qubit depolarizing channels, using again the
additivity of the QFI, we readily obtain11

Jθ(D
⊗N
θ ∗WN -Choi) =

3N

(1− θ)(1 + 3θ)
, (A4)

which is precisely the optimal QFI found numerically in
Eq. (31) for N = 1, 2, 3 qubit depolarizing channels.

2. Thermalizing channels

Rather than depolarizing channels, Ref. [11] considered the
case with N = 2 copies of a qubit thermalizing channel Tθ,
as defined from the Kraus operators of Eq. (10) in the limit of
infinite interaction time—in which case the channel reduces
to the constant channel ρ 7→ τθ := pθ|0⟩⟨0| + (1 − pθ)|1⟩⟨1|,
with pθ = 1/(1 + e−ϵ/θ).

When plugging the two copies of Tθ into quantum switch,
the output state can be computed from the process matrixWQS

given in Eq. (8).12 It is found to depend on the initial state |ψin⟩
of the target system; as in [11], we shall take it to be |ψin⟩ = |0⟩.
As for the output of the basic sequential composition of the
two copies, it is trivially equal to the constant output state τθ
of the channel itself. From an eigendecomposition of these
two output states, using Eq. (2) with ∂θρθ = (∂pθρθ)(∂θpθ),

11 More generally, for some arbitrary dimension d one has Jθ(D⊗N
θ ∗

WN-Choi) =
(d2−1)N

(1−θ)(1+(d2−1)θ)
. Note that Ref. [12] also considered a

“quantum N -switch” that superposes two reverse orders for N operations.
The value of the QFI obtained for that N -switch is again smaller than that
of the N -Choi circuit given just above. (The analytical comparison being
quite tedious, we verified this numerically for all values of N, d ≤ 100;
the observed behavior convinces us that this remains true for all values of
N, d.)

12 Specifically, one finds T⊗2
θ ∗ WQS = 1

c

2
⊗ τθ +

|0⟩⟨1|c+|1⟩⟨0|c
2

⊗
τθ|ψ⟩⟨ψ|τθ .
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Figure 7. QFI of the output state of the quantum switch, of the sequen-
tial and of the parallel strategies in the case of N = 2 thermalizing
channels, as defined through Eq. (10), in the limit t→ ∞.

we find the corresponding QFIs to be

Jθ(T
⊗2
θ ∗WQS) =

(
1

pθ(1− p2θ)
+

1

1− pθ

)
(∂θpθ)

2
,

(A5)

Jθ(T
⊗2
θ ∗W Seq) = Jθ(τθ) =

(
1

pθ
+

1

1− pθ

)
(∂θpθ)

2
,

(A6)

which agrees with the result obtained in [11], and from which
one clearly sees that Jθ(T⊗2

θ ∗WQS) > Jθ(T
⊗2
θ ∗W Seq) for

all θ > 0, thus suggesting some advantage for the quantum
switch compared to the sequential strategy.

However, since one considers here two copies of the constant
channel Tθ, it is more efficient to use them in parallel than in
series, as in the process depicted in Fig. 3b (with its process
matrix denoted W 2-Par), so as to have access to two copies of
the output state, τ⊗2

θ rather than just τθ. By the additivity of
the QFI, one gets

Jθ(T
⊗2
θ ∗W 2-Par) = Jθ(τ

⊗2
θ ) = 2Jθ(τθ)

= 2

(
1

pθ
+

1

1− pθ

)
(∂θpθ)

2
. (A7)

One can easily verify thatJθ(T⊗2
θ ∗W 2-Par) > Jθ(T

⊗2
θ ∗WQS),

as also seen on Fig. 7. Thus, the parallel strategy outperforms
the quantum switch for the present task, and no advantage of
the quantum switch versus the general class of processes with
definite causal order can be claimed here.

For N thermalizing channels, the parallel strategy (with
process matrix WN -Par) gives

Jθ(T
⊗N
θ ∗WN -Par) = N

(
1

pθ
+

1

1− pθ

)
(∂θpθ)

2

= N
ϵ2 e−ϵ/θ

θ4 (1 + e−ϵ/θ)2
. (A8)

This expression is precisely the optimal QFI for all the classes
considered in this work, found numerically for N = 1, 2, 3

thermalizing channels; see Sec. VI B 1. (To obtain the numer-
ical results we fixed ϵ = 1; the result for generic values of ϵ is
obtained by rescaling θ → θ/ϵ.)

Appendix B: Computing the QFI and reconstructing the
optimal process through SDP optimization

In this appendix we clarify further and complete the ar-
guments for the approach we use—which was introduced in
Refs. [15, 19], and which we only sketched in Sec. IV B—to
compute the QFI and reconstruct the optimal process in the
metrological task at hand.

1. Step-by-step description of the approach

Recall that our aim is to optimize the QFI of the state that is
output by the composition of the N θ-dependent channels Cθ
(represented by their Choi matrix Cθ) with a process W from
a given (compact) class W, as given in Eq. (11) of the main
text. That is,

JW
θ (C⊗N

θ ) = max
W∈W

Jθ(C
⊗N
θ ∗W ), (B1)

where the QFI Jθ of the output state ρθ = C⊗N
θ ∗W can be

computed, using Eq. (3), as

Jθ(ρθ) = 4 min
{|ψθ,j⟩}q

j=1

Tr

 q∑
j=1

|ψ̇θ,j⟩⟨ψ̇θ,j |

 , (B2)

with the minimum being taken over all ensemble decompo-
sitions {|ψθ,j⟩}qj=1 of ρθ (that are assumed to be continu-
ously differentiable, with |ψ̇θ,j⟩ = ∂θ|ψθ,j⟩), of any given size
q ≥ maxθ rank ρθ.

a. Restricting to pure processes

The first step in the approach is to restrict oneself to “pure”
processes13 of the form W = |w⟩⟨w|.

For many classes W of interest, restricting to pure processes
does not induce any loss of generality. This is the case when
(apart from the requirement that W ≥ 0) the conditions for
a given process matrix W to belong to a class W only im-
pose constraints on its partial trace TrF W directly, rather
than constraints on the full W . This is indeed the case for
all the classes considered previously in [15, 19], as well as
for the QC-QC class that we also consider in this work; see
the characterizations of Eqs. (17), (18), (20), (21) and (24).
To see that one can indeed safely restrict oneself to pure pro-
cesses for such classes, note that any “mixed” process matrix

13 Here by “pure” processes we simply refer to rank-1 processes, rather than
to the more restrictive notion proposed in Ref. [42].
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W ∈ L(HAIO
N F ) in such a class W can be “purified” into

W ′ = |w′⟩⟨w′| ∈ L(HAIO
N FF ′

) by introducing some auxil-
iary systemF ′, such thatTrF ′ W ′ =W . Then considering the
global future system of W ′ to be FF ′, TrFF ′ W ′ = TrF W
also satisfies the required constraints forW ′ to be in W (recall
that our definitions of the classes W leaves open the specifi-
cation of the future space). Noting, further, that the QFI of
the output state can only decrease by partially tracing out F ′,
i.e., Jθ(C⊗N

θ ∗ |w′⟩⟨w′|) ≥ Jθ(C
⊗N
θ ∗W ), it follows that it

is indeed sufficient to consider pure processes to obtain the
maximum in Eq. (B1).

For some other classes however (such as QC-CC class that
we also consider here), the purification argument does not
work so straightforwardly: purifying a process matrix may in
general take us outside of the class being considered into a
larger one. We still consider such purifications here, but the
approach we use then only allows us in this case to obtain the
optimal QFI in this larger class—which thus only provides an
upper bound (that we denote by JW

θ,purif(C
⊗N
θ )) on the QFI of

the class we initially consider.

b. Trading the optimization over decompositions {|ψθ,j⟩}j of ρθ
for an optimization over decompositions {|Cθ,j⟩}j of C⊗N

θ

Once we restrict ourselves to pure processes W = |w⟩⟨w|,
it can be seen that for any fixed q ≥ maxθ rankC

⊗N
θ , the

ensemble decompositions of size q of C⊗N
θ and the ensemble

decompositions of size q of ρθ, with ρθ = C⊗N
θ ∗|w⟩⟨w|, are in

one-to-one correspondence through the (“pure”14) link product
with |w⟩—in the sense that for any ensemble decomposition
{|Cθ,j⟩}qj=1 of C⊗N

θ of size q, there exists an ensemble de-
composition {|ψθ,j⟩}qj=1 of ρθ of the same size q, such that
|ψθ,j⟩ = |Cθ,j⟩ ∗ |w⟩ ∀ j, and vice versa.

The forward statement is trivial (using ρθ = C⊗N
θ ∗W =∑q

j=1 |Cθ,j⟩⟨Cθ,j | ∗ |w⟩⟨w|), and is obtained precisely by tak-
ing |ψθ,j⟩ = |Cθ,j⟩ ∗ |w⟩.

The reverse direction, on the other hand, is not so straight-
forward, because the link product is not trivial to invert [34].
To see that it also holds, note first that since we consider
q ≥ maxθ rankC

⊗N
θ , then there exists an ensemble decom-

position {|C0
θ,j⟩}

q
j=1 of C⊗N

θ , of size q, which also gives
(as above) an ensemble decomposition {|ψ0

θ,j⟩}
q
j=1 of ρθ

with |ψ0
θ,j⟩ = |C0

θ,j⟩ ∗ |w⟩. Consider then any other en-
semble decomposition {|ψθ,j⟩}qj=1 of ρθ, of size q. As
{|ψθ,j⟩}qj=1 and {|ψ0

θ,j⟩}
q
j=1 are ensemble decompositions

14 The link product, which was introduced in the “mixed case” (for matrices) in
Eq. (6) of the main text, can also be defined in the “pure case” as follows [34]:
for two vectors |a⟩ ∈ HXY and |b⟩ ∈ HY Z that are connected through a
common system Y ,

|a⟩ ∗ |b⟩ :=
(
1
XZ ⊗ ⟨⟨1|Y Y )(

|a⟩XY ⊗ |b⟩Y Z)
=(|a⟩TY ⊗ 1

Z)(1X ⊗ |b⟩) ∈ HXZ . (B3)

of the same state and of the same size q, it follows from
the HJW theorem [56] (see also the next subsection for a
similar argument) that the |ψθ,j⟩’s can be obtained from the
|ψ0
θ,j⟩’s as |ψθ,j⟩ =

∑q
k=1 Uθ,k,j |ψ0

θ,k⟩, where the Uθ,k,j’s
are the coefficients of a q × q unitary. We then have
|ψθ,j⟩ =

∑q
k=1 Uθ,k,j |C0

θ,k⟩ ∗ |w⟩ = |Cθ,j⟩ ∗ |w⟩ with
|Cθ,j⟩ =

∑q
k=1 Uθ,k,j |C0

θ,k⟩. It is then easy to verify that
{|Cθ,j⟩}qj=1 thus defined indeed provides an ensemble de-
composition of size q of C⊗N

θ .
There is a delicate issue here relating to the differentiability

of the decompositions [38]. We assume in this work that
the channels Cθ have a smooth enough dependency on θ, so
that starting from an ensemble decomposition of ρθ in which
the |ψθ,j⟩’s are continuously differentiable, the decomposition
of C⊗N

θ constructed above can also be taken such that the
|Cθ,j⟩’s are continuously differentiable (we colloquially just
write “smooth”).15 As the correspondence between the two
decompositions is through |ψθ,j⟩ = |Cθ,j⟩ ∗ |w⟩, we can then
write |ψ̇θ,j⟩ = |Ċθ,j⟩ ∗ |w⟩, and we can turn the optimization
over {|ψθ,j⟩}qj=1 in Eq. (B2) into an optimization over the
decompositions {|Cθ,j⟩}qj=1 of the channels’ operator C⊗N

θ
directly, so as to obtain

Jθ(ρθ) = 4 min
{|Cθ,j⟩}q

j=1

Tr

((
q∑
j=1

|Ċθ,j⟩⟨Ċθ,j |

)
∗W

)

= 4 min
{|Cθ,j⟩}q

j=1

Tr

((
q∑
j=1

|Ċθ,j⟩⟨Ċθ,j |

)T
W̃

)
, (B4)

where in the second line we evaluated the link product and
defined W̃ := TrF W . Note at this point that the QFI of
ρθ only depends on W̃ , after tracing out the future space of
the process W : indeed to actually obtain ρθ one should re-
introduce that future space by purifying W̃ (see Sec. B 1 a
above), but all purifications are equivalent in the sense that
they give the same QFI.

c. Trading the optimization over {|Cθ,j⟩}j for an optimization
over a unitary Vθ

The next step is to write any ensemble decomposition
{|Cθ,j⟩}qj=1 in terms of a fixed, “reference” decomposition
{|C0

θ,j⟩}
q
j=1 and a unitary matrix Vθ.

Consider any fixed (smooth) ensemble decomposition
{|C0

θ,j⟩}
q
j=1 of C⊗N

θ (of size q ≥ maxθ rankC
⊗N
θ ), and

some other (smooth) decomposition {|Cθ,j⟩}qj=1 that we
want to optimize. For convenience, let us denote by
C0
θ =

(
|C0
θ,1⟩, . . . , |C0

θ,q⟩
)

andCθ =
(
|Cθ,1⟩, . . . , |Cθ,q⟩

)
the

15 Admittedly, the exact requirements that this imposes on the channels Cθ
should still be clarified (as for instance in Ref. [38], where the families of
quantum channels {Cθ}θ are required to have continuously differentiable
decompositions and to be “piecewise regular”). This is however rather
involved, and goes beyond the scope of our work.
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dAIO
N

× q matrices whose column vectors are the elements of
the two decompositions {|C0

θ,j⟩}
q
j=1 and {|Cθ,j⟩}qj=1, respec-

tively. Since these are decompositions of the same operator
and of the same size, it again follows from the HJW theo-
rem16 [56] that the matrices C0

θ and Cθ are related through
Cθ = C0

θVθ, for some q× q unitary Vθ. We again assume that
for two smooth decompositions {|C0

θ,j⟩}
q
j=1 and {|Cθ,j⟩}qj=1

of C⊗N
θ , the unitary Vθ that relates them can be taken to be

smooth.
Conversely, given the fixed C0

θ and any (smooth) q × q
unitary Vθ, it is easily verified that the column vectors of
Cθ = C0

θVθ provide an alternative (smooth) ensemble de-
composition of C⊗N

θ .
Hence, once a reference decomposition {|C0

θ,j⟩}
q
j=1 is fixed,

the optimization over {|Cθ,j⟩}qj=1 in Eq. (B4) can be replaced
by an optimization over such (θ-dependent, smooth) q × q

unitaries Vθ. Noting that
∑q
j=1 |Ċθ,j⟩⟨Ċθ,j | = ĊθĊ

†
θ, with

Ċθ = Ċ0
θVθ +C0

θV̇θ = (Ċ0
θ +C0

θV̇θV
†
θ )Vθ, we obtain

Jθ(ρθ) = 4min
Vθ

Tr

((
(Ċ0

θ+C0
θV̇θV

†
θ )(Ċ

0
θ+C0

θV̇θV
†
θ )

†
)T
W̃

)
.

(B5)

d. Trading the optimization over Vθ for an optimization over a
Hermitian matrix h

Looking more closely at Eq. (B5), one then sees that the
objective function only depends on the q×q Hermitian matrix
hθ = iV̇θV

†
θ .17

Conversely, from any (in general, θ-dependent and smooth)
q × q Hermitian matrix hθ, one can define a (smooth) q × q

unitary Vθ that satisfies hθ = iV̇θV
†
θ , by taking Vθ = e−iHθ ,

where Hθ is an antiderivative (with respect to θ) of hθ.
Hence, the optimization over Vθ in Eq. (B5) is equivalent

to an optimization over q × q Hermitian matrices hθ. Since
the dependency of hθ on θ no longer enters the objective
function—e.g., the derivative of hθ with respect to θ does not
appear—from now on (and as we did in the main text) we
simply drop the θ subscript in hθ. Introducing the so-called
“performance operator” [15, 47]

Ωθ(h) = 4
(
(Ċ0

θ − iC0
θh)(Ċ

0
θ − iC0

θh)
†
)T

, (B6)

we now obtain

Jθ(ρθ) = min
h∈Hq

Tr
(
Ωθ(h) W̃

)
. (B7)

e. Swapping maxW̃ and minh

Injecting now Eq. (B7) into Eq. (B1), the QFI JW
θ (C⊗N

θ ) is
obtained as the result of a max-min optimization problem—

16 See Footnote 2 in the Supplemental Material of Ref. [15] for a more detailed
argument.

17 The fact that hθ is Hermitian follows directly from ∂θ(VθV
†
θ ) = 0.

with the maximization being now over W̃ = TrF W ∈
TrF W. As the objective function f(h, W̃ ) = Tr

(
Ωθ(h) W̃

)
is convex in h and concave (even linear) in W̃ , and as W
(and hence TrF W) is assumed to be compact, then by Fan’s
minimax theorem [48] one can swap maxW̃ and minh, and
write

JW
θ (C⊗N

θ ) = max
W̃∈TrF W

min
h∈Hq

Tr
(
Ωθ(h) W̃

)
= min
h∈Hq

max
W̃∈TrF W

Tr
(
Ωθ(h) W̃

)
. (B8)

f. Trading the inner (maxW̃ ) SDP problem for its dual

At this point, the inner (maxW̃ ) optimization problem takes
the standard form of a SDP problem. One can then con-
sider the dual of this (primal) problem, which involves a min-
imization problem that we write for now in the generic form
minS s.t. . . . S∅: the precise form for the constraint “S s.t. . . . ”
will be specified, for each of the classes W under consideration,
in Sec. B 2 below.

The structure of the problem considered here ensures that
strong duality holds (see below), so that the optimal values of
the primal and dual SDP problems match. We can then trade
the former for the latter in Eq. (B8), and obtain

JW
θ (C⊗N

θ ) = min
h∈Hq

min
S s.t. . . .

S∅. (B9)

g. Solving the global SDP problem

It remains now to solve Eq. (B9). The constraints we gener-
ically wrote for now as “S s.t. . . . ” are linear in Ωθ(h), hence
quadratic in h (see Eq. (B6)). One can however use a standard
trick in convex optimization, which is to use Schur comple-
ments to linearize the constraints in h (see again Sec. B 2
below). This allows us to write Eq. (B9) as an SDP problem,
and solve it using standard tools.

We thus finally obtain the optimal QFI JW
θ (C⊗N

θ )—or its
upper bound JW

θ,purif(C
⊗N
θ ), see Sec. B 1 a above—for the class

W under consideration.

h. Reconstructing the optimal process

One may not only be interested in estimating the optimal
QFI JW

θ (C⊗N
θ ) (or its upper bound JW

θ,purif(C
⊗N
θ )), but also in

recovering the optimal process W̃ (opt) ∈ TrF W that reaches
it.

Our approach above provides us with the optimal value h(opt)

of h for the minimization problem of Eq. (B9), or equivalently,
for the min-max problem of Eq. (B8). What remains is to find
the optimal value W̃ (opt) of W̃ . It is however not enough to
just fix h = h(opt) and minimize the objective function over
W̃ , as for the fixed value h(opt), there might be different values
of W̃ giving the same value of the objective function—which
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may thus all be solutions to the min-max problem of Eq. (B8),
but not necessarily of the max-min problem, which is what we
need in order to be assured that W̃ corresponds to a process
achieving this QFI via the link of Eq. (B7).

To make sure that one also gets a solution of the max-min
problem, one must further impose that the derivative over h,
after fixing W̃ , vanishes. That is, one needs to further impose
that

∂h Tr
(
Ωθ(h) W̃

)∣∣
h=h(opt) = 0, (B10)

which can be translated18 here into the requirement that

C0
θ
†W̃T

(
Ċ0
θ − iC0

θh
(opt)) is Hermitian. (B11)

We discuss and illustrate further the necessity for imposing
Eq. (B10) in Sec. B 3 below.

Hence, the optimal W̃ (opt) can be obtained as the solution to
the following SDP problem:

W̃ (opt) = argmaxW̃ Tr
(
Ωθ(h

(opt)) W̃
)

s.t.

{
W̃ ∈ TrF W,

C0
θ
†W̃T

(
Ċ0
θ − iC0

θh
(opt)) ∈ Hq.

(B12)

From this, one can then take any purification of W̃ (opt) to
define the pure process W (opt) = |w⟩⟨w| we started from, and
which generates the optimal output state ρ(opt)

θ = C⊗N
θ ∗W (opt).

Recall that when considering W to be QC-Par, QC-FO, QC-
Sup, QC-QC or Gen, it is guaranteed that W (opt) is in the
desired class; for QC-CC however, W̃ ∈ TrF QC-CC does in
general not imply that its purificationW (opt) is in QC-CC, and
we may indeed only get an upper bound on JQC-CC

θ (C⊗N
θ ) (see

Sec. B 1 a).

2. Explicit SDP formulations for the classes under
consideration

In this section we shall provide the explicit formulations for
the different SDP problems one encounters in the approach

18 Here ∂hf(h) = 0 means that the derivative of the function f(h) with re-
spect to all scalar variables that are used to define hmust be null. Denoting
by hr

k,l and hi
k,l the real and imaginary parts of the matrix elements hk,l,

respectively, this amounts to imposing that ∂hr
k,l
f(h) = ∂hi

k,l
f(h) = 0

for all k, l.
For a Hermitian matrix h, all these partial derivatives can be encoded into
a single matrix—which we take to formalize our notation ∂hf(h)—with
diagonal elements [∂hf(h)]k,k = ∂hr

k,k
f(h) and non-diagonal elements

[∂hf(h)]k,l =
1
2

(
∂hr

k,l
f(h)+i ∂hi

k,l
f(h)

)
. (Indeed, usinghr

k,l = hr
l,k

and hi
k,l = −hi

l,k one gets ∂hr
k,l
f(h) = [∂hf(h)]k,l + [∂hf(h)]l,k and

∂hi
k,l
f(h) = −i

(
[∂hf(h)]k,l − [∂hf(h)]l,k

)
for k ̸= l.)

With this definition of ∂hf(h), one gets in particular the nice prop-
erties that ∂h Tr(Ah) = A, ∂h Tr

(
Bh2

)
= Bh + hB, and hence

∂hTr
[
(F0+F1h)(F0+F1h)†G

]
= F †

1G(F0+F1h)+(F0+F1h)†GF1

for any matricesA,B, F0, F1 andG that are independent from h. Writing
Tr

(
Ωθ(h) W̃

)
in the latter form (through Eq. (B6)), we indeed find

that Eq. (B10) translates into the condition of Eq. (B11)—which is also
equivalent to that introduced in Algorithm 1 of Ref. [19].

described above, for the different classes of processes that we
consider in this work.

SDP problems are commonly encountered in the field of
quantum information. These can be written in different ways;
the standard form that we will use here consists in writing them
as the following pair of “primal” and “dual” problems [57]:

maxW Tr[AW]

s.t. Φ(W) = B, W ≥ 0
(B13)

and

minS Tr[S B]

s.t. Φ†(S) ≥ A,
(B14)

where A and W are Hermitian operators in some space
L(HW), B and S are Hermitian operators in some space
L(HS), Φ is a Hermiticity-preserving linear map from L(HW)
toL(HS), andΦ† is its adjoint map (such thatTr

[
Φ†(S)W

]
=

Tr[S Φ(W)] for all W ∈ L(HW), S ∈ L(HS)).
Weak duality ensures that the maximal value of the primal

problem (B13) is no larger than the minimal value of the dual
problem (B14). In all situations we consider here, strong
duality also holds, meaning that the two optimal values actually
coincide. This indeed follows from verifying the so-called
Slater’s condition: specifically, this is ensured here by the fact
that there always exists W > 0 such that Φ(W) = B and a
Hermitian S such that Φ†(S) ≥ A [57].

The optimization problems we shall encounter will not read-
ily be of the form above, as they will typically involve some
constraints that are quadratic in h. One can however resort
to a standard trick to linearize these. Namely, for any s × s
Hermitian matrix S, and for any s× r matrix C, let us define
the Hermitian matrix ASchur(S,C) as a block matrix

ASchur(S,C) :=

(
1 C†

C S

)
(B15)

(with 1 being here the r × r identity matrix, so as to match
the dimensions). It then follows from the Schur Complement
Lemma (see e.g. Theorem 1.12 in Ref. [58]), that

ASchur(S,C) ≥ 0 if and only if S ≥ CC†. (B16)

We will use this “Schur complement trick” to linearize con-
straints of the form S̃⊗ 1

AI
kN ≥ TrAO

kN

Ωθ(h), for some kN .
To write the right hand side in the form CC†, we will take

C = CkN (h) := 2
(
⟨j|A

O
kN

(
Ċ0
θ − iC0

θh
)∗)dAO

kN

j=1

= 2

(
⟨1|A

O
kN

(
Ċ0
θ − iC0

θh
)∗ · · · ⟨dAO

kN

|A
O
kN

(
Ċ0
θ − iC0

θh
)∗)

(B17)

(where ∗ denotes here the complex conjugate). That
is, CkN (h) a block matrix composed by the blocks(
1
AIO

N\kN
AI

kN ⊗⟨j|A
O
kN

)(
Ċ0
θ− iC0

θh
)∗, where {|j⟩A

O
kN }

d
AO

kN
j=1
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denotes an orthonormal basis of HAO
kN (with the dAO

kN

blocks
being put on a line, so as to turn the dAIO

N
× q matrix(

Ċ0
θ − iC0

θh
)∗ into a

( dAIO
N

d
AO

kN

)
× (dAO

kN

q) matrix). With this,

we define

ASchur,kN (S̃, h) := ASchur(S̃⊗ 1
AI

kN ,CkN (h)), (B18)

so that

S̃⊗ 1
AI

kN ≥ TrAO
kN

Ωθ(h)

if and only if ASchur,kN (S, h) ≥ 0. (B19)

Note that ASchur,kN (S, h) is linear in h, as desired.
Referring to these general formulations, we will now recall

how to derive and write the SDP problems for the QC-FO
class, which were already given in Refs. [15, 19]. We will then
present the case of the QC-CC and QC-QC classes, which
follow quite similar lines. For completeness and ease of refer-
ence, we will also give explicitly the SDP formulations for the
QC-Par, QC-Sup and Gen classes (whose derivation can also
be found in Ref. [19]).19

a. SDP problems for the QC-FO class

Using Eq. (18), the primal problem

max
W̃∈TrF QC-FO

Tr
(
Ωθ(h) W̃

)
= max Tr

((
TrAO

N
Ωθ(h)

)
W(N)

)
s.t.


TrW(1) = 1,

∀n = 1, . . . , N−1, TrAI
n+1

W(n+1) =W(n) ⊗ 1
AO

n ,

∀n = 1, . . . , N, W(n) ≥ 0.

(B20)

19 As mentioned in the main text, the authors of Ref. [19] made a simplifying
assumption on the structure of the classes W under consideration (or rather,
on TrF W; see their Eq. (9)), which led them to unify the derivation of
the SDP problems for the different classes in a different way from ours.
Our QC-CC and QC-QC classes do however not satisfy this simplifying
assumption, so we could not readily use their derivation for our purposes.
Note also that the forms of the dual SDPs given in Refs. [15, 19] are slightly
different—but clearly equivalent—from the ones we give below: they can
be obtained from ours by effectively “renormalizing” the dual variables in
S (typically, taking S∅ = λ and replacing all other S(·)’s by λS′

(·), for
some new dual variables λ and S′

(·); or in the Gen case, replacing S by
λS′ with Tr[S′] = dAI

N
). The way one uses the Schur complement trick

to linearize the last constraint is then also slightly different (as one should
then use Schur complements of matrices of the form

(
λ1 C†

C S′

)
, rather than

as in Eq. (B15)).

involved in Eq. (B8) can be written in the standard form of
Eq. (B13), with20

W =

N⊕
n=1

W(n),

A =

(
N−1⊕
n=1

0A
IO
{1,...,n−1}A

I
n

)
⊕ TrAO

N
Ωθ(h),

Φ(W) =

N−1⊕
n=0

Φ(n)(W)

with


Φ(0)(W) = TrW(1),

∀n = 1, . . . , N − 1,

Φ(n)(W) = TrAI
n+1

W(n+1) −W(n) ⊗ 1
AO

n ,

B = 1⊕
N−1⊕
n=1

0A
IO
{1,...,n} . (B21)

where 0 denotes a null matrix (in the space indicated by the
superscript).

Introducing the dual variable

S =

N−1⊕
n=0

Sn ∈
N−1⊕
n=0

L(HAIO
{1,...,n}) (B22)

(with L(HAIO
∅ ) = R for n = 0), the adjoint of the linear map

20 Other (ultimately equivalent) choices are possible. E.g., given the re-
dundancies in the way we wrote the constraints for W̃ ∈ TrF QC-FO
(namely, that all W(n)’s are uniquely determined by W(N), and that
their positive semidefiniteness simply follows from that of W(N)),
one could just take W = W(N), A = TrAO

N
Ωθ(h), with the

same Φ and B as in Eq. (B21), after replacing W(n) in Φ by
1

dOn dOn+1...d
O
N−1

TrAO
n AIO

{n+1,...,N−1}A
I
N
W(N). The choice of W and

A in Eq. (B21), however, allows us to follow nicely parallel derivations for
the QC-CC and QC-QC classes; see Sec. B 2 b below.
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Φ is easily found to be21

Φ†(S) =
N⊕
n=1

(Φ†)(n)(S)

with


∀n = 1, . . . , N − 1,

(Φ†)(n)(S) = Sn−1 ⊗ 1
AI

n − TrAO
n
Sn,

(Φ†)(N)(S) = SN−1 ⊗ 1
AI

N ,

(B23)

so that the dual problem, Eq. (B14), gets here the specific form

minS S0

s.t.


∀n = 1, . . . , N − 1,

Sn−1 ⊗ 1
AI

n ≥ TrAO
n
Sn,

SN−1 ⊗ 1
AI

N ≥ TrAO
N
Ωθ(h).

(B24)

To see that Slater’s condition for strong duality is satisfied

(see above), note that W =
⊕N

n=1
1
AIO

{1,...,n−1}AI
n

d
AI

{1,...,n}

for instance

satisfies Φ(W) = B and W > 0, and that one can always
rather trivially find a Hermitian S such that Φ†(S) ≥ A.

At this point one may note that it is possible to replace
the first N − 1 inequalities in the constraints of Eq. (B24) by
equalities. Indeed, if S is an optimal solution of Eq. (B24),
then S ′ =

⊕N−1
n=0 S

′
n, with

S′
n = S0

1
AIO

{1,...,n}

dAO
{1,...,n}

+

n∑
m=1

[1−AO
m]Sm ⊗ 1

AIO
{m+1,...,n}

dAO
{m+1,...,n}

= Sn +

n∑
m=1

(
Sm−1 ⊗ 1

AI
m

− TrAO
m
Sm

)
⊗1

AO
mA

IO
{m+1,...,n}

dAO
{m,...,n}

, (B25)

is also an optimal solution (such that S′
0 = S0), which satisfies

S′
n−1 ⊗ 1

AI
n = TrAO

n
S′
n for n = 1, . . . , N − 1 (as is easily

checked using the first form for S′
n given above), and S′

N−1 ⊗

1
AI

N ≥ SN−1 ⊗ 1
AI

N ≥ TrAO
N
Ωθ(h) (as is easily checked

using the second expression for S′
N−1, using the constraints of

Eq. (B24) that the Sn’s satisfy).
To obtain the optimal QFI for the QC-FO class, it remains

to insert the above dual problem into Eq. (B9). Using the
Schur complement trick introduced above, one can replace the
quadratic (in h) constraint SN−1 ⊗ 1

AI
N ≥ TrAO

N
Ωθ(h) by

the linear constraint

ASchur,N (SN−1, h) ≥ 0, (B26)

with ASchur,N as defined in Eq. (B18). This thus turns the
calculation of the QFI into an SDP problem:

JQC-FO
θ (C⊗N

θ )

= minh,S S0

s.t.


∀n = 1, . . . , N − 1,

Sn−1 ⊗ 1
AI

n = TrAO
n
Sn,

ASchur,N (SN−1, h) ≥ 0.

(B27)

As explained in Sec. B 1 h, the optimal process W̃ (opt) ∈
TrF QC-FO is recovered by solving the primal problem of
Eq. (B20) after fixing the optimal value of h = h(opt) obtained
from Eq. (B27) and adding the constraint that C0

θ
†W̃T

(
Ċ0
θ −

iC0
θh

(opt)) ∈ Hq , as in Eq. (B12)—and with W̃ =W(N)⊗1A
O
N

(cf. Eq. (18)).
The optimal process with fixed order W (opt) = |w⟩⟨w| ∈

QC-FO is then obtained by purifying W̃ (opt).

b. SDP problems for the QC-CC and QC-QC classes

The derivation of the SDP problems for the QC-CC and
QC-QC classes follows very similar lines to those for the QC-
FO class, given in the previous subsection. We will not repeat
everything; instead, we just present in the following table how
Eqs. (B20) to (B27) are to be modified for the two new classes
we considered in this paper.22

21 From the structure of W , one can write Tr
[
Φ†(S)W

]
=∑N

n=1 Tr
[
(Φ†)(n)(S)W(n)

]
and Φ†(S) =

⊕N
n=1 (Φ

†)(n)(S).
Furthermore, the adjoint map satisfies Tr

[
Φ†(S)W

]
=

Tr[S Φ(W)] =
∑N−1

n=0 Tr
[
Sn Φ(n)(W)

]
=

S0 TrW(1) +
∑N−1

n=1 Tr
[
Sn(TrAI

n+1
W(n+1))

]
−∑N−1

n=1 Tr
[
Sn(W(n) ⊗ 1

AO
n )

]
= S0 TrW(1) +∑N

n=2 Tr
[
(Sn−1 ⊗ 1

AI
n )W(n)

]
−

∑N−1
n=1 Tr

[
(TrAO

n
Sn)W(n)

]
=

∑N−1
n=1 Tr

[
(Sn−1 ⊗ 1

AI
n − TrAO

n
Sn)W(n)

]
+

Tr
[
(SN−1 ⊗ 1

AI
N )W(N)

]
=

∑N
n=1 Tr

[
(Φ†)(n)(S)W(n)

]
; as

this must hold for allW(n)’s, one can directly identify the terms inside the
traces, for each term in the sums.

22 For clarification: in the QC-CC case, (k1, . . . , kn) for n = 0
is understood as the empty set, ∅ (as e.g. in Eq. (B32): S =⊕N−1

n=0

⊕
(k1,...,kn)S(k1,...,kn)=S∅⊕

⊕N−1
n=1

⊕
(k1,...,kn)S(k1,...,kn)).

In the QC-QC case, Kn \ kn is to be understood as Kn \ {kn}.



22

QC-CC QC-QC

Primal problem: (using Eq. (23))

max
W̃∈TrF QC-CC

Tr
(
Ωθ(h) W̃

)

= max Tr

 ∑
(k1,...,kN )

(
TrAO

kN

Ωθ(h)
)
W(k1,...,kN )



s.t.



∑
k1

TrW(k1) = 1,

∀n = 1, . . . , N − 1, ∀ (k1, . . . , kn),∑
kn+1

TrAI
kn+1

W(k1,...,kn,kn+1)

=W(k1,...,kn) ⊗ 1
AO

kn ,

∀n = 1, . . . , N, ∀ (k1, . . . , kn), W(k1,...,kn) ≥ 0.

(B28)

Primal problem: (using Eq. (24))

max
W̃∈TrF QC-QC

Tr
(
Ωθ(h) W̃

)

= max Tr

∑
kN

(
TrAO

kN

Ωθ(h)
)
W(N\kN ,kN )



s.t.



∑
k1

TrW(∅,k1) = 1,

∀n = 1, . . . , N − 1, ∀Kn,∑
kn+1∈N\Kn

TrAI
kn+1

W(Kn,kn+1)

=
∑

kn∈Kn
W(Kn\kn,kn) ⊗ 1

AO
kn ,

∀n = 1, . . . , N, ∀Kn−1, kn, W(Kn−1,kn) ≥ 0.

(B29)

W =

N⊕
n=1

⊕
(k1,...,kn)

W(k1,...,kn),

A =

N−1⊕
n=1

⊕
(k1,...,kn)

0
AIO

{k1,...,kn−1}A
I
kn

⊕
⊕

(k1,...,kN )

TrAO
kN

Ωθ(h),

Φ(W) =

N−1⊕
n=0

⊕
(k1,...,kn)

Φ(k1,...,kn)(W)

with


Φ∅(W) =

∑
k1

TrW(k1),

∀n = 1, . . . , N − 1, ∀ (k1, . . . , kn),
Φ(k1,...,kn)(W) =

∑
kn+1

TrA
kI
n+1

W(k1,...,kn,kn+1)

−W(k1,...,kn) ⊗ 1
AO

kn ,

B = 1⊕
N−1⊕
n=1

⊕
(k1,...,kn)

0
AIO

{k1,...,kn} . (B30)

W =

N⊕
n=1

⊕
Kn−1,kn

WKn−1,kn ,

A =

N−1⊕
n=1

⊕
Kn−1,kn

0
AIO

Kn−1
AI

kn

⊕
⊕
kN

TrAO
kN

Ωθ(h),

Φ(W) =

N−1⊕
n=0

⊕
Kn

ΦKn(W)

with


Φ∅(W) =

∑
k1

TrW(∅,k1),

∀n = 1, . . . , N − 1, ∀Kn,

ΦKn(W) =
∑

kn+1∈N\Kn
TrAI

kn+1

W(Kn,kn+1)

−
∑

kn∈Kn
W(Kn\kn,kn) ⊗ 1

AO
kn ,

B = 1⊕
N−1⊕
n=1

⊕
Kn

0
AIO

Kn . (B31)

S =

N−1⊕
n=0

⊕
(k1,...,kn)

S(k1,...,kn) ∈
N−1⊕
n=0

⊕
(k1,...,kn)

L(HAIO
{k1,...,kn}).

(B32)

S =

N−1⊕
n=0

⊕
Kn

SKn ∈
N−1⊕
n=0

⊕
Kn

L(HAIO
Kn ). (B33)

Φ†(S) =
N⊕

n=1

⊕
(k1,...,kn)

(Φ†)(k1,...,kn)(S)

with



∀n = 1, . . . , N − 1, ∀ (k1, . . . , kn),
(Φ†)(k1,...,kn)(S) = S(k1,...,kn−1) ⊗ 1

AI
kn

−TrAO
kn
S(k1,...,kn),

∀ (k1, . . . , kN ),

(Φ†)(k1,...,kN )(S) = S(k1,...,kN−1) ⊗ 1
AI

kN .

(B34)

Φ†(S) =
N⊕

n=1

⊕
Kn−1,kn

(Φ†)(Kn−1,kn)(S)

with


∀n = 1, . . . , N − 1, ∀Kn, ∀ kn ∈ Kn,

(Φ†)(Kn\kn,kn)(S) = SKn\kn ⊗ 1
AI

kn

−TrAO
kn
SKn ,

∀ kN , (Φ†)(N\kN ,kN )(S) = SN\kN
⊗ 1

AI
kN .

(B35)



23

QC-CC (continued) QC-QC (continued)

Dual problem:

minS S∅

s.t.


∀n = 1, . . . , N − 1,∀ (k1, . . . , kn),
S(k1,...,kn−1) ⊗ 1

AI
kn ≥ TrAO

kn
S(k1,...,kn),

∀ (k1, . . . , kN ),

S(k1,...,kN−1) ⊗ 1
AI

kN ≥ TrAO
kN

Ωθ(h).

(B36)

To verify Slater’s condition for strong duality, one can consider

W =
⊕N

n=1

⊕
(k1,...,kn)

(N−n)!
N !

1

AIO
{k1,...,kn−1}AI

kn

d
AI

{k1,...,kn}

, which satis-

fies Φ(W) = B and W > 0. (Finding a Hermitian S such that
Φ†(S) ≥ A is rather trivial.)
Furthermore, a very similar construction to that in Eq. (B25) for the
QC-FO case (essentially, replacing S(′)

n by S(′)
(k1,...,kn) and taking

the identity operators in the appropriate spaces) then shows that the
first inequalities above can without loss of generality be replaced by
equalities, S(k1,...,kn−1) ⊗ 1

AI
kn = TrAO

kn
S(k1,...,kn).

Dual problem:

minS S∅

s.t.


∀n = 1, . . . , N − 1, ∀Kn, ∀ kn ∈ Kn,

SKn\kn ⊗ 1
AI

kn ≥ TrAO
kn
SKn ,

∀ kN , SN\kN
⊗ 1

AI
kN ≥ TrAO

kN

Ωθ(h).

(B37)

To verify Slater’s condition for strong duality, one can consider W =⊕N
n=1

⊕
Kn−1,kn

1

n(Nn)
1

AIO
Kn−1

AI
kn

d
AI

Kn−1∪{kn}

, which satisfies Φ(W) = B

and W > 0. (Finding a Hermitian S such that Φ†(S) ≥ A is rather
trivial.)

(Note that the construction of Eq. (B25) does not work here: except
for the case n = 1, the inequalities above can in general not be
replaced by equalities.)

S(k1,...,kN−1) ⊗ 1
AI

kN ≥ TrAO
kN

Ωθ(h) in Eq. (B36) above can be
linearized into

ASchur,kN (S(k1,...,kN−1), h) ≥ 0. (B38)

SN\kN
⊗ 1

AI
kN ≥ TrAO

kN

Ωθ(h) in Eq. (B37) above can be lin-
earized into

ASchur,kN (SN\kN
, h) ≥ 0. (B39)

Optimal QFI:

JQC-CC
θ (C⊗N

θ )

= minh,S S∅

s.t.


∀n = 1, . . . , N − 1,∀ (k1, . . . , kn),

S(k1,...,kn−1) ⊗ 1
AI

kn = TrAO
kn
S(k1,...,kn),

∀ (k1, . . . , kN ), ASchur,kN (S(k1,...,kN−1), h) ≥ 0.

(B40)

Optimal QFI:

JQC-QC
θ (C⊗N

θ )

= minh,S S∅

s.t.


∀n = 1, . . . , N − 1, ∀Kn, ∀ kn ∈ Kn,

SKn\kn ⊗ 1
AI

kn ≥ TrAO
kn
SKn ,

∀ kN , ASchur,kN (SN\kN
, h) ≥ 0.

(B41)

The optimal process W̃ (opt) ∈ TrF QC-CC is recovered by solving
Eq. (B28) after fixing h = h(opt) obtained from Eq. (B40) and adding
the constraint thatC0

θ
†W̃T

(
Ċ0

θ−iC0
θh

(opt)) ∈ Hq , as in Eq. (B12)—
and with W̃ =

∑
(k1,...,kN )W(N) ⊗ 1

AO
N (see Eq. (23)).

Recall here that the purificationW (opt) = |w⟩⟨w| of W̃ (opt) is however
not guaranteed to be in QC-CC.

The optimal process W̃ (opt) ∈ TrF QC-QC is recovered by solving
Eq. (B29) after fixing h = h(opt) obtained from Eq. (B41) and adding
the constraint thatC0

θ
†W̃T

(
Ċ0

θ−iC0
θh

(opt)) ∈ Hq , as in Eq. (B12)—

and with W̃ =
∑

kN∈N W(N\kN ,kN ) ⊗ 1
AO

kN (see Eq. (24)).
The optimal process W (opt) = |w⟩⟨w| ∈ QC-QC is then obtained by
purifying W̃ (opt).

c. SDP problems for the QC-Par, QC-Sup and Gen classes

For completeness, let us briefly write the explicit SDP prob-
lems one needs to consider for the remaining classes consid-
ered in this paper. These can be obtained in a similar fashion
to the previous ones, or as in Ref. [19] (up to the difference
mentioned in Footnote 19).

For the QC-Par class:

JQC-Par
θ (C⊗N

θ ) = minh,S0 S0

s.t. S0 1
AI

N ≥ TrAO
N
Ωθ(h),

(B42)

with S0 ∈ R, and where the constraint can be linearized into

ASchur(S0 1
AI

N ,CN (h)) ≥ 0 (B43)
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with (similarly to Eq. (B17), with clear enough notation)

CN (h) = 2
(
⟨j1, . . . , jN |A

O
1 ···AO

N
(
Ċ0
θ − iC0

θh
)∗)

j1,...,jN
.

(B44)

The optimal W̃ (opt) ∈ TrF QC-Par (and W (opt) = |w⟩⟨w| ∈
QC-Par, after purification) is recovered by solving Eq. (B12),
translating the constraint W̃ ∈ TrF QC-Par into (see Eq. (17))

W̃ =W(I) ⊗ 1
AO

N ,

TrW(I) = 1,

W(I) ≥ 0.

(B45)

For the QC-Sup class:

JQC-Sup
θ (C⊗N

θ )

= minh,S S0

s.t. ∀π,



S0 1
AI

π(1) = TrAO
π(1)

S(π,1),

∀n = 2, . . . , N − 1,

S(π,n−1) ⊗ 1
AI

π(n) = TrAO
π(n)

S(π,n),

S(π,N−1) ⊗ 1
AI

π(N) ≥ TrAO
π(N)

Ωθ(h),

(B46)

where the variables in the optimization (all encapsulated in
S, as done previously) are taken to be S0 ∈ R and S(π,n) ∈
L(HAIO

{π(1),...,π(n)}) for all π and n = 1, . . . , N −1; and where
the last constraints (for each π) can be linearized into

ASchur,π(N)(S(π,N−1), h) ≥ 0. (B47)

The optimal W̃ (opt) ∈ TrF QC-Sup (and W (opt) = |w⟩⟨w| ∈
QC-Sup, after purification) is recovered by solving Eq. (B12),
translating the constraint W̃ ∈ TrF QC-Sup into (see Eq. (20),
replacing qπWπ by W̃π)

W̃ =
∑
π W̃π,

∀π, W̃π ∈ TrF (QC-FO∝
π ),

Tr W̃ = dAO
N
,

(B48)

where QC-FO∝
π denotes the class of process matrices that

are proportional (with a nonnegative proportionality factor) to
matrices in QC-FOπ , or more explicitly,

W̃ =
∑
πW(π,N) ⊗ 1

AO
π(N) ,∑

π TrW(π,1) = 1,

∀π,∀n = 1, . . . , N − 1,

TrAI
π(n+1)

W(π,n+1) =W(π,n) ⊗ 1
AO

π(n) ,

∀π,∀n = 1, . . . , N, W(π,n) ≥ 0

(B49)

(with each W(π,n) ∈ L(HAIO
{π(1),...,π(n−1)}A

I
π(n))).

For the Gen class, finally:

JGen
θ (C⊗N

θ )

= minh,S Tr[S]/dAI
N

s.t.

{
∀ k = 1, . . . , N, [1−AI

k]
TrAO

k
S = 0,

S ≥ Ωθ(h),

(B50)

with S ∈ L(HAIO
N ), and where the last constraint can be

linearized into

ASchur(S, 2(Ċ
0
θ − iC0

θh)
∗) ≥ 0. (B51)

The optimal W̃ (opt) ∈ TrF Gen (and W (opt) = |w⟩⟨w| ∈ Gen,
after purification) is recovered by solving Eq. (B12), translat-
ing the constraint W̃ ∈ TrF Gen into (see Eq. (21))

∀ ∅ ⊊ K ⊆ N , ∏
k∈K[1−AO

k ](TrAIO
N\K

W̃ ) = 0,

Tr W̃ = dAO
N
,

W̃ ≥ 0.

(B52)

3. On the importance of imposing Eq. (B10)

To wrap up this appendix, let us clarify the need for im-
posing Eq. (B10) when reconstructing the optimal process (in
step B 1 h above).

Consider some continuous, real-valued function f(h,w),
defined over some compact domains for h and w. Fan’s
minimax theorem [48] says that the optimal values of the
minhmaxw and maxwminh optimization problems coincide:

min
h

max
w

f(h,w) = max
w

min
h
f(h,w). (B53)

However, the solutions to both problems are in general not
the same: a solution to the minhmaxw is not necessarily a
solution to the maxwminh problem.

Suppose that (h↓, w↓) and (h↑, w↑) are solutions to the
minhmaxw and maxwminh problems, respectively. Then
one clearly has

f(h↓, w↓) ≥ f(h↓, w↑) ≥ f(h↑, w↑), (B54)

and from Eq. (B53) it follows that both inequalities are in
fact equalities [19], so that (h↓, w↑) is a solution to both the
minhmaxw and maxwminh problems: it corresponds to a
saddle point.

Hence, once a solution (h↓, w↓) of theminhmaxw problem
is known, we know there exists a solution to the maxwminh
problem with h = h↓ = h(opt). Simply optimizing w for this
fixed value of h, however, is not enough, in general, to identify
such a solution (h(opt), w(opt)) to the maxwminh problem. In-
deed, it could be that several values ofw, other than the saddle
point, give the same value of f(h(opt), w) = f(h(opt), w(opt)).
Such a situation is illustrated in Fig. 8.

To make sure that one indeed finds a solution to the
maxwminh problem when optimizing w for the fixed h =
h(opt), one thus needs to also impose that for the optimal value
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Figure 8. Plot of the function f(h,w) = h2 + 2hw, as an illus-
tration of a function that is convex in h and concave (even linear)
in w. f(h,w) has a saddle point for (h(opt), w(opt)) = (0, 0). All
points on the red line, for h = h(opt) = 0, are solutions to the
minh maxw f(h,w) problem. However, when fixing h = h(opt) = 0
the function f(h(opt), w) becomes constant in w: the saddle point,
which is the only one that is also solution to the maxw minh f(h,w)
problem, can then only be found after imposing that the derivative of
f(h,w) over h must be null, i.e., ∂hf(h,w)|h=h(opt) = 0.

of w, h(opt) is indeed a solution to minh f(w, h). This can
be done by requiring that ∂hf(h,w)|h=h(opt) = 0 (which is a
defining property for a saddle point). For the function f we
consider in this work, this translates into Eq. (B10).

The situation just depicted for a general (convex-concave)
function f(h,w) is indeed commonly encountered in the
metrological context of our work. As a simple example, con-
sider for instance the case ofN = 1 qubit depolarizing channel
Dθ as in Eq. (9). Since N = 1, all the classes of processes
considered in this work coincide. Taking {|C0

θ,j⟩}4j=1 to be an
eigendecomposition of the Choi matrix of Dθ (with eigenvec-
tors in the degenerate eigensubspace taken to be independent
of θ, except for their normalization) and following the approach
described above, we find numerically, for all values of θ, the
optimal value of h to be h(opt) = 0.

Now, for this value one finds that TrAO Ωθ(h
(opt)) =

3
(1−θ)(1+3θ)1

AI

. Since for all classes, W̃ is of the form

W̃ = ρA
I ⊗ 1

AO

with tr
(
ρA

I
)

= 1, one then finds that

Tr
(
Ωθ(h

(opt)) W̃
)

= 3
(1−θ)(1+3θ) is independent from W̃ .

While this indeed gives the correct value for a single qubit
depolarizing channel QFI (see Eq. (31)), clearly one could
not recover the optimal W̃ (or ρA

I

) by directly optimizing
Tr
(
Ωθ(h

(opt)) W̃
)

. Imposing Eq. (B10) however, enforces

ρA
I

to be the maximally mixed state 1
AI

2 , which indeed (after
purification into a maximally entangled 2-qubit state) gives the

optimal QFI of the depolarizing channel.23

Appendix C: Numerical results for the QFI of the composed
rotation & amplitude damping channels Aθ

We report in Tables I and II, and in Figures 9 and 10, the
optimal values of the QFI obtained numerically (by solving the
SDP) for the different classes, in the case ofN = 2 andN = 3
queries (respectively) to the composed rotation & amplitude
damping channel Aθ defined in Eq. (34). As mentioned in the
main text, the QFI does not depend on the specific value of
θ for these channels. We recover the hierarchies obtained in
Eqs. (35) and (36), respectively.

u JQC-Par
θ (A⊗2

θ )
JQC-FO
θ (A⊗2

θ ),

JQC-CC
θ (A⊗2

θ )

JQC-CC
θ,purif (A

⊗2
θ ), JQC-Sup

θ (A⊗2
θ ),

JQC-QC
θ (A⊗2

θ ), JGen
θ (A⊗2

θ )

0 4 4 4
0.1 3.5900 3.6477 3.6929
0.2 3.1605 3.2904 3.3709
0.3 2.7128 2.9273 3.0324
0.4 2.2500 2.5574 2.6760
0.5 1.7946 2.1793 2.2995
0.6 1.4314 1.7911 1.9005
0.7 1.1177 1.3900 1.4764
0.8 0.8117 0.9714 1.0240
0.9 0.4734 0.5260 0.5410
1 0 0 0

Table I. QFI for N = 2 uses of the composed rotation & amplitude
damping channel Aθ , for the different classes under consideration,
for 0 ≤ u ≤ 1 (and any fixed value of θ). Notice that here (except
for u = 0 and u = 1) JQC-CC

θ,purif (A
⊗2
θ ) is a strict upper bound on

JQC-CC
θ (A⊗2

θ )—which, in the case of N = 2, we know is equal to
JQC-FO
θ (A⊗2

θ ); cf. Eq. (29).

0.0 0.2 0.4 0.6 0.8 1.0

0

1

2

3

4

5

Figure 9. QFI forN = 2 uses of the composed rotation & amplitude
damping channel Aθ , as in Table I.

23 Considering inputting half of a 2-qubit state |ψin⟩ = α|0, 0⟩+β|1, 1⟩ into
Dθ , one finds (e.g., using Eq. (2)) the QFI of the 2-qubit output state to
be 1+3θ+8|α|2|β|2

(1−θ2)(1+3θ)
. This indeed clearly depends on the input state, and is

optimal for a maximally entangled state.
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u JQC-Par
θ (A⊗3

θ ) JQC-FO
θ (A⊗3

θ )
JQC-CC
θ,purif (A

⊗3
θ ),

JQC-Sup
θ (A⊗3

θ )
JQC-QC
θ (A⊗3

θ ) JGen
θ (A⊗3

θ )

0 9 9 9 9 9
0.1 7.6366 7.9238 8.1848 8.1986 8.2001
0.2 6.2628 6.8951 7.3643 7.3741 7.3751
0.3 4.9111 5.9140 6.5231 6.5242 6.5242
0.4 3.8614 4.9797 5.6417 5.6461 5.6468
0.5 3.1082 4.0905 4.7247 4.7373 4.7431
0.6 2.4344 3.2427 3.7859 3.8048 3.8150
0.7 1.8217 2.4300 2.8317 2.8564 2.8698
0.8 1.2786 1.6412 1.8710 1.8957 1.9086
0.9 0.7255 0.8553 0.9177 0.9260 0.9299
1 0 0 0 0 0

Table II. QFI for N = 3 uses of the composed rotation & amplitude
damping channel Aθ , for the different classes under consideration,
for 0 ≤ u ≤ 1 (and any fixed value of θ). Recall that JQC-CC

θ,purif (A
⊗3
θ ) is

only an upper bound on JQC-CC
θ (A⊗3

θ ), which our approach does not
allow us to access directly; cf. Eq. (30).
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Figure 10. QFI forN = 3 uses of the composed rotation & amplitude
damping channel Aθ , as in Table II.

Recall that our SDPs allow us, for each class, to reconstruct
the processes that give the optimal values of the QFI. Except
in the simplest cases24 it is, however, difficult to gain much
insight or intuition from the form of the processes thus obtained
numerically.
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