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Abstract

Time-series datasets are central in machine learning with applications in numerous fields
of science and engineering, such as biomedicine, Earth observation, and network analysis.
Extensive research exists on state-space models (SSMs), which are powerful mathematical
tools that allow for probabilistic and interpretable learning on time series. Learning the
model parameters in SSMs is arguably one of the most complicated tasks, and the inclu-
sion of prior knowledge is known to both ease the interpretation but also to complicate the
inferential tasks. Very recent works have attempted to incorporate a graphical perspective
on some of those model parameters, but they present notable limitations that this work
addresses. More generally, existing graphical modeling tools are designed to incorporate
either static information, focusing on statistical dependencies among independent random
variables (e.g., graphical Lasso approach), or dynamic information, emphasizing causal
relationships among time series samples (e.g., graphical Granger approaches). However,
there are no joint approaches combining static and dynamic graphical modeling within the
context of SSMs. This work proposes a novel approach to fill this gap by introducing a joint
graphical modeling framework that bridges the graphical Lasso model and a causal-based
graphical approach for the linear-Gaussian SSM. We present DGLASSO (Dynamic Graph-
ical Lasso), a new inference method within this framework that implements an efficient
block alternating majorization-minimization algorithm. The algorithm’s convergence is es-
tablished by departing from modern tools from nonlinear analysis. Experimental validation
on various synthetic data showcases the effectiveness of the proposed model and inference
algorithm. This work will significantly contribute to the understanding and utilization of
time-series data in diverse scientific and engineering applications where incorporating a
graphical approach is essential to perform the inference.

Keywords: State-space models, graph inference, sparsity, graphical lasso, majorization-
minimization, proximal algorithm

1. Introduction

Time series appear in applications of most fields of science and engineering, ranging from
biomedicine, Earth observation, or network analysis, to name a few. The literature of
time-series analysis is vast across different fields. For instance, in statistics and signal pro-
cessing, it is mostly dominated by auto-regressive moving-averaging (ARMA) models and
their extensions (Hamilton, 2020). The machine learning literature has recently seen a
plethora of neural-network-based models, including long short-term memory (LSTM) mod-
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els (Hochreiter and Schmidhuber, 1997), recurrent neural networks (RNNs) (Hüsken and Stagge,
2003), gated recurrent unit networks (GRNs) (Cho et al., 2014), and attention mechanisms
(Shih et al., 2019).

Graphical inference. Graphical modeling is an important family of approaches for time
series analysis in statistical machine learning. The literature in multivariate times series
is abundant in models for representing correlation without exploiting the temporal struc-
ture (Maathuis et al., 2019). We refer to these approaches as static graphical models. Let
us mention the famous Graphical Lasso algorithm (Friedman et al., 2008), and its mul-
tiple variants (Chandrasekaran et al., 2012; Benfenati et al., 2020; Belilovsky et al., 2017;
Bach and Jordan, 2004; Ying et al., 2020; Mazumder and Hastie, 2012; Fattahi and Sojoudi,
2019; Pircalabelu and Claeskens, 2020), for inference of sparse Gaussian graphical mod-
els. Modeling (non-independant) dynamical behaviors through (directed) graph represen-
tations, and in particular, causality, has also been explored (Eichler, 2012; Ioannidis et al.,
2019; Giannakis et al., 2018; Zhang, 2008; Witte et al., 2020). Graph inference can also be
tackled through a supervised machine learning machinery, leading to graph representation
learning (Chami et al., 2022), and graphical neural networks (Seo et al., 2018; Cini et al.,
2023), with successful applications in the context of time series (Jin et al., 2023) and beyond
(Krzywda et al., 2022). Note also that ARMA processes have also been studied from the
graphical perspective within the machine learning literature (e.g., in Songsiri and Vandenberghe
(2010)).

State-space models (SSMs). State-space models (SSMs) have became very popular
in the last decades (Hamilton, 1994; Kim and Nelson, 1999; Sarkka, 2013; Newman et al.,
2023) for time series modeling. SSMs characterize complex systems through discrete-time
models composed of a hidden (or latent) state that evolves in a Markovian manner. SSMs
are composed of a state model, which can mimic realistically the complicated dynamics of
the system, and the observation model, which links the temporal observations to the hidden
state at the same time step. In SSMs, the Bayesian filtering task consists on computing the
posterior probability density function (pdf) of the hidden state at a given time step, given
all observations from the time series available up to that time. However, in most SSMs the
posterior pdf is intractable and must be approximated, generally through particle filters
(Djuric et al., 2003; Doucet et al., 2009; Naesseth et al., 2019). One relevant exception is
the linear-Gaussian state-space model (LG-SSM), which allows for exact inference, when the
model parameters are known, through the Kalman filter and the Rauch-Tung-Striebel (RTS)
smoother (Sarkka, 2013, Chapter 8). The LG-SSM is arguably the most popular model and
is still subject of intense research also in the machine learning community (see for instance
a Kalman filter for high-dimensional spaces with a low-rank covariance approximation in
Schmidt et al. (2023)).

Parameter learning. One of the main challenges in SSMs lies in learning the model
parameters, which considers both probabilistic and point-wise approaches. The proba-
bilistic (or fully Bayesian) methods can be applied for a wide class of SSMs (i.e., beyond
LG-SSMs) and include for instance particle Markov chain Monte Carlo (Andrieu et al.,
2010), particle Gibbs (Lindsten et al., 2014), sequential Monte Carlo squared (Chopin et al.,
2013), and nested particle filters (Crisan and Miguez, 2018; Pérez-Vieites and Mı́guez, 2021;
Pérez-Vieites and Elvira, 2023) (see (Kantas et al., 2015) for a review). Point-wise ap-
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proaches are generally based on maximum likelihood estimation of the model parameters
in LG-SSMs (Sarkka, 2013, Chap. 12). A first family of methods implements optimiz-
ers such as quasi-Newton (Olsson et al., 2007) or Newton-Raphson (Gupta and Mehra,
1974), requiring recursive likelihood derivatives expressions (Segal and Weinstein, 1988,
1989; Nagakura, 2021; Gupta and Mehra, 1974) (see the discussion in (Cappe et al., 2005,
Sec. 10.2.4)). The second family of point-wise methods is based on expectation-minimization
(EM) algorithm (Shumway and Stoffer, 1982)(Cappe et al., 2005, Sec. 10.4)(Sarkka, 2013,
Sec. 12.2.3). EM exhibits a simplicity of implementation in the LG-SSM context, which
might explain its wide use on practical applied fields, such as finance, electrical engineering,
and radar (Sharma et al., 2020, 2021; Frenkel and Feder, 1999). The benefits and drawbacks
of these algorithms are discussed in (Shumway and Stoffer, 1982, Sec. 1).

Dynamical graphical modeling, and other machine learning approaches. There is
a clear link between state-space modeling and dynamical graphical modeling, as emphasized
in (Barber and Cemgil, 2010). For instance, in Sagi et al. (2023), the extended Kalman
filter (EKF) is enhanced by taking a graphical perspective. Ioannidis et al. (2018) take
an approach of jointly estimating latent processes and the topology of a related graph.
Alippi and Zambon (2023) also adopt a graphical perspective in linear-Gaussian models (or
linearized versions of them through the EKF) in order to learn model parameters through
deep neural networks. This approach bears links with differentiable particle filters (DPFs)
(Corenflos et al., 2021; Chen et al., 2021; Chen and Li, 2023), where the proposal of the
particle filters but also the dynamics of the latent state are generally learned through
gradient-based methods, including modern neural-network architectures. It is also worth
mentioning other tight links between SSMs and neural network architectures, such as LSTM
and RNNs, for time series processing, as emphasized for instance in Doerr et al. (2018);
Rangapuram et al. (2018); Lim (2021); Coskun et al. (2017).

The approaches for graphical model inference and model parameter estimation are often
very similar algorithmically speaking, with the difference being mostly related to the inter-
pretation of the parameters and their representation. The graphical modeling brings new
insights such as the choice of specific priors (typically, sparsity) and algorithms (e.g., bi-
nary edge selection tools). Sparsity usually plays a key role (Brendan and Tenenbaum,
2010), since a graph with few edges can be enforced by imposing a sparsity prior at
inference stage. A typical choice is the ℓ1 (i.e., Lasso) penalty (Friedman et al., 2008;
Meinshausen and Bühlmann, 2006; Chouzenoux and Elvira, 2020), which has the advan-
tage of being convex.1 Other types of priors have also been explored in Ying et al. (2020);
Benfenati et al. (2020); Chandrasekaran et al. (2012); Kumar et al. (2020); Hippert-Ferrer et al.
(2022), with the aim of imposing specific graph structures (e.g., low rank, bounded spec-
trum, block sparsity). Proximal algorithms (Combettes and Pesquet, 2011), including aug-
mented Lagrangian methods (Komodakis and Pesquet, 2015), are typically the answer of
choice for accounting for the various class of priors of interest in graphical inference. Dis-
crete optimization techniques for edge selection have also been explored (see Benfenati et al.
(2018) and references therein). Dynamic graph inference has also been performed using
proximal tools (Ioannidis et al., 2019). In the particular case of state-space models, as we
explained earlier, several methods, for instance based on Newton or EM, are available for

1. See also Gao et al. (2015) for state-space model inference under ℓ1 prior, although not related to graphical
modeling
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parameter inference. But most available methods did not introduce any graphical aware
prior. In our recent works (Chouzenoux and Elvira, 2023; Elvira and Chouzenoux, 2022;
Chouzenoux and Elvira, 2024), we introduced more sophisticated EM-based schemes, with
proximal updates, to cope with generic convex regularizations. The goal was to estimate the
transition matrix within an LG-SSM, adopting a Granger-based graphical interpretation of
such matrix. In other words, it became possible to identify which components of the latent
space contain information for a one-step-ahead prediction of a given component of the same
latent vector. A fully Bayesian approach to estimate the transition matrix was taken in
Cox and Elvira (2022, 2023) where the space of sparse matrices was explored via reversible
jump Markov chain Monte Carlo (Green and Hastie, 2009).

The need for better graphical modeling in SSMs. Despite this prolific literature,
there exists a gap that we propose to fill in this work. Graphical modeling tools are either
dedicated to represent static information related to statistical dependence between indepen-
dent realizations of random variables (e.g., graphical Lasso approach), or to represent dy-
namic information across different time series. For the latter case, time series are either pro-
cessed directly (Ioannidis et al., 2019; Songsiri and Vandenberghe, 2010; Mei and Moura,
2017), or through a state-space modeling including hidden state (Elvira and Chouzenoux,
2022). Furthermore, deep learning approaches for SSM parameter estimation (Coskun et al.,
2017; Revach et al., 2022; Buchnik et al., 2023) implements supervised training mechanisms
which require consequent number of data batches.

However, we are not aware of any joint approach which includes both static and dynamic
graphical modeling (hence, two graphs with two distinct purposes), applicable in the context
of state-space models, and without the need for supervision. Our contribution lies within
this goal, as we describe in the next section.

1.1 Summary of our main contributions

Our contributions are as follows:

• We introduce a joint graphical modeling for representing static and dynamical be-
haviors in the hidden state of a linear Gaussian state-space model, bridging the gap
between the graphical Lasso model from Friedman et al. (2008) and the dynamic
model from Elvira and Chouzenoux (2022).

• We present a novel Bayesian inference method, called DGLASSO (Dynamic Graphical
Lasso), that performs the graph representation learning task, given a single observed
time series. DGLASSO estimates both graphs, under a sparsity prior.

• We propose an original optimization algorithm for the estimation task, implementing
a block alternating proximal algorithm with efficient majorization-minimization inner
steps. We establish the convergence of our algorithm using recent tools from nonlinear
analysis.

• We then perform an extensive experimental validation of the proposed model and
inference algorithm by means of experiments on various synthetic datasets. For re-
producibility purpose, the code for DGLASSO algorithm, is made publicly available.2

2. https://pages.saclay.inria.fr/emilie.chouzenoux/Logiciel.html
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2. Preliminaries

2.1 Notation

Bold symbols are used for matrix and vectors. We denote by ‖x‖2 =
√
x⊤x the Euclidean

norm of x ∈ R
N , where ⊤ states from the transpose operation and R

N is the N -dimensional
Euclidean space. We also introduce ‖X‖F , ‖X‖2 and tr(X), the Frobenius norm, the
spectral norm (i.e., largest singular value), and the trace, respectively, of elements X =
(X(n, ℓ))1≤n≤N,1≤ℓ≤M ∈ R

N×M . IdN is the identity matrix of RN . SN denotes symmetric
matrices of RN×N . Both R

N×N and SN are Hilbert spaces, endowed with the Frobenius
norm ‖ · ‖F and the trace scalar product 〈X,Y〉 = tr(XY). S+

N (resp. S++
N ) is the set of

N ×N symmetric positive semidefinite (resp. definite) matrices of RN . Given a sequence of
elements {xk}Kk=1 of lengthK ≥ 1 and sizeN , we denote each element as xk = (xk(n))1≤n≤N

and we use the notation xk1:k2 to refer to the subsequence {xk}k2k=k1
, for 1 ≤ k1 < k2 ≤

K. For convex analysis concepts, we rely on the notation in the reference textbook by
Bauschke and Combettes (2017). We denote Γ0(H) the set of proper, lower semi continuous
convex functions from a Hilbert space H to (−∞,+∞] (Bauschke and Combettes, 2017,
Chap. 9), and ∂f the subdifferential of f ∈ Γ0(H) (Bauschke and Combettes, 2017, Chap.
16). With a slight abuse of notation, we make use of the extended form of the minus
logarithm determinant function, defined as

(∀P ∈ SN ) − log det(P) =

{
− log |P|, if P ∈ S++

N ,

+∞, otherwise,
(1)

with |P| the product of the eigenvalues of P. According to Bauschke and Combettes (2017),
the function in Eq. (1) belongs to Γ0(SN ).

2.1.1 Graphs

We introduce here our notation for describing graphs. Most of our notation is inherited
from Bühlmann and Van De Geer (2011).

Let us define a graph G made of set of N vertices V = {v(n) s.t.n ∈ {1, . . . , N}} and of a
set of edges E = {e(n,ℓ) s.t. (n, ℓ) ∈ E}. The latter gathers ordered pairs of distinct vertices,
and as such, E ⊂ {1, . . . , N}2. Undirected graphs are made of undirected edges, that is
such that (n,m) ∈ E and (m,n) ∈ E, for every (m,n) ∈ {1, . . . , N}2. In contrast, directed
graphs consist of directed edges, where we say that some e(n,ℓ) ∈ E is directed (from n to ℓ)
if (ℓ, n) /∈ E. We can also distinguish reflexive graphs if self-loops are allowed (i.e., one can
have (n, n) ∈ E), and nonreflexive graphs otherwise. Given these definitions, one can simply
bound the cardinality of E for each category. For instance, for an undirected nonreflexive
graph, Card(E) ≤ N(N−1)/2, while a directed nonreflexive graph has Card(E) ≤ N(N−1),
and a directed reflexive graph has Card(E) ≤ N2. Such graph definitions are binary,
as it only described presence/absence of edges between vertex pairs. In this work, we
require the notion of a weighted graph, where the edges (e(n,ℓ))(n,ℓ)∈E are associated to

real valued weights (ω(n,ℓ))(n,ℓ)∈E. The edge positions and weight values of a graph are

summarized in a matrix M ∈ R
N×N , where, for every (n, ℓ) ∈ E, M(n, ℓ) = ω(n,ℓ) and,

for every (n, ℓ) ∈ {1, . . . , N}2 /∈ E, M(n, ℓ) = 0. An undirected (resp. directed) graph
is thus associated to a symmetric (resp. non symmetric) matrix M. A reflexive (resp.
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non reflexive) graph has non zero (resp. zero) entries in the diagonal of M. The number
of edges is simply obtained as the number of non-zero entries in M. We finally define
the so-called binary support of the (possibly sparse) matrix M. For every M ∈ R

N×N ,
supp(M) = S ∈ {0, 1}N×N , with, for every (n, ℓ) ∈ {1, . . . , N}2, S(n, ℓ) = 0 if and only if
M(n, ℓ) = 0 (i.e., (n, ℓ) ∈ E).

2.2 Dynamical modeling

Let us consider an observed multivariate time series {yk}Kk=1 ∈ R
Ny , with K ≥ 1, and di-

mension Ny ≥ 1. A model describes the evolution of time-series across time. This modeling
allows for various machine learning tasks, such as forecasting (i.e., prediction of the future
time series, for k > K), parameter estimation (e.g., Andrieu et al. (2010)), classification
(e.g.., Hüsken and Stagge (2003)), change point detection (e.g., Aminikhanghahi and Cook
(2017)), among many other tasks. A vast amount of models are available in the literature
of time series analysis. Here we focus on the powerful state-space modeling (SSM) represen-
tation, a central block in some recent high-performance generative models such as Mamba
(Gu and Dao, 2023).

2.3 Considered model

We consider the linear-Gaussian state-space model (LG-SSM), widely studied in the statis-
tics, control theory, and signal processing literature, and recently popular again in the ma-
chine learning literature (see for instance its integration with RNNs and CNNs in Gu et al.
(2021)). The LG-SSM is described, for k = 1, . . . ,K, as

xk = Axk−1 + qk, (2)

yk = Hkxk + rk, (3)

where,

• {xk}Kk=1 ∈ R
Nx and {yk}Kk=1 ∈ R

Ny , are the hidden state and the observations at each
time k respectively,

• A ∈ R
Nx×Nx is the transition matrix that we aim at estimating,

• {Hk}Kk=1 ∈ R
Ny×Nx maps the observation model matrices, possibly varying with k,

that are assumed to be known,

• {qk}Kk=1 ∼ N (0,Q) is the i.i.d. state noise process, assumed to follow a zero-mean
Gaussian model with covariance matrix Q ∈ S++

Nx
that we also aim at estimating,

• {rk}Kk=1 ∼ N (0,Rk) is the i.i.d. observation noise process, again zero-mean Gaussian
with known covariance matrices Rk ∈ S++

Ny
.

Throughout the paper, we denote P = Q−1 the precision matrix of the state noise. We
furthermore assume an initial state distributed such that x0 ∼ N (x0;µ0,Σ0) with known
µ0 ∈ R

Nx and Σ0 ∈ S++
Nx

. The state noises and the observation noises are mutually
independent and also independent of the initial state x0.

In the next subsection, we provide some reminders about filtering/smoothing procedures
for time series described by an LG-SSM.
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2.4 Filtering and smoothing algorithms in linear dynamical systems

Both filtering and smoothing algorithms consist on the computation of a posterior proba-
bility density function (pdf) of the hidden state {xk}Kk=1. For every k ∈ {1, . . . ,K}, the
filtering distribution is p(xk|y1:k), where we denote as y1:k = {yj}kj=1 the set of observa-
tions available up to the time step k, i.e., no future observations can be used to estimate xk.
The filtering problem is suitable for online processing of the observations. The smoothing
distribution is p(xk|y1:K), where K is the final time-step for which there is an available
observation, i.e., for k ∈ {1, . . . ,K − 1} (note that it is also possible to condition on a
subset of future observations, e.g., p(xk|y1:k+τ ) with τ ∈ N ).

The filtering and smoothing distributions are in general intractable for most SSMs of
interest. The LG-SSM is one of the exceptions that admit closed-form solutions.

Estimating the filtering and smoothing distributions is in general a challenging problem,
since obtaining these distributions of interest is possible only in few models of interest. For
instance, for the LG-SSM described in (2)-(3), it is possible to obtain the filtering and
smoothing distributions, for k = 1, . . . ,K, in the case where the model parameters A,
Q, {Hk}Kk=1, and {Rk}Kk=1 are known. Interestingly, these distributions can be obtained
in an efficient sequential manner. In particular, the Kalman filter (KF) (Kalman, 1960)
allows to obtain recursively (in a forward manner) the sequence of filtering distributions. Its
smoothing counterpart, the Rauch-Tung-Striebel (RTS) smoother (Briers et al., 2010), runs
backwards to obtain the sequence of smoothing distributions. We note that both algorithms
require the model parameters to be known, which in the case of the LG-SSM presented in
the previous section are A, Q = P−1, {Hk}Kk=1, and {Rk}Kk=1. Algorithm 1 describes KF,
which at each time step k ∈ {1, . . . ,K} performs the (a) prediction/propagation step, where
the mean µk|k−1 and covariance Σk|k−1 of the (state) predictive distribution are obtained;
and the (b) update step, where the mean µk and covariance Σk of the filtering distribution
are obtained. Algorithm 2 describes the RTS smoother. In this case, the iteration starts
at k = K and runs backwards. It can be interpreted as a refinement from the mean and
covariance matrices of the filtering distribution, given by Kalman, updating them with
information present in future observations. However, note that the observations are not re-
used in the RTS algorithm, i.e., all the required information in the observations is absorbed
by the filtering distributions, which are used to produce the smoothing distributions.

2.5 Problem statement

Algorithms 1 and 2 are simple and efficient. However, they require the knowledge of the
model parameters. In this paper, we assume {Hk}Kk=1, and {Rk}Kk=1 to be known, and we
address the problem of obtaining the filtering and smoothing distributions when matrices
A and P are unknown, and must be estimated jointly with the filtering/smoothing step. To
do so, we introduce a double graphical modeling of the state equations, where matrices A
and P now represent the weights of graphs with a specific, and complementary, statistical
interpretation. We then propose an efficient and convergent inference approach to estimate
both graphs under sparse priors given an observed sequence {yk}Kk=1, while also obtaining
its filtering and smoothing distributions at every time steps. The graph representation
learning and the time series inference is performed per each time-series observation (i.e., it
does not require a training phase in identically distributed time series). This contrasts with

7



Chouzenoux and Elvira

Algorithm 1 Kalman Filter

Input. Prior parameters µ0 and Σ0; model parameters A, P, {Hk}Kk=1, and
{Rk}Kk=1; set of observations {yk}Kk=1.

Recursive step. For k = 1, . . . ,K

(a) Prediction/propagation step.

µk|k−1 = Aµk−1 (4)

Σk|k−1 = AΣk−1A
⊤ +P−1 (5)

(b) Update step.

νk = Hkµk|k−1 (6)

vk = yk − νk (7)

Sk = HkΣk|k−1H
⊤
k +Rk (8)

Kk = Σk|k−1H
⊤
k S

−1
k (9)

µk = µk|k−1 +Kkvk (10)

Σk = Σk|k−1 −KkSkK
⊤
k (11)

Output. {µk,Σk}Kk=1. Then, for each k = 1, ...,K:

• state filtering pdf: p(xk|y1:k) = N (xk;µk,Σk)

• observation predictive pdf: p(yk|y1:k−1) = N (yk;νk,Sk)

the deep learning based techniques, deployed for instance in Revach et al. (2022); Seo et al.
(2018), that include a supervision stage averaging over a dataset of multiple time series.

3. Proposed model and inference method

We now introduce our graphical modeling perspective of the LG-SSM. This novel view gives
a graph-based interpretation of the transition matrix A, and the precision matrix P. Then,
we present the optimization methodology in order to estimate such matrices, and, as such,
learning the joint graph representation of a given observed time series.

3.1 Sparse dynamical graphical model

Our novel approach interprets the transition matrix A and the precision matrix P as
(weighted) directed and undirected graphs, respectively. We now particularize this per-
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Algorithm 2 RTS Smoother

Input. Filtering parameters {µk,Σk}Kk=0 from the Kalman filter; model param-
eters A and P.

Initialization. Set µs

K = µK and Σs

K = ΣK .

Recursive step. For k = K,K − 1, ..., 0

µ−
k+1 = Aµk (12)

Σ−
k+1 = AΣkA

⊤ +P−1 (13)

Gk = ΣkA
⊤
(
Σ−

k+1

)−1
(14)

µs

k = µk|k−1 +Gk

(
µs

k+1 − µ−
k+1

)
(15)

Σs

k = Σk|k−1 −Gk

(
Σs

k+1 −Σ−
k+1

)
G⊤

k (16)

Output. {µs

k,Σ
s

k}Kk=1. Then, for each k = 1, ...,K:

• state smoothing pdf: p(xk|y1:K) = N (xk;µ
s

k,Σ
s

k)

spective for each matrix, deepening into the interpretability of such novel view, the com-
plementarity of both graphs, and its benefits during the inference process.

3.1.1 State transition matrix

Matrix A governs the hidden process in (2) and can be seen as the matrix parameter of
an order-one vector auto-regressive (VAR) unobserved process. For every n ∈ {1, . . . , Nx}
and ℓ ∈ {1, . . . , Nx}, the entry A(n, ℓ) contains the information of how the n-th time
series {xk(n)}Kk=1 is affected by the ℓ-th time series {xk(ℓ)}Kk=1 in consecutive time steps.
More precisely, we can express the update of the n-th dimension of the latent state in the
generative model as

xk(n) =

Nx∑

ℓ=1

A(n, ℓ)xk−1(ℓ) + qk(n). (17)

Thus, if A(n, ℓ) = 0, it implies that the ℓ-th time series of the latent state does not
provide any information to predict the n-th time series one time step ahead conditioned to
observing the information in all time series for which A(n,m) 6= 0, m ∈ {1, . . . , Nx} \ ℓ.

We express this one-step-ahead conditional independence by denoting

xk(n) ⊥⊥ xk−1(ℓ)|{xk−1(i)}i∈In , (18)

9
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with In = {m|A(n,m) 6= 0,m ∈ {1, . . . , Nx}}, i.e., due to the Markovian structure, condi-
tionally on the k-th components of the time series indexed by In, all other past components
of all time series are independent to xk(n). Even more, it is possible to establish that
p(xk(n)|x1:k−1) = p(xk(n)|{xk−1(i)}i∈In), again due to the Markovian structure.

Our interpretation is clearly connected to Granger causality (Granger, 1969), and more
in particular to conditional Granger causality (Luengo et al., 2019).3 In particular, if
A(n, ℓ) 6= 0 for some (n, ℓ) ∈ {1, . . . , Nx}2, it means that xk−1(ℓ) causes (in conditional
Granger sense) xk(n), for every k ∈ {1, . . . ,K}. The conditional Granger causality di-
rectional relationships within the entries of the multivariate latent state time series x can
hence be represented as a graphical model made of a directed graph with Nx vertices, whose
weights are those of the transpose matrix A⊤. Moreover, self-loops occur at each vertex
associated to a non-zero diagonal entry in A. The perspective of matrix A interpreted as
a (weighted) directed graph bears some links with the work of graphical Granger causality
by Shojaie and Michailidis (2010), although we here model the interactions in the latent
space instead of directly on the observations. In our case the graphical modeling is simpler,
since the work by Shojaie and Michailidis (2010) considers all possible interactions in the
observation space across time (i.e., the interpreted graph size is K ·Ny). The price to pay
of our modeling is the difficulty in inferring A, since it governs the latent process, hence it
is never observed. We propose an advanced methodology to address the inferential task in
Section 3.
Illustrative example. In Figure 1, we display an illustrative example of the graphical
model associated to the following state equations for Nx = 5, for every k ∈ 1, . . . ,K, with
qk ∈ R

Nx the latent state noise





xk(1) = 0.9xk−1(1) + 0.7xk−1(2) + qk(1),

xk(2) = −0.3xk−1(3) + qk(2),

xk(3) = 0.8xk−1(5) + qk(3),

xk(4) = −0.1xk−1(2) + qk(4),

xk(5) = 0.5xk−1(3) + qk(5).

(19)

We display the matrix A, the associated binary matrix supp(A) and the resulting directed
graph under this interpretation.

3.1.2 State noise precision matrix

Matrix Q denotes the noise covariance in the state Eq. (2). Since the noise is assumed to be
Gaussian, this matrix, and more precisely, the associated precision matrix P = Q−1, also
has a direct interpretation in terms of graphical modeling, using the notion of Gaussian
graphical model (GGM) (Bühlmann and Van De Geer, 2011, Section 13.4)(Uhler, 2017).
Since we consider Q constant during the whole time series, let us denote the multivariate

3. We recall here a vanilla version of the Granger-causality hypothesis test. Let us consider two observed
univariate time-series zi = [z1,i, z2,i, ..., zK,i] and zj = [z1,j , z2,j , ..., zK,j ], and the two following statistical
models: (A) zk,i = a1zk−1,i+ εk; and (B) zk,i = a1zk−1,i+ b1zk−1,j +γk. We say that zj Granger-causes
zi if, when fitting the two auto-regressive (AR) models (with order p = 1 in our example), model B is
statistically significantly better than model A, i.e., the variance of γk is significantly smaller than the
variance of εk.

10
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A =





0.9 0.7 0 0 0
0 0 −0.3 0 0
0 0 0 0 0.8
0 −0.1 0 0 0
0 0 0.5 0 0





(a) Matrix A.

supp(A) =





1 1 0 0 0
0 0 1 0 0
0 0 0 0 1
0 1 0 0 0
0 0 1 0 0





(b) Binary support.

1

2

3

5

4

A(1, 2)

A(2, 3)A(4, 2)

A(5, 3)

A(3, 5)

A(1, 1)

(c) Associated directed graph.

Figure 1: Graphical model associated to (19). Matrix A (a), its binary support (b) and
associated directed graph (c). The edges are defined as non-zero entries of A⊤. Non-
zero diagonal entries result in self-loops (here, in vertex 1). The thickness of arrows is
proportional to the absolute entries of A⊤.

P =





2 0 −0.1 0 0
0 0.9 0.3 −0.2 0.5

−0.1 0.3 0.8 0 0
0 −0.2 0 2 0
0 0.5 0 0 1.5





(a) Matrix P.

supp(P) =





1 0 1 0 0
0 1 1 1 1
1 1 1 0 0
0 1 0 1 0
0 1 0 0 1





(b) Support matrix.

1

2

3

5

4

P (2, 5)
P (2, 3)

P (1, 3)

P (2, 4)

(c) Associated undirected graph.

Figure 2: Matrix P (a), its binary support (b), and the associated undirected graph (c)
with edge thickness proportional to the absolute entries of P. Self-loops are removed, for
readability purpose.

state noise r.v. at any time step as q ∼ N (0,Q). The GGM consists in a graphical modeling
of the independence (or not) between the scalar random variables q(1), . . . , q(Nx). It is easy
to prove that,

q(n) ⊥⊥ q(ℓ)|{q(j), j ∈ 1, . . . , Nx\{n, ℓ}} ⇐⇒ P (n, ℓ) = P (ℓ, n) = 0, (20)

i.e., the entries n and ℓ of q are independent given all other entries if and only if the
entry P (n, ℓ) is zero (and obviously also P (ℓ, n) since the precision matrix is symmetric).
Note that it is possible to condition in the l.h.s. of (20) only to the entries q(j) for which
P (n, j) 6= 0 and the equivalence would still hold. The GGM interprets the precision matrix
(i.e., the inverse of the covariance matrix, P = Σ−1) as a weighted undirected graph. In
particular, (n, ℓ) /∈ E if and only if P (n, ℓ) = P (ℓ, n) = 0.

This GGM construction is at the core of the famous GLASSO (Graphical Lasso) for-
mulation (Friedman et al., 2008)(Maathuis et al., 2019, Section 9.7), whose goal is to build
the maximum a posteriori estimator of P given realizations of the random vector q under
a sparsity assumption on matrix P. The sparsity is here interpreted as a way to eliminate
spurious edges in the graph associated to P.

Illustrative example. In Figure 2, we display an illustrative example on the GGM asso-
ciated to a given precision matrix P for Nx = 5. We show the associated binary support
matrix supp(P) and the resulting undirected graph under this interpretation. Although self-
loops (i.e., non-zero diagonal elements in P) occur, we removed them from the graphical
representation for ease of readability.

11
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3.1.3 Proposed unifying view

We now summarize the graphical perspective on both A and Q and describe a unifying
approach, where sparsity plays a key role. Matrix A is interpreted as the weight matrix
of a directed graph with Nx vertices. Sparsity (i.e., absence of edge in the graph) in A is
interpreted as pair-wise partial/conditional independence, given a subset of the remaining
time series, for a one-step ahead prediction of the hidden state. Matrix P = Q−1 is
interpreted as the weight matrix of an undirected graph, related to a GGM describing
the noise in the latent space. Sparsity in P is interpreted as pair-wise partial/conditional
independence of two dimensions of the additive state noise, given a subset of the remaining
dimensions. Both graphs have Nx nodes (i.e., Nx vertices), and a maximum of N2

x edges
for A (resp. Nx(Nx − 1) for P), possibly including self-loops, associated to weights defined
as the entries of A or P.

Our perspective in the state process of the LG-SSM in (2) is that A encodes the way
the information flows in consecutive time-steps between the nodes (state dimensions) of the
network (vector state). Thus, its properties shape how the energy/information is transferred
and dissipated (under the noise). In contrast, P = Q−1 encodes how information that is not
in the system at time k− 1 enters in the system at time k. In that respect, the interpreted
graph with weight matrix P encodes the dependency of the new information across the
nodes of the network.

We adopt the above perspective to estimate both A and Q by promoting properties
in both graphs. Specifically, we introduce sparsity priors on the matrices, as the sparsity
property is key to reach interpretability and compactness of the whole model. In particular,
it allows to understand the inner structure of the latent space. Moreover, it can be helpful
to speed up computations as the sparsity level is increased, e.g., when running the Kalman
filter and RTS smoother. Our proposed method DGLASSO (Dynamic Graphical Lasso)
hence aims at providing the maximum a posteriori (MAP) estimator of A and P (i.e.,
the weight matrices related to the graphical modeling of the latent state correlation and
causality) under Lasso sparsity regularization on both matrices, given the observed sequence
y1:K . A visual representation of DGLASSO graphical model is given in Figure 3. The figure
summarizes the relationships among the state entries of an LG-SSM using matrices (A,P)
from Figures 1 and 2.

Related works: Our approach DGLASSO generalizes important existing sparse graphi-
cal inference ones. For instance, our model with A = 0 (degenerate case) has no memory,
and all the energy/information of the system is lost at each time step, thus the state di-
mensions only incorporate exogenous energy/information through the additive noises. This
degenerate case is the same model than GLASSO (Friedman et al., 2008) in the case when
Rk ≡ 0, and same than the robust GLASSO model (Benfenati et al., 2020, Sec.5.2) when
Rk ≡ σ2

RIdNy . In contrast, if the state noise covariance matrix Q is known, DGLASSO co-
incides with our recent GraphEM framework (Elvira and Chouzenoux, 2022). Probably the
closer related work is (Ioannidis et al., 2019), which also introduces a joint graph modeling
within an LG-SSM, capturing order-one causal relationships and instantaneous influence
(i.e., order zero), through two sparse graphs. Their proposed inference method is an alter-
nating optimization technique, that infers the two graphs under Lasso prior, jointly with the
estimation of hidden state. In contrast with DGLASSO, in (Ioannidis et al., 2019), (i) the

12
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state model follows a structural vector autoregressive model (SVAR) where instantaneous
causality and noise are distinguished, while DGLASSO assumes an order-one VAR in the
hidden state; and (ii) the cost function does not result from a Bayesian modeling, and as
such it is not related to a maximum a posteriori loss for the graph variables, (iii) the state es-
timation is point wise defined as the solution of an handcrafted optimization problem, while
DGLASSO preserves a full Bayesian interpretation and hence allows the complete character-
ization of the filtering/smoothing state distributions. In particular, (Ioannidis et al., 2019)
model does not recover GLASSO as a particular case.

xk−1(1)

xk−1(2)

xk−1(3)

xk−1(4)

xk−1(5)

xk(1)

xk(2)

xk(3)

xk(4)

xk(5)

xk+1(1)

xk+1(2)

xk+1(3)

xk+1(4)

xk+1(5)

Figure 3: Summary representation of the DGLASSO graphical model, for the example
graphs presented in Figs. 1 and 2. Blue (oriented) edges represent Granger causality between
state entries among consecutive time steps, encoded in matrix A (Fig. 1). Magenta edges
represent static (i.e., instantaneous) relationships between the state entries, at every time
step, due to correlated state noise described by matrix P (Fig. 2).

3.2 Optimization problem

The considered MAP inference problem in DGLASSO reads as an optimization problem
that we formulate hereafter. More specifically, let us denote the posterior of the unknown
parameter, p(A,P|y1:K), where the hidden states have been marginalized. It is direct to
show, using Bayes rule and composition with the (strictly increasing) logarithmic function,
that the maximum of p(A,P|y1:K) ∝ p(A,P)p(y1:K |A,P), with p(A,P) some prior on the
parameters A and P, coincides with the minimum of the following loss function:

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) L(A,P) , L1:K(A,P) + L0(A,P). (21)

with L1:K(A,P) , − log p(y1:K |A,P) and L0(A,P) = − log p(A,P). According to (Sarkka,
2013, Chap. 12),

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) L1:K(A,P) =

K∑

k=1

1
2 log det(2πSk) +

1

2
z⊤k S

−1
k zk, (22)
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where zk = yk −HkAµk−1 and Sk is the covariance matrix of the predictive distribution
p(yk|y1:k−1,A,P) = N (yk;HAµk−1,Sk), both being obtained by the KF in Algorithm 1
run for given (A,P) (see (Sarkka, 2013, Section 4.3)).

As already mentioned, the introduction of priors that induce sparsity is advantageous
due to several reasons. First, it generally reduces over-fitting, particularly when K is low
compared to the number of parameters to be estimated. Also, it enhances the interpretabil-
ity. The zero elements in A and P have a clear interpretation of conditional independence
between the time series. Ideally, we would use the ℓ0 (pseudo) norm of A and P, i.e.,
penalizing the number of non-zero entries of the matrix. However, this penalty is known to
have undesirable properties such as being non-convex, non continuous, and associated to a
improper law p(A). We thus propose instead the regularization term

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) L0(A,P) = λA‖A‖1 + λP ‖P‖1. (23)

The ℓ1 norm in (23), defined as the sum of absolute values of the matrix entries, is
a proper convex function, that leads to the so-called Lasso regularization (Bach et al.,
2012). Note that this penalty, used in numerous works of signal processing and ma-
chine learning (Tibshirani, 1996; Chaux et al., 2007), including graph signal processing
(Friedman et al., 2008; Benfenati et al., 2020), is associated with a joint Laplace prior dis-
tribution on A and P. Such joint distribution factorizes (i.e., the prior assumes indepen-
dence on both parameters), the means are zero, and the scale parameters are proportional
to, respectively, λA and λP . The larger the regularization parameter λA (or λP ), the higher
sparsity of A (or P), with the degenerate case of a null A (and P) when the regularization
parameter grows.

3.3 General minimization procedure

The expressions (22)-(23) provide an effective way to evaluate (21). However, due to the
recursive form in (22), it is challenging to derive direct quantities (e.g., gradient) for L1:K .
Moreover, despite its simple expression, the regularization term (23) is non differentiable.
For both reasons, the minimization of (21) is a challenging question.

We propose a block alternating majorization-minimization (MM) technique to infer
the MAP estimates of (A,P). Our method presents the advantage of sound convergence
guarantees and the ability to incorporate sparsity priors on both A and P. The general idea
of MM is to replace a complicated optimization problem by a sequence of more tractable ones
(Sun et al., 2016; Hunter and Lange, 2004). Surrogate approximations of the cost function
are built iteratively, following a majorization principle. For any estimates Ã ∈ R

Nx×Nx

and P̃ ∈ S++
Nx

(i.e., in the interior domain of definition of L) of (A,P), a majorizing
approximation is constructed for the likelihood term. It is required to satisfy both

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) Q(A,P; Ã, P̃) ≥ L1:K(A,P), (24)

and also the so-called tangency condition

Q(Ã, P̃; Ã, P̃) = L1:K(Ã, P̃). (25)

The MM algorithm then alternates between Majorization step to build function Q + L0

satisfying conditions (24) and (25), and Minimization step to minimize this majorizing
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approximation. In our proposed approach, we adopt a block alternating implementation of
the MMmethod, where only one variable (i.e.,A orP) is updated at each iteration, following
a cyclic rule (Jacobson and Fessler, 2007; Hong et al., 2016). This alternating strategy
considerably simplifies the majorizing function construction as well as its minimization. We
furthermore add so-called proximal terms in both updates. Let us recall that, for a function
φ : H 7→ (−∞,+∞] ∈ Γ0(H), with H a Hilbert space with endowed norm ‖·‖, the proximity
operator4 of function f at Ṽ ∈ H is defined as (Combettes and Pesquet, 2011)

proxφ(Ṽ) = argmin
V∈H

(
φ(V) +

1

2
‖V − Ṽ‖2

)
. (26)

In our context, the considered Hilbert space is either R
Nx×Nx for the update of the tran-

sition matrix or SNx for the update of the precision matrix, and the endowed norm is in
both cases the Frobenius norm ‖ · ‖F . Introducing proximity terms thus amounts to adding
to each majorizing function a quadratic distance to the previous iterate, weighted by a
positive factor. This modification preserves the MM interpretation of the method, while
ensuring improved stability and convergence guarantees. As we show below, the iterates be-
long to the interior of domain of the loss function by construction. Namely for every i ∈ N,
(A(i),P(i)) ∈ R

Nx×Nx ×S++
Nx

, so the precision matrix remains invertible along the iterations
and the algorithm is well defined. The resulting DGLASSO approach is summarized in
Algorithm 3. DGLASSO aims at providing ultimately the MAP estimates for the matrix
parameters (A,P) of the considered LG-SSM, through the minimization of (21). The co-
variance state noise MAP estimate is straightforwardly obtained by inversion of the precision
state noise matrix provided as an output of DGLASSO. The state filtering/smoothing pdf
associated to each estimates are finally computed by running KF/RTS loops when setting
(A,P) equal to DGLASSO outputs. Next sections are dedicated to the (i) construction
of the majorizing function, (ii) discussion about the resolution of each inner step, and (iii)
convergence analysis.

3.4 Building the majorizing function

In this section, we derive a theorem regarding the expression of the loss function L1:K and
a valid majorant function for it.

Theorem 1 The loss function can be expressed as5

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) L1:K(A,P) =

1

2

K∑

k=1

(
(xk −Axk−1)

⊤P (xk −Axk−1)
)

− K

2
log det(2πP) + log p(x0:K |y1:K ,A,P) + log p(x0)−

K∑

k=1

p(yk|xk). (29)

4. See also http://proximity-operator.net/

5. Note that the l.h.s. in (29) does not depend on x0:K , so the r.h.s. is valid for any arbitrary value of x0:K

with non-zero probability under p(x0:K), i.e., for all x0:K ∈ R
(K+1)Nx .
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Algorithm 3 DGLASSO algorithm

Inputs. Prior parameters µ0 and Σ0; model parameters {Hk}Kk=1 and {Rk}Kk=1;
set of observations {yk}Kk=1; hyper-parameters (λA, λP ) > 0; stepsizes (θA, θP ) >
0; precisions (ε, ξ) > 0.

Initialization. Set (A(0),P(0)) ∈ R
Nx×Nx × S++

Nx
.

Recursive step. For i = 0, 1, . . .:

(a) //Update transition matrix

(i) Build surrogate function satisfying (24) and (25) at Ã = A(i) and P̃ = P(i).

(ii) Run Algorithm 4 with precision ξ to solve

A(i+1) = proxA→θAQ(A,P(i);A(i),P(i))+θAλA‖A‖1

(
A(i)

)
,

= argmin
A∈RNx×Nx

Q(A,P(i);A(i),P(i)) + λA‖A‖1 + 1
2θA

‖A−A(i)‖2F .

(27)

(b) //Update noise precision matrix

(i) Build surrogate function satisfying (24) and (25) at Ã = A(i+1) and P̃ =
P(i).

(ii) Run Algorithm 5 with precision ξ to solve

P(i+1) = proxP→θPQ(A(i+1),P;A(i+1),P(i))+θPλP ‖P‖1

(
P(i)

)
,

= argmin
P∈SNx

Q(A(i+1),P;A(i+1),P(i)) + λP ‖P‖1 + 1
2θP

‖P−P(i)‖2F .

(28)

If ‖A(i+1) − A(i)‖F ≤ ε‖A(i)‖F and ‖P(i+1) − P(i)‖F ≤ ε‖P(i)‖F , stop the

recursion by returning (A(i+1),P(i+1)).

Output. MAP estimates of the transition and state noise precision matrices.

Moreover, consider the outputs of Algorithms 1 and 2 for a given Ã ∈ R
Nx×Nx and P̃ ∈

SN++
x

. Denote





Ψ̃ = 1
K

∑K
k=1

(
Σs

k + µs

k(µ
s

k)
⊤
)
,

∆̃ = 1
K

∑K
k=1

(
Σs

kG
⊤
k−1 + µs

k(µ
s

k−1)
⊤
)
,

Φ̃ = 1
K

∑K
k=1

(
Σs

k−1 + µs

k−1(µ
s

k−1)
⊤
)
,

(30)
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where, for every k ∈ {1, . . . ,K}, Gk = ΣkÃ
⊤(ÃΣkÃ

⊤ + P̃−1)−1 (see Algorithm 2). Then,
conditions (24) and (25) hold with

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) Q(A,P; Ã, P̃) =

K

2
tr
(
P(Ψ̃− ∆̃A⊤ −A∆̃⊤ +AΦ̃A⊤)

)

− K

2
log det(2πP). (31)

As a consequence, for every (θA, θP ) > 0,

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) L(A,P) ≤ Q(A,P; Ã, P̃) + L1:K(Ã, P̃)−Q(Ã, P̃; Ã, P̃)

+ λA‖A‖1 + λP ‖P‖1 +
1

2θA
‖A− Ã‖2F +

1

2θP
‖P− P̃‖2F , (32)

with equality holding for A = Ã and P = P̃.

Proof See Appendix A.

Theorem 1 allows to build, for any tangent point (Ã, P̃), a majorizing approximation
(32) for L. Function (32) depends on three matrices (Ψ̃, ∆̃, Φ̃) through (30), themselves
depending on the tangent point (Ã, P̃), as highlighted by the tilde symbol. DGLASSO
method leverages this property designing a block alternating MM scheme. At each iteration
i ∈ N, two steps are conducted, namely the update of (a) the transition matrix, (b) the noise
precision matrix. Each steps follows an MM structure, that is it first builds a majorizing
approximation for L at the current estimates, using Theorem 1, and then minimizes it with
respect to the active variable (A in step (a), orP in step (b)). Processing the variables in two
distinct steps allows to build upon the desirable convex structure of (32) with respect to one
of the variable, the other being fixed. The good performance of MM approaches combined
with block alternating steps have been illustrated in (Hong et al., 2016; Chouzenoux et al.,
2016; Hien et al., 2020). In particular, convergence guarantees are at reach, as we will show
in Section 4.

3.5 Resolution of the inner problems

We now discuss the structure and resolution of the inner problems (27) and (28) arising in
Algorithm 3.

Minimization with respect to A: Let Ã ∈ R
Nx×Nx and P̃ ∈ S++

Nx
. By definition of

the proximity operator (26) and the majorant expression in (31), Eq. (27) requires to

minimizeA∈RNx×NxC1(A), (33)

where, for every A ∈ R
Nx×Nx ,

C1(A) ,
θAK

2
tr
(
P̃(Ψ̃− ∆̃A⊤ −A∆̃⊤ +AΦ̃A⊤)

)
+ θAλA‖A‖1 +

1

2
‖A− Ã‖2F .
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Remarkably, the problem above is a special instance of a multivariate Lasso regression
problem (Tibshirani, 1996), for which many efficient iterative solvers are available. The
specificity here is that the problem is strongly convex thanks to the proximal term. We
thus suggest the use of the Dykstra-like algorithm by Bauschke and Combettes (2008),
whose iterations are recalled in the Appendix B. This method presents the advantage of
fast convergence rate, ease of implementation, and no parameter tuning.

Minimization with respect to P: Let Ã ∈ R
Nx×Nx and P̃ ∈ S++

Nx
. The update of Eq.

(28) solves a minimization problem with generic form

minimizeP∈SNx
C2(P), (34)

where, for every P ∈ SNx , we denote

C2(P) ,
θPK

2
tr
(
PΠ̃

)
− θPK

2
log detP+ θPλP ‖P‖1 +

1

2
‖P− P̃‖2F ,

Π̃ , Ψ̃− ∆̃Ã⊤ − Ã∆̃⊤ + ÃΦ̃Ã⊤. (35)

Here we have used the definition of the proximity operator (26) and the majorant expression
in (31) (ignoring the constant multiplicative term in the logarithm). Remarkably, (34)
reads as a regularized form of the famous GLASSO problem (Friedman et al., 2008), and
gets actually equivalent to it when θP → ∞. Matrix Π̃ in (35) plays the same role as the
empirical covariance matrix in GLASSO, and 2λP

K acts as the weight on the ℓ1 term. The
proximal term works as a Tikhonov-like regularizer, ensuring the strong convexity of the
problem, and thus the uniqueness of its minimizer. Moreover, by the definition of the log-
determinant in Eq. (1), the solution of (34) belongs to P ∈ S++

Nx
, i.e., the precision matrix

is symmetric and invertible, and thus a valid covariance matrix can be deduced from it by
inversion. Standard GLASSO solvers can be easily modified to solve (34). We present in
the Appendix B the complete derivations, when applying the Dykstra-like algorithm from
Bauschke and Combettes (2008), which presents the advantage of fast convergence, and
ease of implementation.

3.6 Discussion

Strengths and weaknesses of the MM method: As highlighted in our introductory
section, state-of-the-art approaches for SSM parameter estimation are grounded either on
the EM (or MM) framework or on gradient (or Newton) updates (through sensitivity equa-
tions). In the present work, we adopt the former strategy. We here discuss the pros and
cons for such choice for the minimization of (21), some aspects being also illustrated by the
numerical experiments presented in Section 5.1.6.

A potential limitation of the proposed minimization algorithm is its computational com-
plexity. From Theorem 1, the construction of the majorizing function at each tangent point
(Ã, P̃) requires to run the KF Algorithm 1 and the RTS Algorithm 2. This is indeed
necessary for the computation, using (30), of the three matrices, (Ψ̃, ∆̃, Φ̃). This feature
was already present in previous EM-based approaches for LG-SSM parameter estimations
(see for instance (Sarkka, 2013, Chap. 12) and Elvira and Chouzenoux (2022)). Due to
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its block alternating form, the proposed DGLASSO algorithm requires to build twice per
iteration a majorizing approximation, which means that KF/RTS are ran twice per itera-
tion. Moreover, inner solvers are required, for the minimization of the majorant functions,
increasing again the method complexity. In contrast, gradient-based methods relying on
sensitivity equations (Gupta and Mehra, 1974) only require the KF recursions (and not the
RTS ones) for building their updates, and do not make use of inner iterations, which might
seem appealing from the computational viewpoint.

Gradient-based approaches however face some difficulties. The ℓ1 norm is non differen-
tiable, preventing from the use of standard first (or second) order minimization techniques
as those proposed in Olsson et al. (2007). This could be fixed either by smoothing the ℓ1
terms at the price of adding extra hyperparameters or by implementing suitable updates
(e.g., subgradient or proximal operations). An additional issue comes from the logarithmic
determinant term on P, involved in the likelihood term (29). This makes the definition
domain of the loss function restricted to the set of symmetric positive definite matrices P.
Moreover, onto this set, the gradient loss is not Lipschitz, and its norm explodes for matri-
ces P close to non invertible. DGLASSO accounts for the singularity of the log-det term
thanks to proximal-based updates in the inner solver of Algorithm 5 detailed in Appendix
B. In contrast, gradient-based solvers require a tedious manual stepsize tuning (typically,
backtracking linesearch), with no proved guarantee of the existence of a valid stepsize. As
a consequence, we observed in our experiments in Sec. 5.1.6 that a very large number of
iterations was required to reach stability for these methods, which largely undermines their
apparent advantage in terms of iteration complexity.

Finally, an important feature of the proposed method is that it inherits the sound
convergence properties from the MM paradigm, as detailed in our Section 4. DGLASSO
iterates are proved to reach a cluster point of the MAP loss function. No such results can
be derived for the gradient-based competitors, due to the non-convexity of the loss, and the
singularity of its gradient, as we already mentioned.

Regularization parameters tuning: DGLASSO formulation requires the setting of the
weights (λA, λP ) balancing the sparsity prior and the data fidelity. The automatic tuning
of DGLASSO regularization hyperparameters in the context of real data is a challeng-
ing problem. Among promising avenues, let us mention several recent approaches based
on supervised learning, either implementing deep learning architectures (Shrivastava et al.,
2020; Revach et al., 2022; Buchnik et al., 2023; Shrivastava et al., 2022), or bi-level ap-
proaches (Pouliquen et al., 2023; Franceschi et al., 2017; Bertrand et al., 2022) combined
with SURE statistical estimators (Deledalle et al., 2014; Luo et al., 2014). Note however
that the aforementioned works consider either static graphical models such as GLASSO,
or Kalman filtering without graph formulation. Their extension to our DGLASSO model
remains an open question that we leave as a future research line. In our experimental sec-
tion, synthetic data will be considered, allowing an empirical finetuning through qualitative
metrics computed on the ground truth model.

4. Convergence analysis

We now present our convergence proof for the proposed DGLASSO algorithm presented in
Algorithm 3. Our analysis is made assuming that the inner steps (27) and (28) are solved
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in an exact manner. The extension of the result to the case of an inexact resolution of the
subproblems is discussed at the end of the section.

4.1 Descent property

Lemma 1 Assuming exact resolution of (27) and (28), the sequence {A(i),P(i)}i∈N pro-
duced by DGLASSO algorithm satisfies

(∀i ∈ N) L(A(i+1),P(i+1)) ≤ L(A(i),P(i)). (36)

Proof Let i ∈ N. First, let us use the Theorem 1 at (Ã, P̃) = (A(i+1),P(i)) (Inequality
(a)), and the definition of P(i+1) in (28) (Inequality (b)) as

L(A(i+1),P(i+1))
(a)

≤ Q(A(i+1),P(i+1);A(i+1),P(i)) + L1:K(A(i+1),P(i))−Q(A(i+1),P(i);A(i+1),P(i))

+ λA‖A(i+1)‖1 + λP ‖P(i+1)‖1 +
1

2θA
‖A(i+1) −A(i+1)‖2F +

1

2θP
‖P(i+1) −P(i)‖2F

(37)

(b)

≤ Q(A(i+1),P(i);A(i+1),P(i)) + L1:K(A(i+1),P(i))−Q(A(i+1),P(i);A(i+1),P(i))

+ λA‖A(i+1)‖1 + λP ‖P(i)‖1 +
1

2θA
‖A(i+1) −A(i+1)‖2F +

1

2θP
‖P(i) −P(i)‖2F .

(38)

Inequality (38) simplifies into

L(A(i+1),P(i+1)) ≤ L1:K(A(i+1),P(i)) + λA‖A(i+1)‖1 + λP ‖P(i)‖1 = L(A(i+1),P(i)). (39)

Applying Theorem 1 now at (Ã, P̃) = (A(i),P(i)) (Inequality (a)), and the definition of
A(i+1) in (27) (Inequality (b)), leads to

L(A(i+1),P(i))
(a)

≤ Q(A(i+1),P(i);A(i),P(i)) + L1:K(A(i),P(i))−Q(A(i),P(i);A(i),P(i))

+ λA‖A(i+1)‖1 + λP ‖P(i)‖1 +
1

2θA
‖A(i+1) −A(i)‖2F +

1

2θP
‖P(i) −P(i)‖2F

(40)

(b)

≤ Q(A(i),P(i);A(i),P(i)) + L1:K(A(i),P(i))−Q(A(i),P(i);A(i),P(i))

+ λA‖A(i)‖1 + λP ‖P(i)‖1 +
1

2θA
‖A(i) −A(i)‖2F +

1

2θP
‖P(i) −P(i)‖2F , (41)

which simplifies into

L(A(i+1),P(i)) ≤ L1:K(A(i),P(i)) + λA‖A(i)‖1 + λP ‖P(i)‖1 = L(A(i),P(i)), (42)

and concludes the proof.
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If the cost function L is lower bounded (e.g., if it is coercive), Lemma 1 implies the conver-
gence of sequence

{
L(A(i),P(i))

}
i∈N

to a finite value and, as such, the existence of cluster

points in {A(i),P(i)}i∈N. This is however a rather weak convergence result and we propose
hereafter a thorough analysis relying on recent tools of nonlinear analysis (Attouch et al.,
2010; Bolte et al., 2014) combined with the works (Hien et al., 2023, 2020) on the conver-
gence of block alternating MM schemes.

4.2 Convergence guarantees

Theorem 2 Consider the sequence {A(i),P(i)}i∈N generated by DGLASSO, assuming exact
resolution of both inner steps (27) and (28). If the sequence {A(i),P(i)}i∈N is bounded, then
{A(i),P(i)}i∈N converges to a critical point of L.

Proof The convergence analysis relies in proving that the exact form of DGLASSO algo-
rithm is a special instance of TITAN algorithm from (Hien et al., 2023), and as such, inherits
(Hien et al., 2023, Theorem 6) and (Hien et al., 2023, Theorem 8), under our assumptions.

• Let us introduce the following notations.

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) f(A,P) =

1

2

K∑

k=1

(
(xk −Axk−1)

⊤P (xk −Axk−1)
)

+ log p(x0:K |y1:K ,A,P)− log p(x0)−
K∑

k=1

log p(yk|xk), (43)

(∀A ∈ R
Nx×Nx) g1(A) = λA‖A‖1, (44)

(∀P ∈ SNx) g2(P) = −K

2
log det(2πP) + λP ‖P‖1, (45)

so that
(∀A ∈ R

Nx×Nx)(∀P ∈ SNx) L(A,P) = f(A,P) + g1(A) + g2(P), (46)

with f lower semi-continuous function, g1 ∈ Γ0(R
Nx×Nx) and g2 ∈ Γ0(SNx). Moreover, let

us denote

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) J (A,P) =

K

2
tr
(
P(Ψ̃− ∆̃A⊤ −A∆̃⊤ +AΦ̃A⊤)

)
, (47)

and, for every Ã ∈ R
Nx×Nx and P̃ ∈ S++

Nx
,

(∀A ∈ R
Nx×Nx) u1(A; Ã, P̃) = J (A, P̃) +

1

2θA
‖A− Ã‖2F + f(Ã, P̃)− J (Ã, P̃), (48)

(∀P ∈ SNx) u2(P; Ã, P̃) = J (Ã,P) +
1

2θP
‖P− P̃‖2F + f(Ã, P̃)− J (Ã, P̃). (49)

By Theorem 1, the following majorization properties hold for every Ã ∈ R
Nx×Nx and

P̃ ∈ S++
Nx

,

(∀A ∈ R
Nx×Nx) u1(A; Ã, P̃) ≥ f(A, P̃), (50)

(∀P ∈ SNx) u2(P; Ã, P̃) ≥ f(Ã,P), (51)
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and we have the tangency condition, for every Ã ∈ R
Nx×Nx and P̃ ∈ S++

Nx
,

u1(Ã; Ã, P̃) = f(Ã, P̃), (52)

u2(P̃; Ã, P̃) = f(Ã, P̃). (53)

Then, straightforward computations allow to rewrite the iterates of Algorithm 3 as follows:

(∀i ∈ N)





A(i+1) = argmin
A∈RNx×Nx

u1(A;A(i),P(i)) + g1(A),

P(i+1) = argmin
P∈SNx

u2(P;A(i+1),P(i)) + g2(P),
(54)

which identifies with the iterative scheme TITAN from Hien et al. (2023), in the case of
two blocks and setting the extrapolation step to zero. The rest of the proof amounts to
check the fulfillment of the assumptions required for (Hien et al., 2023, Theorem 6) and
(Hien et al., 2023, Theorem 8).

• Let us denote, for every Ã ∈ R
Nx×Nx and P̃ ∈ S++

Nx
,

(∀A ∈ R
Nx×Nx) ũ1(A; Ã, P̃) = u1(A; Ã, P̃) + g1(A), (55)

(∀P ∈ SNx) ũ2(P; Ã, P̃) = u2(P; Ã, P̃) + g2(P). (56)

Functions u1 and u2 are quadratic and strongly convex with respective strong convex-
ity constants θ−1

A and θ−1
P . Since both g1 and g2 are convex, functions ũ1 and ũ2 are

also strongly convex, with respective strong convexity constants θ−1
A and θ−1

P . Let i ∈ N.

According to the optimality conditions of both equations in (54), there exists T
(i+1)
1 ∈

∂ũ1(A
(i+1);A(i),P(i)) ∈ R

Nx×Nx and T
(i+1)
2 ∈ ∂ũ2(P

(i+1);A(i+1),P(i)) ∈ SNx such that



tr
(
T

(i+1)
1 (A(i) −A(i+1))

)
≥ 0,

tr
(
T

(i+1)
2 (P(i) −P(i+1))

)
≥ 0.

(57)

Moreover, by strong convexity of both ũ1 and ũ2,




ũ1(A
(i);A(i),P(i)) ≥ ũ1(A

(i+1);A(i),P(i)) + tr
(
T

(i+1)
1 (A(i) −A(i+1))

)

+ 1
2θA

‖A(i+1) −A(i+1)‖2F ,
ũ2(P

(i);A(i+1),P(i)) ≥ ũ2(P
(i+1);A(i+1),P(i)) + tr

(
T

(i+1)
2 (P(i) −P(i+1))

)

+ 1
2θP

‖P(i+1) −P(i+1)‖2F .

(58)

Hence, using (57),
{
ũ1(A

(i);A(i),P(i)) ≥ ũ1(A
(i+1);A(i),P(i)) + 1

2θA
‖A(i+1) −A(i+1)‖2F ,

ũ2(P
(i);A(i+1),P(i)) ≥ ũ2(P

(i+1);A(i+1),P(i)) + 1
2θP

‖P(i+1) −P(i+1)‖2F ,
(59)

and, using (50)-(51)-(52)-(53),
{
L(A(i),P(i)) ≥ L(A(i+1),P(i)) + 1

2θA
‖A(i+1) −A(i+1)‖2F ,

L(A(i+1),P(i)) ≥ L(A(i+1),P(i+1)) + 1
2θP

‖P(i+1) −P(i+1)‖2F .
(60)
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It means that the so-called NDSP (nearly sufficiently decreasing property) condition from

(Hien et al., 2023) holds with, for every i ∈ N, (γ
(i)
1 , γ

(i)
2 , η

(i)
1 , η

(i)
2 ) ≡ (0, 0, θ−1

A , θ−1
P ). Remark

that our proof for (60) constitutes an alternative proof for Lemma 1.
• According to (Gupta and Mehra, 1974), function f is continuously differentiable. As

g1 ∈ Γ0(R
Nx×Nx) and g2 ∈ Γ0(SNx), we have for every A ∈ R

Nx×Nx and P ∈ SNx ,
{
∂A (f(A,P) + g1(A)) = ∇Af(A,P) + ∂g1(A),

∂P (f(A,P) + g2(P)) = ∇P f(A,P) + ∂g2(P),
(61)

so that (Hien et al., 2023, Assumption 3(i)) holds. Moreover, by construction of the ma-
jorizing function J , it is also continuously differentiable and we have the coincidence of the
gradient at the majorization point, namely for every Ã ∈ R

Nx×Nx and P̃ ∈ S++
Nx

,

∇Af(Ã, P̃) = ∇ũ1(Ã; Ã, P̃), (62)

∇P f(Ã, P̃) = ∇ũ2(P̃; Ã, P̃). (63)

Thus, according to (Hien et al., 2023, Lem.2), (Hien et al., 2023, Assumption 2) is verified.
Moreover, as the restriction of J to both of its variables is quadratic, the partial gradients
∇u1 and ∇u2 are linear and thus Lipschitz continuous on any bounded subset of RNx×Nx

and SNx , respectively, which yields the fulfillment of (Hien et al., 2023, Assumption 3).
• Since NSDP and (Hien et al., 2023, Assumption 2) hold, the result in (Hien et al.,

2023, Theorem 6) allows to show that, if the sequence {A(i),P(i)}i∈N is bounded, then every
limit point (A∗,P∗) of it is a critical point of L. Moreover, (Hien et al., 2023, Assumption
3) is satisfied and (Hien et al., 2023, Cond. 1) and (Hien et al., 2023, Cond. 4) are trivially
met in our case. We can also show that the loss function L satisfies the Kurdyka-Lojasiewicz
property (Bolte et al., 2014) (using a similar proof than (Chouzenoux et al., 2019, Lemma
2)). Thus, (Hien et al., 2023, Theorem 8) holds which concludes our proof.

4.3 Discussion

Kurdyka-Lojasiewicz inequality in non-convex optimization: The proof of The-
orem 2 is grounded on the recent works by Hien et al. (2023, 2020), generalizing the
works by Bolte et al. (2014); Chouzenoux et al. (2016), for establishing the convergence
of block alternating MM schemes under the Kurdyka-Lojasiewicz (KL) inequality assump-
tion (Lojasiewicz, 1963). The latter assumption is a powerful tool of nonlinear functional
analysis that has been popularized in the seminal paper by Attouch et al. (2010). In their
paper, the authors show how to prove the convergence of the iterates generated by a large
family of minimization schemes, under the sole requirement that the function to minimize
satisfies the KL inequality. The latter requirement is very mild, as it holds for a large class
of functions, non necessarily convex, as soon as they can be embedded within an o-minimal
structure. Semi-algebraic and analytical functions are examples of such functions. In our
analysis, for the sake of conciseness, we skipped the proof showing that L satisfies KL as it
is identical to the one of (Chouzenoux et al., 2019, Lemma 2).

23



Chouzenoux and Elvira

Inner updates: Theorem 2 assumes that both inner steps (27) and (28) are solved in an
exact manner. Due to strong convexity of C1 and C2, each problem has a unique solution,
which ensures the well posedness of the formulation. However, the resolution of (27) and
(28) does not take a closed form (except when λA or λP equals zero, in such case we
retrieve the MLEM updates from (Sarkka, 2013, Chap. 12)). Iterative inner solvers are
thus necessary, and we proposed some efficient ones in Section 3.5. The extension of our
convergence study to the case of inexact resolution of (27) and (28) is not straightforward, up
to our knowledge. One could exit Algorithm (4) (resp. Algorithm (5)) as soon as C1 (resp.
C2) decreases, which might be satisfied after only a few iterations. In such case, Lemma 1
holds and a weak convergence result can be deduced, namely the convergence of the loss
function sequence, and the existence of cluster points for {A(i),P(i)}i∈N. Convergence of
iterates arising from an inexact form of DGLASSO is difficult to guarantee, due to the
intricated form of function L (i.e., non-convex, non-Lipschitz smooth, function). Inexact
proximal schemes for KL losses, with advanced stopping conditions, have been studied
in various works, such as Attouch et al. (2013); Cherni et al. (2020); Chouzenoux et al.
(2014); Zheng et al. (2023); Bonettini et al. (2018, 2021), to name a few. We are not aware
of any study covering the block alternating MM scheme considered here, and thus left the
convergence study of the inexact implementation of DGLASSO as future work. In practice,
we impose a rather demanding condition on the stopping rule for the inner solvers of (27)
and (28) (typically, ξ = 10−3 with a maximum of 20000 iterations), and did not observe
any numerical instabilities of the proposed algorithm.

5. Experiments

We perform a thorough evaluation study on various controlled scenarios where the ground
truth matrices denoted (A∗,P∗) (as well as Q∗ = (P∗)−1) are predefined, and the time
series {yk,xk}Kk=1 are built directly from the LG-SSM model (2)-(3) using such matrices.

The goal is then to provide estimates (Â, P̂, Q̂) of (A∗,P∗,Q∗), given the observation of
{yk}Kk=1. Except otherwise stated, all the compared methods have moreover access to a
perfect knowledge of (Rk,Hk,µ0,Σ0), on top of accessing the time series {yk}Kk=1. The
hidden state {xk}Kk=1 is, by definition, not assumed to be known, and is only used to
compute quality metrics on test sets. We first work on synthetic data in Section 5.1,
where the structure, the sparsity level, the conditioning, of the sought matrices (A∗,P∗);
are controlled. This allows us to evaluate our method on multiple cases, to discuss its
parameter tuning, and to compare it to benchmarks in terms of inference quality and
complexity. We then address in Section 5.2, a set of problems of graph inference arising in
weather variability analysis, using four synthetic datasets built upon the Neurips CauseMe
data challenge (Runge et al., 2020). This second set of experiments aims at evaluating the
ability of DGLASSO to model and estimate a large class of graph structures (here, 200
different graphs per dataset), in comparison with other state-of-the-art graph detection
methods.

All codes are run on a Desktop Dell Latitude computer, with 11th Gen Intel(R) Core(TM)
i7-1185G7 at 3.00GHz, equipped with 32Go Ram, using Matlab R2021a software. In
all the experiments, we set the precision parameters in DGLASSO algorithm to (ξ, ε) =
(10−3, 10−3), with a maximum number of 50 iterations for the outer loop, and 20000 it-

24



Sparse Graphical Linear Dynamical Systems

erations for the inner solvers. Similar stopping conditions are used for the benchmarks of
competitors for ensuring fair comparisons. Moreover, the DGLASSO stepsize parameters
are set to (θA, θP ) = (1, 1), as this simple choice led to good performance in our experiments.
The code is publicly available, for reproducibility purpose.6

5.1 Controlled data

5.1.1 Datasets

We set K = 103, Rk = σ2
RIdNy for every k ∈ {1, . . . ,K}, µ0 ∈ R

Nx is a vector of ones,
Σ0 = σ2

0IdNx with (σR, σ0) = (10−1, 10−4). Matrix Hk is set to identity matrix for every
k ∈ {1, . . . ,K}, so that Nx = Ny. This setting models a one-to-one correspondence between
states and observations. Identifiability issues are hence avoided.

We set Nx = Ny = 9, and we rely on block-diagonal matrices (A∗,P∗), made of 3 blocks
with dimensions 3× 3. Matrices A∗ are randomly set as

A∗ = UDiag(max(λ, 0.99))U⊤, (64)

where (U,λ) are obtained by the singular value decomposition

UDiag(λ)U⊤ = BDiag{(Bj)1≤j≤3}, (65)

with
(∀(j, n, ℓ) ∈ {1, 2, 3}3) Bj(n, ℓ) = ρ

|σj(n)−ℓ|
j . (66)

Equation (66) builds matrices of auto-regressive processes of order one. BDiag{(Bj)1≤j≤3}
denotes the block diagonal matrix formed with the (Bj)1≤j≤3 matrices, ρj is a scalar
uniformly sampled into [0, 1], and σj is a random bijective permutation from {1, 2, 3}
to {1, 2, 3}. The latter permutation allows to break the symmetry property of block el-
ements of A∗. The capping operation in Equation (64) implements a spectral projec-
tion (Benfenati et al., 2020), so that the spectral norm of A∗ is lower or equal than 0.99,
and, as such, ensures the stability of the resulting SSM.

The diagonal blocks ofP∗ = BDiag{(Ωj)1≤j≤3} are randomly set following the procedure
from Moré and Toraldo (1989), described as

(∀j ∈ {1, 2, 3}) Ωj =

(
Id3 − 2

pjp
⊤
j

‖pj‖

)
Diag

{
(c(n−1)/2)1≤n≤3

}(
Id3 − 2

pjp
⊤
j

‖pj‖

)
, (67)

where each pj ∈ R
3 has uniformly sampled entries in [−1, 1]. Parameter c > 0 controls

the conditioning number of matrices (Ωj)1≤j≤3, and thus the one of P∗. We set log10(c) ∈
{0.1, 0.2, 0.5, 1}, leading to datasets A, B, C, and D, respectively.

DGLASSO provides estimates (Â, P̂) as a direct output. The estimate Q̂ is simply
deduced as Q̂ = (P̂)−1. We initialize DGLASSO with P(0) = 10−1IdNx , and A(0) equal to
a stable auto-regressive order one matrix with entries A(0)(n,m) = (10−1)|n−m| projected
onto the set of matrices with spectral norm equal to 0.99. The setting of regularization
parameters (λA, λP ) is discussed in the dedicated Section 5.1.4. Performance of the method
for varying initializations is discussed in Appendix C.1.

6. https://pages.saclay.inria.fr/emilie.chouzenoux/Logiciel.html
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5.1.2 Comparisons to other methods

In our experiments, we also compare DGLASSO with other model inference techniques for
LG-SSM.

First, we consider the EM method from Shumway and Stoffer (1982) (denoted after
by MLEM) to compute (Â, Q̂) as maximum likelihood estimates (i.e., no regularization is
employed) of matrices (A∗,Q∗), the estimation P̂ being defined here as the inverse of Q̂.
Note that no inner loop is required in the MLEM procedure, as solutions to the M-step
have a closed form expression (Shumway and Stoffer, 1982).

Second, we consider three model inference techniques that explicitly incorporate a
sparse graphical prior knowledge on the sought matrices. Namely, we compare to GLASSO
(Friedman et al., 2008), that considers a simple static and noiseless version of the LG-SSM
(i.e., Â is empirically set to zero and observation noise is neglected). Matrix P̂ is then ob-
tained through a maximum a posteriori formulation under an ℓ1 prior. The convex GLASSO
loss is minimized using the proximal splitting method described in (Benfenati et al., 2020,
Algorithm 1). Matrix Q̂ is deduced by inversion of the resulting P̂. We also compare with
the robust GLASSO (rGLASSO) approach introduced in Benfenati et al. (2020), that ex-
plicitly accounts for the expression of Rk in the maximum a posteriori loss expression. For
the sake of fair comparison, we use hereagain an ℓ1 penalty to obtain P̂ although more so-
phisticated priors could be encompassed by rGLASSO. For both aforementioned methods,
we rely on the Matlab toolbox provided by the authors.7 Finally, we provide the results
obtained with the GRAPHEM method we recently introduced in Elvira and Chouzenoux
(2022). GRAPHEM provides a maximum a posteriori estimate Â under an ℓ1 prior, while
Q̂ is empirically set to σ2

QIdNy , with a finetuned σQ > 0. The Matlab toolbox provided by

the authors8 is used to produce the results for this method.

Third, we compare DGLASSO with a quasi-Newton approach also aiming at minimizing
(21). The log-likelihood gradient is computed using the sensitivity equations from Nagakura
(2021), while subgradient updates are used to handle the Lasso penalties. The chain rule
from Petersen and Pedersen (2012) is used to build gradients with respect to P = Q−1. The
minimization is performed using a Quasi-Newton routine from theOptimization Toolbox

from Matlab, with default options and a maximum of 100 iterations.

All the comparative methods are programmed in the same language, they are initialized
using a similar strategy as our DGLASSO method, and similar stopping criteria and hyper-
parameter tuning approach are employed, for fair comparisons.

5.1.3 Evaluation metrics

We first evaluate the results of our method, as well as the comparative benchmarks, through
quality assessment metrics. Namely, we use the relative mean square error (RMSE) between
the ground truth matrices (A∗,P∗,Q∗) and the estimated (Â, P̂, Q̂) (when available). For
instance,

RMSE(A∗, Â) =
‖A∗ − Â‖2F

‖A∗‖2F
. (68)

7. http://www-syscom.univ-mlv.fr/ benfenat/Software.html
8. https://pages.saclay.inria.fr/emilie.chouzenoux/LogicielEN.html
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RMSE(P∗, P̂) and RMSE(Q∗, Q̂) are defined in a similar fashion. We also compute area-
under-curve (AUC) and F1 score comparing the non-zero entries (that is, the graph edges
positions) of the sparse matrices (A∗,P∗) and their estimates (Â, P̂). The absolute value
of the entry of each matrix is used as a detection threshold for the AUC score. A threshold
value of 10−10 is used for the detection hypothesis for the F1 score (i.e., a weight greater
than 10−10, in absolute value, is considered as an edge). We furthermore evaluate the
ability of the estimated model parameters to actually describe and infer the time series
(both observed and hidden states). To that end, we build test time series (xtest,ytest),
not seen by the algorithms, constructed by running the ground truth LG-SSM (i.e., with
ground truth matrix parameters (A∗,P∗,Q∗)). We then run KF and RTS algorithms 1
and 2, respectively, using either the ground truth matrices (A∗,P∗,Q∗) or their estimations
(Â, P̂, Q̂), to build, for every k ∈ {1, . . . ,K}, the predictive distribution means (µ∗

k,ν
∗
k ,µ

s∗
k )

and (µ̂k, ν̂k, µ̂
s
k), respectively.

This allows in particular to compute the cumulative normalized mean squared error
(cNMSE) between the predictive distribution means using either the ground truth model
matrices or the estimated ones. Namely, we calculate

cNMSE(ν∗, ν̂) =

∑K
k=1 ‖ν∗

k − ν̂‖2
∑K

k=1 ‖ν∗
k‖2

, (69)

as well as cNMSE(µ∗, µ̂), and cNMSE(µs∗, µ̂s).

Finally, we evaluate the negative logarithm of the marginal likelihood L1:K(Â, P̂) as
defined in (22), on the test time series.

5.1.4 Influence of regularization parameters setting

We here assess the influence on the results of the setting of the DGLASSO hyper-parameters
(λA, λP ), accounting for the sparsity priors on A and P, respectively. To that aim, we ran
DGLASSO for 100 values of hyperparameters (λA, λP ), regularly spaced on a log-scale grid
between 1 and 102, and repeated the experience on 50 randomly generated time series, for
dataset A. We display in Figure 4 the averaged values, over the random runs, of several
quantitative metrics, as a function of hyperparameters (λA, λP ). We also report in the
caption the averaged RMSE scores obtained when running DGLASSO with (λA, λP ) = (0, 0)
(i.e., MLEM result). As it can be observed, both F1/RMSE for the estimation of the
transition matrix A are mostly governed by the value of λA, while the quality scores for
the state noise precision matrix P are mostly influenced by λP . Note that the RMSE
scores on Q, not shown here, follow similar evolution than RMSE on P. Just inspecting
F1/RMSE appears not informative enough to set parameters (λA, λP ), as each metric and
each parameter seems to push towards a different goal. The maps of cNMSE(ν∗, ν̂) and
of the marginal likelihood log-loss L1:K show very similar behavior. Note that the later is
a practically interesting metric, because it does not require the knowledge of the ground
truth matrices. On this example, it however appears not discriminative enough. Typically,
it stays almost constant for a (too) wide value range of (λA, λP ), which confirms again the ill-
posedness of the minimization problem. The maps for cNMSE(µ∗, µ̂) and cNMSE(µs∗, µ̂s)
are very similar. Interestingly, the minimization of both these quantities, related to the
state mean distributions, seems to provide a meaningful value range for the regularization
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parameters, narrowing down around values that achieve an optimal compromise between (i)
good estimation of the sought matrices, (ii) good estimation of the sparse matrices support,
and (iii) good predictive behavior for time series inference by KF/RTS techniques. Similar
conclusions were reached for the other three datasets. Note additionally that the DGLASSO
results outperform for a wide range of (λA, λP ) those obtained with MLEM, confirming the
advantage of introducing the proposed sparsity prior. This will be more deeply examined
in an upcoming section.

In our forthcoming experiments, we opt for simple procedure to set the hyperparameters,
depending on the task of interest. Namely, in this Section 5.1, we aim at an optimal
compromise between both graph estimation, that reaches the best predictive power of the
learned models, when evaluated on an unseen time series. This leads us to fix (λA, λP )
through a rough grid search among {1, 5, 8, 10}2 to minimize cNMSE(µ∗, µ̂) averaged on
few (typically 5) runs.

5.1.5 Influence of conditioning number

We report in Table 1 the results, averaged over 50 realizations of the time series generation.
We do not provide the scores for the estimation of A (resp. (P,Q)) for GLASSO/rGLASSO
(resp. GRAPHEM), as those methods are not designed for such task. The general trend in
the results is a slight decrease of the quality of estimation for all methods, when cQ increases
(i.e., from dataset A to D). This is expected, as an ill-conditioned matrix Q complicates
the mathematical structure of the likelihood term.

Regarding the estimation of A, GRAPHEM method presents the best results for the
three considered metrics. DGLASSO is second best, while MLEM follows. As already
stated, GLASSO/rGLASSO do not estimate A (i.e., they assume this matrix to be zero,
that is the process is i.i.d. without any Markov structure). Regarding the estimation of
(P,Q), DGLASSO is outperforming the benchmarks in terms of RMSE score. The second
best, in terms of RMSE is MLEM. GLASSO and rGLASSO got very bad RMSE scores,
probably because of the model mismatch induced by assuming A to be zero. The edge
detection performance of DGLASSO are excellent, except in few cases where rGLASSO
gets slightly better results. MLEM gets poorer results than DGLASSO in all metrics. In
particular it exhibits a bad F1 score, as it does not include sparse prior, and thus does not
succeed to eliminate any spurious edges.

Regarding the distribution mean calculation, it is remarkable that DGLASSO outper-
forms in all examples the benchmarks, which shows that the proposed formulation allows
to provide model parameters that are best suited for inference using KF/RTS at test phase.
The marginal likelihood log-loss computed on test set is also minimized with the quanti-
ties provided by our method. This could appear as counter-intuitive, as the method is not
specifically designed to minimize this loss (while MLEM explicitly aims at minimizing this
loss on the train set). The advantage of DGLASSO is that it accounts for prior knowledge,
making the inferred model more robust, and less prone to overfitting, which is translated
into better behavior on an independent test time series.

We display in Figure 5 box plots assessing the variability to the RMSE and F1 scores,
for both MLEM and DGLASSO methods, on 50 runs on dataset A and dataset D. The
RMSE values are in most runs lower (i.e., better) for the proposed method. Both methods
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Figure 4: Evolution of RMSE, F1, cNMSE and loss scores on the estimation of A (left) and
P (right) by DGLASSO, as a function of hyperparameters (λA, λP ), for dataset A (averaged
on 10 runs). As a comparison, the averaged RMSE scores for (λA, λP ) = (0, 0) (i.e., MLEM)
on this example were (0.077, 0.106) for (A,P), respectively.
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MLEM (RMSE) DGLASSO (RMSE) DGLASSO (F1)

Figure 5: Box plots for quantitative metrics when running MLEM, and DGLASSO, on 50
randomly generated LG-SSM time series, for dataset A (top) and dataset D (bottom). F1
score is not reported for MLEM, as this method does not perform edge detection, resulting
in a constant F1 score around 0.5. DGLASSO outperforms MLEM with better (i.e., lower)
RMSE scores for most runs and good F1 scores. Dataset D is more challenging in terms of
inference, thus yielding to more spread results for both methods.

are quite stable with respect to the time series generation, as the plots show few outliers.
For dataset D, corresponding to a more challenging case with an ill-conditioned matrix P∗,
the results are slightly more spread, especially for the metrics related to the recovery quality
of this matrix. Remark that the F1 scores of MLEM are constant, and are equal to 0.5. As
already pointed out, this is expected as MLEM is not designed to perform an edge detection
task.

We refer the reader to Appendix C.2 for extra experiments on the synthetic datasets,
assessing the performance of DGLASSO when the sparsity level of A∗ increases.

5.1.6 Complexity analysis

We now examine the time complexity of the method, as well as of MLEM, when processing
dataset A, for various values of the time series lengthK, namelyK ∈ {100, 200, 500, 1000, 2000, 5000}
(we recall that our previous experiments were all done with K = 1000). We display in Fig-
ure 6(left) the computing time in seconds for computing (Â, P̂), for DGLASSO and MLEM,
averaged over 50 realizations. We also display, in Figure 6(middle) for the same experiment,
the RMSE between A∗ and Â, and in Figure 6(right) the metric cNMSE(µ∗, µ̂). One can
notice that our method is slightly more demanding in terms of computational time, requir-
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Table 1: Results for the four considered datasets A to D, with an increasing conditioning
number of P∗ equal to log10(c) ∈ {0.1, 0.2, 0.1, 1}, respectively. We evaluate the methods in
terms of estimation quality for (A,P,Q), using either RMSE as defined in (68), and edge
detection scores (AUC, F1), as well as in terms of inference quality on test set using cNMSE
and marginal likelihood metrics defined in (69).

Estimation of A Estimation of P Estim. Q State distrib. Predictive distrib.

Method RMSE AUC F1 RMSE AUC F1 RMSE cNMSE(µ∗, µ̂) cNMSE(µs∗, µ̂s) cNMSE(ν∗, ν̂) L1:K(Â, P̂)

D
a
ta

se
t
A DGLASSO 0.061 0.843 0.641 0.082 0.778 0.698 0.083 6.394×10

−8
1.050×10

−7
2.984×10

−4
12 307.169

MLEM 0.076 0.817 0.500 0.105 0.857 0.500 0.102 1.095×10−7 1.803×10−7 4.843×10−4 12 341.205

GLASSO NA NA NA 0.818 0.804 0.496 1 073.510 4.485×10−6 7.180×10−6 1.000 28 459.294

rGLASSO NA NA NA 0.764 0.924 0.598 31.689 2.826×10−6 5.492×10−6 1.000 22 957.693

GRAPHEM 0.045 0.895 0.847 NA NA NA NA 4.364×10−6 6.944×10−6 2.980×10−4 29 035.030

D
a
ta

se
t
B DGLASSO 0.068 0.833 0.603 0.070 0.893 0.835 0.071 7.490×10

−8
1.236×10

−7
3.281×10

−4
11 806.744

MLEM 0.080 0.815 0.500 0.106 0.898 0.500 0.100 1.299×10−7 2.133×10−7 4.619×10−4 11 833.448

GLASSO NA NA NA 0.827 0.826 0.505 341.873 5.069×10−6 8.072×10−6 1.000 27 744.964

rGLASSO NA NA NA 0.734 0.930 0.608 33.896 3.215×10−6 6.187×10−6 1.000 22 530.036

GRAPHEM 0.047 0.893 0.848 NA NA NA NA 5.158×10−6 8.036×10−6 2.912×10−4 29 031.412

D
a
ta

se
t
C DGLASSO 0.070 0.829 0.581 0.090 0.954 0.830 0.078 1.896×10

−7
2.994×10

−7
3.956×10

−4
10 311.104

MLEM 0.081 0.810 0.500 0.097 0.974 0.500 0.094 2.583×10−7 4.180×10−7 5.053×10−4 10 326.410

GLASSO NA NA NA 0.901 0.805 0.489 3.926×1017 0.012 0.012 1.000 26 634.892

rGLASSO NA NA NA 0.805 0.928 0.614 29.530 7.195×10−6 1.320×10−5 1.000 21 322.247

GRAPHEM 0.049 0.892 0.857 NA NA NA NA 1.055×10−5 1.641×10−5 3.912×10−4 29 023.369

D
a
ta

se
t
D DGLASSO 0.073 0.835 0.575 0.083 1.000 0.598 0.080 5.127×10

−7
8.243×10

−7
3.373×10

−4
7 911.943

MLEM 0.098 0.808 0.500 0.095 1.000 0.500 0.084 6.296×10−7 1.027×10−6 4.219×10−4 7 923.850

GLASSO NA NA NA 0.964 0.941 0.550 187.823 2.348×10−5 3.701×10−5 1.000 23 684.178

rGLASSO NA NA NA 0.882 0.956 0.645 28.703 1.886×10−5 3.239×10−5 1.000 20 100.491

GRAPHEM 0.061 0.892 0.864 NA NA NA NA 2.503×10−5 3.839×10−5 3.743×10−4 29 016.321
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Figure 6: Evolution of the complexity time (left), RMSE(A∗, Â) (middle) and
cNMSE(µ∗, µ̂) (right) metrics, as a function of the time series length K, for experiments on
dataset A averaged over 50 runs. Both methods scale similarly, with DGLASSO requiring
about twice the time to run than MLEM.

ing about twice the time compared to MLEM in order to reach convergence. But both
DGLASSO and MLEM scale similarly. Moreover, as already observed in our previous ex-
periments, DGLASSO outperforms MLEM on both metrics shown here, in all tested values
of K. As expected, the results are better for higher values of K, at the price of an increased
computational time. Interestingly, the regularization still yields improved results for very
large K.

We end the complexity study by showing a comparison between DGLASSO and a Quasi-
Newton (Q-N) implementation to solve the same minimization problem. Figure 7 displays,
for both methods, the evolution of the loss function along time, for examples from Datasets
A and D. The regularization hyperparameters are set the same for both algorithms to ensure
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DGLASSO: RMSE(A∗, Â) = 0.070, RMSE(P∗, P̂) = 0.081766 RMSE(A∗, Â) = 0.101, RMSE(P∗, P̂) = 0.082

Q-N: RMSE(A∗, Â) = 0.077, RMSE(P∗, P̂) = 0.3015 RMSE(A∗, Â) = 0.359, RMSE(P∗, P̂) = 0.809

Figure 7: Loss evolution versus computational time in seconds, and RMSE scores, for
DGLASSO and Quasi-Newton algorithms, running on an example from Dataset A (left)
and Dataset D (right).

a fair comparison. One can notice that both algorithms reach a similar value of the loss at
convergence. DGLASSO requires very few iterations (typically, less than 10) and short time
to stabilize, while Q-N displays a slower convergence profile despite its quasi-Newton (i.e.,
second-order) acceleration strategy. In terms of qualitative results, both algorithms reach a
similar RMSE for the estimation of matrix A on Dataset A, while DGLASSO outperforms
Q-N on Dataset D. In both scenarios, the estimation of P is considerably more accurate with
the proposed DGLASSO. We explain these differences in terms of convergence speed and
inference quality, by the gradient singularity of the loss with respect to variable P, leading
to numerical instabilities of the Q-N approach. This is especially the case for Dataset D,
characterized by a poorly conditioned P∗.

5.2 Synthetic weather data

5.2.1 Experimental settings

We now evaluate our method on synthetic datasets arising from causal graph discovery stud-
ies in the field of weather variability tracking. Specifically, we consider two sets of 200 sparse
matrices A∗ ∈ R

Nx , with Nx = 5 or 10 respectively, representing the ground truth causal
graphs used to produce WEATH datasets in the Neurips 2019 data challenge (Runge et al.,
2020).9 For each A∗, we create times series (xk,yk)

K
k=1 using (2)-(3), with K = 103,

H∗ = IdNx (i.e., Ny = Nx), and (σR, σ0) = (10−1, 10−4). We set Q∗ as a block diagonal

matrix of J blocks with dimensions (Bj)1≤j≤J , with
∑J

j=1Bj = Nx. Here, we consider
two settings for the conditioning of Q∗, namely one with a condition number close to one
(i.e., Q∗ is close to identity matrix) and another with high condition number. The main
characteristics of the datasets and their names are summarized in Table 2.

9. https://causeme.uv.es/static/datasets/TestWEATH/
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We evaluate our results in terms on quality assessment metrics of the estimated Â when
compared to its ground truth A∗, as this is the quantity of interest for these datasets.
We compute RMSE(Â,A∗), as well as the precision, recall, specificity, accuracy, and F1
score for detecting the non-zero entries of the transition matrix (that is, the graph edges
positions). A threshold value of 10−10 on the absolute entries is used for the detection
hypothesis.

As for comparison, we also provide the results obtained with MLEM and GRAPHEM
approaches, as in our previous experiments. The same stopping criterion than in our pre-
vious set of experiments has been used. Since the datasets are synthetic, the ground truth
is available. The hyperparameters (λA, λP ) for DGLASSO, and λA for GRAPHEM, are
finetuned on the rough grid {1, 5, 10}, to minimize RMSE(Â,A∗), on one example ran-
domly chosen, per each dataset. We then keep the parameters fixed for all the dataset, to
limit overfitting behavior. In addition to these EM-based methods, we provide comparisons
with two Granger-causality approaches for graphical modeling, namely pairwise Granger
Causality (PGC) and conditional Granger Causality (CGC). Those approaches are based
on sparse vector autoregressive (VAR) models. We allow the order of the VAR process
to be up to p = 11, CGC is run with a maximum distance of 5 causal links, and in each
experiment we display the best results (in F1 score) for the statistical tests performed with
the significance level α ∈ {0.01, 0.05, 0.1} (see more details in Luengo et al. (2019)). As
PGC and CGC do not provide a weighted graph estimation, no RMSE score is computed
in those cases.

5.2.2 Results

We summarize our results in Table 3. We also report the averaged inference time for all
methods. Remarkably, the proposed method outperforms all benchmarks in all the consid-
ered metrics, related to the inference of the graph weights (RMSE metric) and the edge de-
tection task (binary classification metrics). As expected, the result quality tends to slightly
degrade when a more complicated structure is assumed for Q∗ (see, for instance, WeathN5a
versus WeathN5b), and when the dataset size increases (see, for instance, WeathN5a ver-
sus WeathN10a). MLEM has very poor edge detection metrics, since it does not exploit
any sparsity prior on the sought matrix. GRAPHEM has better behavior, but, in these
datasets, it stays way behind the quality of DGLASSO, by all metrics (which was not the
case for the controlled synthetic data). This shows that our method really makes the change
when dealing with complex graphs and correlated noise in the observations. In terms of
computational time, the proposed method has similar complexity than the two other EM-
based approaches. The results of CGC and PGC are satisfactory in the first two examples
although the binary metrics are far from the performance of DGLASSO. PGC still gives
meaningful results in the last two examples, but CGC has a low performance due to a high
number of false negatives (i.e., many existing links are not discovered). We also note that
while PGC and CGC have significantly lower running times for the case with Ny = 5, the
computational cost for Ny = 10 is closer to DGLASSO while the performance gap is higher.
Thus, in this examples we show that as the dimension grows, the computational cost of all
methods is comparable while the proposed method has clearly a better performance. We
also display some examples of inferred graphs in Figures 8 and 9. We can observe that
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Dataset Nx = Ny (Bj)1≤j≤J log10(cond(Q
∗))

WeathN5a 5 (2, 3) 0.1
WeathN5b 5 (2, 3) 1

WeathN10a 10 (5, 5) 0.1
WeathN10b 10 (5, 5) 1

Table 2: Details about the datasets. Each dataset is associated with 200 examples for
matrix A∗.

Table 3: Results for climate datasets along with computing times. All the metrics are
averaged over the 200 examples of the dataset.

method RMSE accur. prec. recall spec. F1 Time (s.)

WeathN5a

DGLASSO 0.108 0.937 0.894 0.998 0.894 0.937 0.608
MLEM 0.140 0.413 0.413 1.000 0.000 0.584 0.596

GRAPHEM 0.127 0.703 0.595 1.000 0.496 0.742 0.606
PGC - 0.772 0.902 0.515 0.953 0.652 0.019
CGC - 0.672 0.828 0.285 0.945 0.415 0.026

WeathN5b

DGLASSO 0.166 0.773 0.668 0.992 0.619 0.788 0.630
MLEM 0.197 0.413 0.413 1.000 0.000 0.584 0.376

GRAPHEM 0.186 0.629 0.536 1.000 0.368 0.694 0.470
PGC - 0.675 0.677 0.469 0.819 0.544 0.017
CGC - 0.634 0.659 0.263 0.895 0.369 0.023

WeathN10a

DGLASSO 0.202 0.948 0.898 0.925 0.954 0.890 1.363
MLEM 0.264 0.219 0.219 1.000 0.000 0.359 0.834

GRAPHEM 0.224 0.511 0.311 1.000 0.374 0.473 1.445
PGC - 0.879 0.904 0.504 0.983 0.644 0.232
CGC - 0.773 0.539 0.211 0.932 0.278 0.358

WeathN10b

DGLASSO 0.192 0.866 0.633 0.994 0.829 0.769 0.557
MLEM 0.342 0.219 0.219 1.000 0.000 0.359 0.989

GRAPHEM 0.219 0.855 0.620 0.994 0.816 0.757 0.655
PGC - 0.799 0.558 0.473 0.890 0.506 0.154
CGC - 0.750 0.407 0.218 0.900 0.265 0.178

DGLASSO is able to capture in a very accurate manner the structure of the graphs, despite
the wide variability of the dataset. MLEM and GRAPHEM capture the main edges, but
their graphs are perturbed by several spurious edges, which shows how important it is to
adopt a joint graph modeling, with sparsity priors on each.

6. Conclusion

This paper proposes a joint graphical modeling approach that incorporates a graphical per-
spective on the dynamics of the hidden state of a linear Gaussian state-space model. In
particular, we propose a joint approach that considers a sparse undirected graph as a prior on
the precision matrix of the hidden state noise and a sparse directed graph for the transition
matrix that models the state dynamics. By bridging the gap between the static graphical
Lasso model and the dynamic state-space model, we provide a novel comprehensive frame-
work for interpretable inference with time-series data. The presented inference method,
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Figure 8: Graph inference results on 4 examples extracted from the dataset WeathN5a.
From top to bottom: Original graph representation of A∗, and of its estimation Â, using
DGLASSO, MLEM, GRAPHEM, respectively.

based on an efficient block alternating majorization-minimization algorithm, enables simul-
taneous estimation of both graphs and the construction of the filtering/smoothing distri-
bution for the time series. The established convergence of our algorithm, departing from
recent nonlinear analysis tools, enhances the reliability and practicality of our approach.
Through extensive experimental validation on synthetic data, we have demonstrated the
effectiveness and potential of our proposed model and inference algorithm. The results
showcase its ability to uncover meaningful insights from time-series data, contributing not
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Figure 9: Graph inference results on 4 examples extracted from the dataset WeathN10a.
From top to bottom: Original graph representation of A∗, and of its estimation Â, using
DGLASSO, MLEM, GRAPHEM, respectively.

only to better forecasting performance but also to a better understanding of complex phe-
nomena in various scientific and engineering domains. Future research can further explore
automatic hyperparameter tuning, and extend the presented framework to tackle even more
challenging state-space models, and more complex graphical structures.
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A. Proof of Theorem 1

For any initial state x0:K , with non zero probability, the neg-log-likelihood (A,P) →
(L1:K(A,P) = − log p(y1:K |A,P)) reads, according to Bayes’ rule,

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx)

L1:K(A,P) = − log p(x0:K ,y1:K |A,P) + log p(x0:K |y1:K ,A,P). (70)

Again, note that the l.h.s. does not depend on x0:K , so the r.h.s. is valid for any arbi-
trary value of x0:K with non-zero probability under p(x0:K), i.e., for all x0:K ∈ R

(K+1)Nx .
According to Eqs. (2)-(3)

log p(x0:K ,y1:K |A,P) = log p(x0) +
K∑

k=1

log p(xk|xk−1,A,P) +
K∑

k=1

log p(yk|xk). (71)

Moreover, using again Eq. (2) and the statistical model of the state noise,

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) (72)

K∑

k=1

log p(xk|xk−1,A,P) = −1

2

K∑

k=1

(
(xk −Axk−1)

⊤P (xk −Axk−1)− log det(2πP)
)
,

(73)

= −1

2

K∑

k=1

(
(xk −Axk−1)

⊤P (xk −Axk−1)
)
+

K

2
log det(2πP),

(74)

which concludes the first part of the proof.
Let us now consider some Ã ∈ R

Nx×Nx and P̃ ∈ S++
Nx

. We start by recalling some known
results arising from the EM methodology (Dempster et al., 1977; Wu, 1983), that we specify
here for our context for the sake of clarity. First, we notice that

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx)

L1:K(A,P) = −
∫

log p(y1:K |A,P)p(x0:K |y1:K , Ã, P̃)dx0:K, (75)

since log p(y1:K |A,P) is constant with respect to the integration variable, and the distribu-
tion p(x0:K |y1:K , Ã, P̃) integrates to one. Then, according to (70) and (75), the expectation
of the neg-log-likelihood multiplied by p(x0:K |y1:K , Ã, P̃) over all possible values of the un-
known state reads:

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) L1:K(A,P) =

q(A,P;Ã,P̃)︷ ︸︸ ︷
−
∫

p(x0:K |y1:K , Ã, P̃) log p(x0:K ,y1:K |A,P)dx0:K

+

h(A,P;Ã,P̃)︷ ︸︸ ︷∫
p(x0:K |y1:K , Ã, P̃) log p(x0:K |y1:K ,A,P)dx0:K . (76)
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In particular, for (A,P) = (Ã, P̃), L1:K(Ã, P̃) = q(Ã, P̃; Ã, P̃) + h(Ã, P̃; Ã, P̃) so that

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) L1:K(A,P)− L1:K(Ã, P̃) = q(A,P; Ã, P̃)− q(Ã, P̃; Ã, P̃)

+ h(A,P; Ã, P̃)− h(Ã, P̃; Ã, P̃). (77)

Using Gibbs’s inequality, h(A,P; Ã, P̃) ≤ h(Ã, P̃; Ã, P̃), with equality at (A,P) = (Ã, P̃).
Thus, using (77), that is

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) L1:K(A,P) ≤ q(A,P; Ã, P̃) + L1:K(Ã, P̃)− q(Ã, P̃; Ã, P̃),

(78)
where equality holds at (A,P) = (Ã, P̃). Notice that, for any function reading

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) Q(A,P; Ã, P̃) = q(A,P; Ã, P̃) + ct/A,P, (79)

we obviously still have

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) L1:K(A,P) ≤ Q(A,P; Ã, P̃) + L1:K(Ã, P̃)−Q(Ã, P̃; Ã, P̃),

(80)
where equality hereagain holds at (A,P) = (Ã, P̃). Using (80), (21), (23) and noticing
that, for every (θA, θP ) > 0,

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx)

1

2θA
‖A− Ã‖2F ≥ 0,

1

2θP
‖P− P̃‖2F ≥ 0, (81)

with equality holding at (A,P) = (Ã, P̃), we deduce the desired majorizing property

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx) L(A,P) ≤ Q(A,P; Ã, P̃) + L1:K(Ã, P̃)−Q(Ã, P̃; Ã, P̃)

+ λA‖A‖1 + λP ‖P‖1 +
1

2θA
‖A− Ã‖2F +

1

2θP
‖P− P̃‖2F , (82)

with equality holding at (A,P) = (Ã, P̃). The remaining of the proof amounts to expliciting
the expression for (A,P) → Q(A,P; Ã, P̃) satisfying (79) with function q defined as in (76):

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx)

q(A,P; Ã, P̃) = −
∫

p(x0:K |y1:K , Ã, P̃) log p(x0:K ,y1:K |A,P)dx0:K. (83)

Following (Sarkka, 2013, Theorem 12.4) (see also an alternative proof in (Elvira and Chouzenoux,
2022, Sec. III-B)), (76)-(79) hold for

(∀A ∈ R
Nx×Nx)(∀P ∈ SNx

) Q(A,P; Ã, P̃) =
K

2
tr
(
P(Ψ̃− ∆̃A⊤ −A∆̃⊤ +AΦ̃A⊤)

)
−K

2
log det(2πP),

(84)
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and

Ψ̃ =
1

K

K∑

k=1

(
Σs

k + µs
k(µ

s
k)

⊤
)
, (85)

∆̃ =
1

K

K∑

k=1

(
Σs

kG
⊤
k−1 + µs

k(µ
s
k−1)

⊤
)
, (86)

Φ̃ =
1

K

K∑

k=1

(
Σs

k−1 + µs
k−1(µ

s
k−1)

⊤
)
. (87)

Hereabove, (µs
k,Σ

s
k)0≤k≤K−1 denotes the mean and covariance of the smoothing distribu-

tion obtained when running Algs. 1-2 using (Ã, P̃). Moreover, the matrix

Gk = ΣkÃ
⊤
(
ÃΣkÃ

⊤ + P̃−1
)

(88)

is defined as in Algorithm 2. This concludes the proof.

B. Proximal algorithms to solve the inner steps

We present Algorithms 4 and 5, that are proximal splitting algorithms to solve, respec-
tively, the inner problems (33) and (34). Specifically, both algorithms are special in-
stances of the Dykstra-like splitting algorithm from Bauschke and Combettes (2008) (see
also (Combettes and Pesquet, 2011, Sec.5)), for the minimization of the sum of two con-
vex but non-differentiable functions. Sequence (An)n∈N (resp. (Pn)n∈N) is guaranteed
to converge to the solution of problem (33) (resp. (34)). The proximity steps involved
in Algorithms 4 and 5 have closed form expressions that can be found for instance in
Bauschke and Combettes (2017). We explicit them hereafter for the sake of completeness.

Proximity of ℓ1. Let γ > 0 and Ṽ ∈ R
Nx×Nx . Then,

proxγℓ1(Ṽ) (89)

=
(
sign(Ṽ (n, ℓ)max(0, Ṽ (n, ℓ)− γ)

)
1≤n,ℓ≤Nx

, (90)

which amounts to applying the soft thresholding operator with weight γ on every entry of
the matrix input Ṽ.

Proximity of quadratic term. Let γ > 0 and W̃ ∈ R
Nx×Nx . Then, by definition,

Ẑ = prox
W→γtr(−P̃∆̃W−P̃W∆̃⊤+P̃WΨ̃W⊤)

(
W̃
)

(91)

= argmin
W∈RNx×Nx

γtr
(
−P̃∆̃W⊤ − P̃W∆̃⊤ + P̃WΨ̃W⊤

)
+

1

2
‖W − W̃‖2F. (92)

The optimality condition for (92) gives

−γP̃∆̃− γ∆̃⊤P̃+ γP̃ẐΨ̃+ γP̃⊤ẐΨ̃⊤ + Ẑ− W̃ = 0. (93)
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Since P̃ ∈ S++
Nx

, and Ψ̃ ∈ SNx (by construction), we have equivalently,

−γ∆̃− γP̃−1∆̃⊤P̃+ 2γẐΨ̃+ P̃−1Ẑ− P̃−1W̃ = 0. (94)

Thus,

Ẑ = lyapunov
(
P̃−1, 2γΨ̃, γ(∆̃+ P̃−1∆̃⊤P̃) + P̃−1W̃

)
, (95)

where A = lyapunov(X,Y,Z) provides the solution to the Lyapunov equation XA+ AY = Z.

Proximity of log-determinant term. Let γ > 0 and W̃ ∈ S++
Nx

. Then, by definition,

Ẑ = prox
W→γ(− log det(W)+tr(WΠ̃))

(
W̃
)

(96)

= argmin
W∈SNx

− γ log det(W) + γtr(WΠ̃) +
1

2
‖W − W̃‖2F . (97)

Using (Bauschke and Combettes, 2017, Chap. 24) (see also Benfenati et al. (2020)), for
every α > 0,

Ẑ = UDiag

((
1

2
(ω(n) +

√
ω(n)2 + 4γ)

)

1≤n≤Nx

)
U⊤ (98)

where ω = (ω(n))1≤n≤Nx gathers the eigenvalues of W̃− γΠ̃ ∈ SNx and U ∈ R
Nx×Nx is an

orthogonal matrix such that

W̃ − γΠ̃ = UDiag(ω)U⊤. (99)

C. Additional experiments

We present here additional experimental results completing Section 5.1.

C.1 Robustness to initialization

DGLASSO algorithm amounts to minimizing a non-convex loss function. As such, its results
might be sensitive to the initialization of the algorithm. To evaluate this aspect, we consider
the computation of (Â, P̂) given the observation of a single time series generated by the
ground truth LG-SSM, when using 50 different initializations of DGLASSO algorithm. To
do so, we use the same initialization strategy as discussed above, now with (a, p) randomly
selected as p ∼ U([0, 1]) and a ∼ U([0, 1]). Figure 10 displays the box plots for RMSE and
F1 scores obtained for dataset A. One can notice that the box plots are very concentrated,
showing a good robustness of the method to its initialization, with the wider spreading
observed for the F1 score on A. Similar behavior was observed for the other three datasets.

C.2 Influence of sparsity level

We evaluate here the performance of DGLASSO, as well as the benchmarks, when varying
the sparsity level of the ground truth matrices. To do so, we perform slight changes in the

41



Chouzenoux and Elvira

Algorithm 4 Proximal splitting method to solve (33)

Inputs. Ã, P̃, Ψ̃, ∆̃, Φ̃. Precision ξ > 0.

1. Setting. Set stepsize ϑ ∈ (0, 2).

2. Initialization. Set V0 = Ã.

3. Recursive step. For n = 1, 2, . . .:

An = proxθAλAℓ1

(
Ã−Vn

)

Wn = Vn + ϑAn

Zn = prox
W→

ϑθAK

2
tr(−P̃∆̃W−P̃W∆̃⊤+P̃WΨ̃W⊤)

(
ϑ−1Wn

)

Vn+1 = Wn − ϑZn.

If |C1(An)− C1(An−1)| ≤ ξ, stop the recursion.

Output. Transition matrix Â = An.

Algorithm 5 Proximal splitting method to solve (34)

Inputs. Ã, P̃, Ψ̃, ∆̃, Φ̃. Precision ξ > 0.

1. Setting. Set stepsize ϑ ∈ (0, 2) and Π̃ as in (35).

2. Initialization. Set V0 = P̃.

3. Recursive step. For n = 1, 2, . . .:

Pn = proxθPλP ℓ1

(
P̃−Vn

)

Wn = Vn + ϑPn

Zn = prox
W→

ϑθPK

2 (− log det(W)+tr(Π̃W))

(
ϑ−1Wn

)

Vn+1 = Wn − ϑZn.

If |C2(An)− C2(An−1)| ≤ ξ, stop the recursion.

Output. Precision matrix P̂ = Pn.
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Figure 10: Box plots for the RMSE (left) and F1 (right) scores for retrieving (A,P,Q)
matrices, when running DGLASSO on one single LG-SSM time series using dataset A, and
50 random initializations (A(0),P(0)). Noticeably, low variability is observed for all metrics.

dataset, to vary the sparsity pattern of the matrices (i.e., the edge structure of the graphs).
First, we modify the ground truth matrix A∗ by keeping sA ∈ {27, 15, 10, 5} entries of it,
within the 27 block diagonal ones, to be non-zero, the others being set to zero. We then
rescaled the matrix to keep a spectral norm equal to 0.99. Matrix Q∗ is taken from dataset
A. The results are reported in Table 4.

As we can observe, the performance of MLEM, in terms of RMSE and F1 score, drop
dramatically when the sparsity level on A increases. This is expected as this approach does
not promote any sparsity prior on matrix A. The best AUC are either obtained by MLEM,
DGLASSO or rGLASSO (for P), depending on the test cases. GLASSO/rGLASSO metrics
slightly improve when A∗ gets sparser, which is expected, as their assumption of a zero
transition matrix gets more realistic. Hereagain, DGLASSO outperforms the benchmarks
in most cases.
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