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Abstract

In 1982 Teuvo Kohonen proposed an algorithm called Self Organizing Map (SOM) that is basically a stochastic model of the establishment of topology preserving connections between the retina and the cortex in our brain. That model has proved an efficient classification tool, a source of inspiration for other biological models and also for the understanding of the principles of self-organization. In this paper, we present a modification of the initial SOM to address an important problem in semantic cognition: the representation of human concepts in the brain. Much of the knowledge acquired in the last decades in this field comes from the study of patients with acquired difficulties in language. The modification presented here is inspired in semantic dementia, a devastating pathology that introduces the deterioration of semantic knowledge into the brain. The paper discusses the model and describes some preliminary results that show its interest as the basis of possible new tools to help to understand the considered type of diseases.
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I. Introduction

This paper describes some results of a project where we intend to design models able to represent concepts, in a simple way, using a special family of neural networks. These models allow to explore how degrading the networks allows mimicking the effects of a cognitive disease. We chose to focus our work around semantic dementia [7], [14], [12], [4], a particularly hard evolving pathology for which little is known, and where semantic information [13] in the brain degrades until almost disappearing. The model is extremely simple, and it consists of a modification of Self Organizing Maps (SOMs), also called Kohonen networks. We first introduce SOMs, and then, after illustrating their interest for our goals, we show how to modify them with a model of degradation inspired by the previously mentioned disease.

So, we start by introducing Kohonen’s model, a specific type of neural network (among the many references available, see for instance [5], [6]). The input to the network is a vector \( v \in \mathbb{R}^M \) for some dimension \( M \), which we will denote \( v = (v_1, v_2, \ldots, v_M) \). Different instances of \( v \) are broadcast to a set of \( N \) neurons organized in a pretty regular way, say, to fix ideas, in a 2-dimensional grid (other structures are possible, keeping that regularity spirit). We will identify the neuron with its position \( r \) in the grid, for instance given by its coordinates in some referential. Associated with neuron \( r \) we have a vector of neuron weights \( w_r \in \mathbb{R}^M \), with the notation \( w_r = (w_{r,1}, w_{r,2}, \ldots, w_{r,M}) \). We say that the state of the network is given by the values of the \( N \) vector weights collectively denoted by \( W \).

The network receives a sequence of vector inputs. It reacts to each one by modifying the weights of its neurons. Assume then that a given point in time an input \( v \) is received by the network, whose state is \( W \). We say that the maximal reaction neuron or winner neuron in those circumstances is the neuron indexed by \( r^* \), defined by

\[
    r^* = \arg\min_r ||w_r - v||,
\]

where \( ||\cdot|| \) is a vector norm, typically the Euclidean norm: \( ||x|| = \sqrt{x_1^2 + \cdots + x_M^2} \).

As briefly stated above, the algorithm proposed by Kohonen consists of sequentially showing to the network many possible input vectors taken from the set of all possible ones, and executing for each received input a specific modification of the network’s weights (see below). At the end of the process, the network is frozen (\( W \) doesn’t change anymore). The objective of this learning process is that if we now present to the network two different inputs \( v' \) and \( v'' \), with corresponding maximal reaction neurons \( r' \) and \( r'' \), then if \( v' \) is “close” to \( v'' \) (in \( \mathbb{R}^M \)) we must have that \( r' \) is “close” to \( r'' \) in the neurons’ grid. In mathematics, this is called a topology preserving property. In other words, the learning process will divide the grid in regions composed of contiguous neurons, which de facto classifies the inputs in families. We say that the algorithm performs an unsupervised classification task.

The heart of the process is then the weights’ update rule. To achieve the before mentioned main objective, we must first define a reasonable (not too small, nor too large) neighborhood of each neuron. Let us denote by \( U_r \) the neighborhood of neuron \( r \) (\( r \) is called its center). Typically, we consider the set of neurons that are close enough to \( r \) in the grid, say at a short Manhattan distance. Then, if \( r^* \) is the maximal reaction neuron when input \( v \) is received, the weights of every neuron \( r \in U_r \) are updated in the following way:

\[
    w_r^{\text{new}} = w_r^{\text{old}} + \varepsilon h(||v - w_r^{\text{old}}||),
\]

where \( h(\cdot) \) is a function modulating the distance between \( v \) and \( w_r^{\text{old}} \). A typical example is \( h(x) = \exp(-x^2/2\sigma^2) \). The parameter \( \varepsilon \) controls somehow the effective transformation between old and new
values. The parameter $\sigma$ controls the decay to zero of the function $h(\cdot)$, that is, how fast $h(x) \to 0$ as $x \to 0$. They are called hyperparameters of the algorithm (as the definition of neighborhood used, for instance).

Of course, there are more details to specify, some of them mentioned in the more algorithmic description provided in Algorithm 1. Mathematically, the main issue is, of course, how to guarantee that the desired properties of the final weights hold after the learning process. This can be proved for specific cases (see for instance [1], [10], [2]) and observed in practice; the conditions to have them are basically to show to the network “enough” and “varied” (or “representative”) input vectors, and to have not too bad hyperparameters’ values (adjusted by some trial and error procedure, to stay simple).

**Algorithm 1**: high-level description of a basic SOM

**Data**: a function $s(\cdot)$ selecting input vectors from some pool, grid dimensions and some indexing system, definition of neighbourhoods, values for the hyperparameters, a condition to stop the iterations

**Result**: a trained network with the topology preserving property

1. Initialize the weights of the network;
2. stopping condition := False;
3. **while** stopping condition = False **do**
   4. send new input vector $v$ to the network using $s(\cdot)$;
   5. compute the maximal reaction neuron $r^*$ using (1);
   6. **for** every neuron $r$ in the neighbourhood of $r^*$ **do**
      7. update the weights of neuron $r$ using (2);
   **end**
   8. stopping condition := $g(W^{old}, W^{new})$;
   9. $W^{old} := W^{new}$;
10. **end**

**Comments.** The initialization of the weights $W$ (line 1) can be done sorting them with some uniform distribution, or even deterministically. The selection of the input vector (line 4) is typically done using some probability distribution on the set of all possible inputs, but other procedures in specific applications are possible. The stopping condition (line 9) is, in this version, some measure of how different are $W^{old}$ and $W^{new}$ provided by a function $g(\cdot)$. For instance, denote by $W^{(k)}$ the state of the network (the weights) at the end of the $k$th iteration after this initial bunch of executions of the main block of the algorithm. Then the stopping condition is set to True when the relative difference between $W^{(k+\Delta)}$ and $W^{(k)}$ is small enough, for a fixed $\Delta$ (another hyperparameter when this stopping procedure is used). It could also be just a test on the number of iterations already done (that is, the number of input vectors shown to the network), just the indicator $1(k \geq K)$. In this case, the previous “small enough” translates into another parameter of the technique.

In some implementations, it’s useful (even necessary) to use dynamic version of parameters such as $\varepsilon$ or $\sigma$. Typically, as the number of iterations, say $k$, increases, it can be useful to decrease $\varepsilon$, that is, to use some decreasing function $\varepsilon(k)$ (starting rather large). It can also be useful to also make $\sigma$ a function
of $k$ also decreasing.

Kohonen's networks have another interest, sometimes explicitly used. After the learning procedure, we will have not only a classification of the input vectors population in classes, but *de facto* also what is called a *dimensionality reduction*. This refers to the fact that the input data living in a space of dimension $M$ can be now represented by just two numbers (the coordinates of the neurons), something potentially interesting to reduce computational costs.

II. A SEMANTIC EXAMPLE OF APPLICATION OF SOMs

The following example, taken from an article by Ritter and Kohonen [8], [9], presents a semantic problem: the two-dimensional ordering of a collection of concepts represented by vectors. On the one hand, the considerations made by the authors deal with the problem of encoding semantic information; on the other hand, they demonstrate the possibilities of self-organizing maps as classification tools. We start with a set of animals described by a set of properties. Each animal is represented by a binary vector, where the ones indicate the presence of certain properties and the zeros indicate the absence of others.

<table>
<thead>
<tr>
<th>Animal</th>
<th>dove</th>
<th>hen</th>
<th>duck</th>
<th>goose</th>
<th>owl</th>
<th>hawk</th>
<th>eagle</th>
<th>fox</th>
<th>dog</th>
<th>wolf</th>
<th>cat</th>
<th>tiger</th>
<th>lion</th>
<th>horse</th>
<th>zebra</th>
<th>cow</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>is</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>medium</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>big</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2 legs</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4 legs</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>has</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>hair</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>hooves</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>mane</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>feathers</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Fig. 1. Animal names and their attributes**

Fig. 1. Animals and their properties. Original figure from the article by Ritter and Kohonen [8] (was also Fig. 1 in the original paper)

To better visualize the simulation results, we assign a colour to each animal, as shown in Figure 2. Using this data, a 20x20 neuron map is trained using the Kohonen algorithm. Weights are initialized with an Uniform(0,1) law. We executed a fixed number $T = 500$ of iterations. The hyperparameters $\varepsilon$ and $\sigma$ are chosen as functions of the iteration counter $k$ as follows: $\varepsilon(k) = 10^{-k/T}$ and $\sigma(k) = 10^{1-k/T}$. Figure 3 shows the final map, using the colors assigned to each animal.
Fig. 2. Colours code for the list of animals.

Fig. 3. A realization of the resulting network after 500 iterations.

III. FAMILIARITY, SOMS AND SEMANTIC COGNITION

It is known that the familiarity with a concept is an important element of semantic cognition [11], a fact that could be extremely important in some diseases that affect the semantic system, e.g. in semantic dementia [3]. Patients with semantic dementia make errors in naming tests (especially for animals) when they are shown pictures of them, naming the most familiar element of the corresponding category or simply naming animals that have higher familiarity than others. Many of the responses in these extreme cases are “dog”, “cat” and “horse” only, whatever the animal shown to the patient. Without intending to explain the true underlying process behind this phenomenon, we aim to emulate this behavior with a Kohonen map. To do this, we will modify the example from the previous section.

A. The modified algorithm

Let’s suppose that in the previous algorithm, we focus only on four groups of animals: the privileged three – dog, cat, and horse – and a fourth category consisting of the rest of the animals. Figure 4 represents a particular realization of the algorithm at epoch $T = 500$. The concepts of “dog”, “cat” and “horse” are represented in red, green, and blue, respectively, while the other animals are represented in orange.

We can now introduce the concepts of familiarity and deterioration into the discussion. We will gradually modify the probability of presenting stimuli to the Kohonen algorithm, making little by little more probable the vectors corresponding to the concepts “dog”, “cat” and “horse”. They will be presented in epoch $k$ with
probability \((1 - \mu)/3\), and the rest of the stimuli (from Figure 1) will be presented with probability \(\mu/13\). The parameter \(\mu\) is initially set to \(13/16\) (ensuring equiprobability among the 16 concepts) and it is from time to time decreased as shown in the description of the procedure. On the other hand, we introduce the concept of aging into the model: starting from epoch \(k = 400\) in the experiments shown here, atrophy is introduced with a probability \(p\). This consists of randomly and uniformly erasing neurons from the network, along with some of their neighbors. With probability \(p\), it is decided whether atrophy occurs, and if it does, a neuron is uniformly chosen on a set of close neighbors and then removed. The resulting procedure is described in Algorithm 2. Observe that for clarity reasons, we simply make a fixed number of iterations in this version, but we can use any stopping criteria as discussed for Algorithm 1.

Let us call \(f(\cdot)\) the discrete probability mass function parameterized by \(\mu\) defined over the 16 animals in our list by \(f(\text{“dog”}) = f(\text{“cat”}) = f(\text{“horse”}) = (1 - \mu)/3\), and for every other animal \(a\), \(f(a) = \mu/13\). Figure 5 shows the resulting map after \(T = 500\) replications of the modified algorithm. We start the atrophy simulation at epoch \(k_0\) here set to 400.

Based on these modifications, we can consider the classification that an impaired cortex (where the word cortex stands for Kohonen’s cortex, represented by the network) could make for a set of new animals examples (under more realistic representations, this type of disturbance could represent the existing diversity within each animal species). These are obtained by perturbing the original ones. Given a vector \(v\) belonging to the initial list, we generate vector \(v’\) defined by \(v’ = v + X\), where \(X\) is a vector of independent Gaussian variables, each with mean 0 and standard deviation used as another parameter of the model to be adjusted.

Consider the classification \(c^{(1)}(v’\text{)}\) of vector \(v’\) using the original examples:

\[
c^{(1)}(v’\text{)} = \arg \min_{v \in V} \| v’ - v \|.
\]

Consider now the classification \(c^{(2)}(v’\text{)}\) of the same \(v’\) made by the impaired cortex, that is, by the set of

Fig. 4. A realization of a Kohonen map with 500 replications for the animal set described earlier.
**Algorithm 2:** our proposed modification of SOM

**Data:** function $s(\cdot)$ selecting input vectors, grid dimensions and indexing, definition of
neighbourhoods, hyperparameters, etc.

**Result:** a trained network with the topology preserving property

1. Initialize the weights of the network;
2. $\mu := 13/16$;
3. for $k = 1, 2, \ldots, T$ do
   4. sample a new input vector $v$ using $f(\cdot)$;
   5. compute the maximal reaction neuron $r^*$ using (1);
   6. for every neuron $r$ in the neighbourhood of $r^*$ do
      7. update the weights of neuron $r$ using (2);
   end
   8. if $k \mod 10 = 0$ then // $k$ is a multiple of 10
      9. $\mu := \mu / \ln(\ln(k + 1))$;
   end
   10. if $k > k_0$ then
      11. randomly kill neurons;
   end
12. $W^{\text{old}} := W^{\text{new}}$;
end

weights resulting from the evolutionary process, given by

$$c^{(2)}(v') = \arg\min_{v \in V} \| v - w_{r'} \|,$$

where $r' = \arg\min_r \| v' - w_r \|$. See that $c^{(2)}(v') = c^{(1)}(w_{r'})$.

Looking at $c^{(1)}$ as the correct one, we may be interested in seeing how many examples from a new
set $V'$ are correctly classified by the demented cortex (resulting from a number $k$ of training epochs with
the modified Kohonen algorithm). The number of correct classifications $NA$ by the impaired cortex is
then given by $NA = \sum_{v' \in V'} 1_{\{c^{(2)}(v') = c^{(1)}(v')\}}$. Figure 6 shows the mean variation of $NA$ from 50 frozen
demented cortex realizations at epoch 500.

**IV. Conclusions**

This preliminary text shows the potential of SOMs for building some simple models of an extremely
complex system that includes the representation of semantic concepts in the brain and the development
of a devastating cognitive disease. This paper shows a way of representing semantic information in
the brain and its degradation, mimicking the evolution of a specific cognitive decease. The main next step is
to make this representation more complex, with the goal of making the cognitive loss of the subject a
consequence of the degradation.
Fig. 5. A realization of a Kohonen map with 500 replications for the animal set of Section 1. Atrophies are represented in gray. Also, note the proportions of the resulting network areas representing the concepts “dog”, “cat” and “horse”.

Fig. 6. The average variation of the number of correct classifications from 50 frozen impaired cortex realizations at epoch 500 is shown. The x-axis represents the sum of probabilities of the privileged examples: dog, cat, and horse. In other words, a simulation is conducted for each of the mentioned initial probabilities.
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