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Abstract
We study one of the two formulations of the interaction abstract machine, namely that obtained from

the so-called call-by-value (or “boring”) translation of intuitionistic logic into linear logic. We prove

the correctness of the resulting call-by-name machine, at the same time establishing an improvement

bisimulation with Krivine’s abstract machine. The proof makes essential use of the definition of a novel

relational property linking configurations of the two machines.
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1. Introduction

Abstract machines aim at closing the gap between the abstract, higher-order, rewriting theory

of the 𝜆-calculus, and low-level implementations. They are automata-like transition systems

meant to simulate the evaluation of 𝜆-terms and to be easily implemented on real architectures.

Notable examples are Landin’s SECD [1], and Krivine’s KAM [2]. Different abstract machines

can be designed to reduce terms following different reduction strategies, e.g. the SECD follows

the call-by-value order, while the KAM proceeds in call-by-name. Moreover, abstract machines

can achieve substantially different levels of efficiency.

Designing Abstract Machines. Given a 𝜆-calculus and a reduction strategy, how can one

devise an abstract machine that implements that evaluation? The first abstract machines, defined

in the mid ’60s, were designed by hand, relying only on the ingenuity of their creators. Only

after having been defined, they were proven correct. After many years of research, there are

now standard ways of deriving abstract machines, often directly from the operational semantics

of the underlying calculus [3, 4]. Moreover, the Curry-Howard correspondence provides another

way of looking at the same problem: the normalization procedure of the underlying logic (e.g.,

cut-elimination) can be in turn seen as an abstract machine for the corresponding calculus.

Linear logic [5] has been a breakthrough in this respect. Indeed, proof-nets, the proof theoretical

syntax for linear logic, come with a cut-elimination procedure that resembles very much the

one of an abstract machine.
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Linear logic also provided another tool, dubbed geometry of interaction [6], which can be

seen as a concrete but non-standard way of both interpreting proofs and implementing the

cut-elimination process. This mechanism being effectively computable, it provides yet another

way of computing the result of the evaluation of a 𝜆-term.

The Interaction Abstract Machine. This latter idea has been developed in many directions

in the ’90s [7, 8], and recently revisited and deeply scrutinized by Accattoli et al. [9]. The machine

resulting from the geometry of interaction, called the Interaction Abstract Machine (IAM in the

following) implements weak head reduction (thus proceeding essentially call-by-name) and

has been historically presented on linear logic proof-nets, rather than on 𝜆-terms. This is not a

problem in itself, since 𝜆-terms can be translated into proof-nets. In fact, there is more than one

way to do so. The best known one is the (call-by-name) translation (𝐴 → 𝐵)† :=!𝐴† ⊸ 𝐵†
of

intuitionistic logic inside linear logic. Another one, which is less common and dubbed boring

by Girard in the original paper [5], is based on the translation (𝐴 → 𝐵)‡ :=!𝐴‡ ⊸!𝐵‡
. This

translation is also dubbed “call-by-value” in the literature (and in this paper), the reason being

that it is adequate for call-by-value evaluation when considering surface proof-net reduction.

But how about the IAM that one gets out of the boring translation? It turns out that the answer

to this question is not boring at all: surprisingly, indeed, the IAM continues to implement weak

head reduction! Indeed, if one wants to recover call-by-value adequacy, then one has to go

beyond the pure geometry of interaction [10, 11]. There is even more to that, however.

Adding Jumps. Danos and Regnier [8] considered an optimization technique for the IAM,

called jumping. Moreover, they claimed that the machine obtained from the IAM adding jumps

is isomorphic to the PAM (an abstract machine deeply connected with Hyland and Ong game

semantics [12]) if one uses the call-by-name translation, and to the KAM if one uses instead

the call-by-value one. The first claim was made formal by Accattoli et al. in [13]. The second

one has never been made formal, and no fully fledged proof of it can be found in the literature.

This is in fact what constitutes the bulk of this paper, in which we indeed prove that the boring

IAM with jumps is (strongly bisimilar to) the KAM. As corollaries, we obtain a proof of the

correctness of the boring IAM, and a proof of the fact that the number of steps of the KAM

cannot be higher than that of the IAM.

Related Work. The literature on geometry of interaction and its applications is huge, and

goes from, e.g., Girard’s original papers [6], to Abramsky et al’s categorical reformulation of

GoI [14, 15] to Danos and Regnier’s work on path algebras [16], through Ghica’s applications to

circuit synthesis [17], together with extensions by Hoshino, Muroya, and Hasuo to languages

with various kinds of effects [18], and Laurent’s extension to the additive connectives of

linear logic [19]. The GoI has been studied in relationship with implementations of functional

languages, by Gonthier, Abadi and Levy, who studied Lévy’s optimal evaluation [20], and by

Mackie with his GoI machine for PCF [7]. The space-efficiency of GoI as discovered by Dal Lago

and Schöpp [21] has later been exploited by Mazza in [22]. Dal Lago and coauthors have also

introduced variants of the IAM acting on proof nets for a number of extensions of the 𝜆-calculus

[23, 11, 24, 25]. Curien and Herbelin study abstract machines related to game semantics and the



IAM in [26, 27]. Moreover, Schöpp [28, 29] has shown how GoI can be seen as an optimized form

of CPS transformation, followed by defunctionalization. Finally, in a series of papers [9, 13, 30],

Accattoli, Dal Lago and Vanoni have recently revisited the IAM, giving it a new dress, and

obtaining general results about its time and space (in)efficiency.

2. 𝜆-Calculus and Abstract Machines

Terms of the 𝜆-calculus are defined as follows:

𝜆-terms 𝑡, 𝑢 ::= 𝑥 ∈ 𝒱
⃒⃒
𝜆𝑥.𝑡

⃒⃒
𝑡𝑢

where 𝒱 is a countable set of variables. Free and bound variables are defined as usual: 𝜆𝑥.𝑡
binds 𝑥 in 𝑡. A term is closed when there are no free occurrences of variables in it. Terms are

considered modulo 𝛼-equivalence, and capture-avoiding (meta-level) substitution of all the free

occurrences of 𝑥 for 𝑢 in 𝑡 is noted 𝑡{𝑥�𝑢}. Contexts are just 𝜆-terms containing exactly one

occurrence of a special symbol, the hole ⟨·⟩, intuitively standing for a removed subterm. Here

we adopt levelled contexts, whose index, i.e. the level, stands for the number of 𝜆-abstractions

(i.e. the number of !-boxes in linear logic terminology, if one translates the 𝜆-calculus according

to the call-by-value translation) the hole lies in.

Levelled contexts

𝐶0 ::= ⟨·⟩ | 𝐶0𝑡 | 𝑡𝐶0 𝐶𝑛+1 ::= 𝜆𝑥.𝐶𝑛 | 𝑡𝐶𝑛+1 | 𝐶𝑛+1𝑡

We simply write 𝐶 (or 𝐷) for a context whenever the level is not relevant. The operation

consisting of replacing the hole ⟨·⟩ with a term 𝑡 in a context 𝐶 is noted 𝐶⟨𝑡⟩ and called

plugging. Please note that for every bound variable 𝑥, if this is isolated by its binding context

𝜆𝑥.𝐷𝑛, then 𝑛 is the number of 𝜆s occurring in the syntax tree of the term between the

occurrence of 𝑥 and its binder 𝜆𝑥. In other words, 𝑛 is the de Bruijn index of 𝑥. The operational

semantics that we adopt here is weak head evaluation →𝑤ℎ, defined as follows:

(𝜆𝑦.𝑡)𝑢𝑟1 . . . 𝑟ℎ →𝑤ℎ 𝑡{𝑦�𝑢}𝑟1 . . . 𝑟ℎ.

We further restrict the setting by considering only closed terms, and refer to our framework as

Closed Call-by-Name (shortened to Closed CbN). Basic well known facts are that in Closed CbN

the normal forms are precisely the abstractions and that →𝑤ℎ is deterministic.

2.1. Abstract Machines Glossary.

In this paper, an abstract machine M is a transition system →M over a set of states (we omit the

subscript M when it is clear from the context). We use the standard notations →*
and →𝑛

to

denote the transitive and reflexive closure, and the composition 𝑛 times of of →, respectively.

The machines considered in this paper move over the code, i.e. the initially fed 𝜆-term, without

ever changing it. A position in a term 𝑡 is represented as a pair (𝑢,𝐶) of a sub-term 𝑢 of 𝑡 and a

context 𝐶 such that 𝐶⟨𝑢⟩ = 𝑡. The shape of states depends on the specific machine, but they

always include a position (𝑢,𝐶) plus some other data structures.



Closures Environments Stacks States

𝑐 ::= (𝑡, 𝐶, 𝑒) 𝑒0 ::= 𝜖 𝑒𝑛+1 ::= 𝑐·𝑒𝑛 𝜋 ::= 𝜖
⃒⃒
𝑐·𝜋 𝑠 ::= (𝑡, 𝐶, 𝑒, 𝜋)

Trm Ctx Env Stack Trm Ctx Env Stack

𝑡𝑢 𝐶 𝑒 𝜋 →sea 𝑡 𝐶⟨⟨·⟩𝑢⟩ 𝑒 (𝑢,𝐶⟨𝑡⟨·⟩⟩, 𝑒)·𝜋
𝜆𝑥.𝑡 𝐶 𝑒 𝑐·𝜋 →𝛽 𝑡 𝐶⟨𝜆𝑥.⟨·⟩⟩ 𝑐·𝑒 𝜋

𝑥 𝐶⟨𝜆𝑥.𝐷𝑛⟩ 𝑒𝑛·(𝑡, 𝐶 ′, 𝑒)·𝑒′ 𝜋 →sub 𝑡 𝐶 ′ 𝑒 𝜋

Figure 1: Data structures and transitions of the Krivine Abstract Machine (KAM).

Initial states (on 𝑡) are always positioned at the root of the term (𝑡, ⟨·⟩), where 𝑡 is a closed

term. Their precise shape depends on the actual machine. A state is final if no transitions apply.

A run 𝜌 is a possibly empty sequence of transitions. An initial run (from 𝑡) is a run from an

initial state (on 𝑡). A state is reachable if it is the target state of an initial run. A complete run

is an initial run ending on a final state. Given a machine M, we write M(𝑡)⇓ if M reaches a

final state starting from 𝑡, and M(𝑡)⇑ otherwise. We say that M implements Closed CbN when

M(𝑡)⇓ if and only if →𝑤ℎ terminates on 𝑡, for every closed term 𝑡.

2.2. The Krivine Abstract Machine.

The Krivine abstract machine [2] (KAM) is a standard environment machine for Closed CbN.

We present the KAM in a rather “mixed” way: while we stick with terms with variable names,

we use de Bruijn indexes to retrieve closures stored inside the environment, as we now detail.

The KAM, defined in Fig. 1, records every 𝛽-redex that it encounters using two data structures,

the environment 𝑒 and the stack 𝜋. The basic idea is that, by saving encountered 𝛽-redexes in the

environment 𝑒, the machine can simply look up in 𝑒 for the argument of the binder 𝜆𝑥 whenever

encountering a variable occurrence 𝑥. This is found looking at the entry in the environment

corresponding to the de Bruijn index of 𝑥. The stack 𝜋 is used to collect encountered arguments

that still have to be paired to abstractions to form 𝛽-redexes, and then go into the environment

𝑒.

Closures, Stacks, and Environments. The mutually recursive grammars for closures and

environments, plus the independent one for stacks are defined in Fig. 1, together with the

definition of states. The idea is that every piece of code comes with an environment, forming a

closure, which is why environments and closures are mutually defined. We denote by 𝑆𝐾 the

set of KAM states.

Transitions, Initial and Final States. Initial states of the KAM are in the form 𝑠𝑡 :=
(𝑡, ⟨·⟩, 𝜖, 𝜖). The transitions of the KAM are in Fig. 1—their union is noted →KAM. The idea

is that the →sub transition looks in the environment for the argument of the variable under

evaluation. The KAM evaluates the term 𝑡 until the top abstraction of the weak head normal form

of 𝑡 is found, that is a run either never stops or ends in a state 𝑠 of the shape 𝑠 = (𝜆𝑥.𝑢, 𝐶, 𝑒, 𝜖).
This is guaranteed by the fact that terms are closed and the standard (but omitted) invariant



Logged Positions Directions Tapes

𝑙 ::= ◇
⃒⃒
(𝜆𝑥.𝐶𝑛, 𝐿𝑛+1) 𝑑 ::= ↓

⃒⃒
↑ 𝑇 ::= 𝜖

⃒⃒
∙ · 𝑇

⃒⃒
∘ · 𝑇

⃒⃒
𝑙 · 𝑇

Logs States

𝐿0 ::= 𝜖 𝐿𝑛+1 ::= 𝑙 · 𝐿𝑛 𝑞 ::= (𝑡, 𝐶, 𝐿, 𝑇, 𝑑)

Term Context Log Tape

𝑡𝑢 𝐶 𝐿 𝑇 →∙1
𝑡 𝐶⟨⟨·⟩𝑢⟩ 𝐿 ◇ · ∙ · 𝑇
𝜆𝑥.𝑡 𝐶 𝐿 𝑙 · ∙ · 𝑇 →∙2
𝑡 𝐶⟨𝜆𝑥.⟨·⟩⟩ 𝑙 · 𝐿 𝑇

𝑥 𝐶⟨𝜆𝑥.𝐷𝑛⟩ 𝐿𝑛 · 𝑙 · 𝐿 𝑙′ · 𝑇 →var

𝜆𝑥.𝐷𝑛⟨𝑥⟩ 𝐶 𝐿 𝑙 · ∘ · (𝜆𝑥.𝐷𝑛, 𝐿𝑛·𝑙′) · 𝑇
𝜆𝑥.𝐷𝑛⟨𝑥⟩ 𝐶 𝐿 𝑙 · ∘ · (𝜆𝑥.𝐷𝑛, 𝐿𝑛·𝑙′) · 𝑇 →bt2

𝑥 𝐶⟨𝜆𝑥.𝐷𝑛⟩ 𝐿𝑛 · 𝑙 · 𝐿 𝑙′ · 𝑇

Figure 2: Data structures and ↓-transitions of the BIAM.

ensuring that on reachable states the level of the context equals the length of the environment,

so that the KAM never gets stuck on a →sub transition.

Theorem 2.1 ([2]). The KAM implements Closed Call-by-Name.

3. The Boring Interaction Abstract Machine

In this section we define the Boring Interaction Abstract Machine (BIAM). We follow [9]

and define it directly on 𝜆-terms. As we have already said, the main difference is that here

we translate 𝜆-terms according to the call-by-value (or “boring”) Girard’s translation. This

means that—with respect to the linear logic representation of a 𝜆-term—boxes always enclose

𝜆-abstractions.

A Bird’s Eye View of the BIAM. Intuitively, the behavior of the BIAM can be seen as that

of a token that travels around the syntax tree of the program under evaluation. Similarly to the

KAM, it looks for the head variable of a term, but without storing the encountered 𝛽-redexes

in an environment. When it finds the head variable, the BIAM looks for the argument which

should replace it, because having no environment it cannot simply look it up. These two search

mechanisms are realized by two different phases and directions of exploration of the code,

noted ↓ and ↑. The functioning is actually more involved because there is also a backtracking

mechanism, requiring to save and manipulate code positions in the token. Last, the machine

never duplicates the code, but it distinguishes different uses of a same code (position) using logs.

Unfortunately, there are no easy intuitions about how logs handle the different uses.

BIAM States. The BIAM travels on a 𝜆-term 𝑡 carrying some data structures, defined in Fig. 2,

which store information about the computation and determine the next transition to be applied.



Term Context Log Tape Term Context Log Tape

𝑡 𝐶⟨⟨·⟩𝑢⟩ 𝐿 ◇ · ∙ · 𝑇 →∙3 𝑡𝑢 𝐶 𝐿 𝑇

𝑡 𝐶⟨𝜆𝑥.⟨·⟩⟩ 𝑙 · 𝐿 𝑇 →∙4 𝜆𝑥.𝑡 𝐶 𝐿 𝑙 · ∙ · 𝑇
𝑡 𝐶⟨⟨·⟩𝑢⟩ 𝐿 ◇ · ∘ · 𝑇 →arg 𝑢 𝐶⟨𝑡⟨·⟩⟩ 𝐿 𝑇

𝑢 𝐶⟨𝑡⟨·⟩⟩ 𝐿 𝑇 →bt1 𝑡 𝐶⟨⟨·⟩𝑢⟩ 𝐿 ◇ · ∘ · 𝑇

Figure 3: ↑-transitions of the Boring Interaction Abstract Machine.

A key point is that navigation is done locally, moving only between adjacent positions.
1

The

BIAM also has a direction of navigation that is either ↓ or ↑ (pronounced down and up). The

token carries two stacks, called log and tape, whose main components are logged positions.

Roughly, a log is a trace of the relevant positions in the history of a computation. A logged

position is either an occurrence of a distinguished symbol ◇ (representing a dereliction in linear

logic jargon), or a position plus a log, meant to trace the history that led to that position. Logs

and logged positions are then defined by mutual induction, as it was the case for closures and

environments in the KAM. We use · also to concatenate logs, writing, e.g., 𝐿𝑛 · 𝐿, using 𝐿 for a

log of unspecified length. The tape 𝑇 is a list of logged positions plus occurrences of the special

symbols ∙ and ∘, needed to record the crossing of abstractions and applications. A state of the

machine is given by a position, a log 𝐿 and a tape 𝑇 , together with a direction. Initial states

have the form 𝑞𝑡 := (𝑡, ⟨·⟩, 𝜖, ◇).2 Directions are often omitted and represented via colors and

underlining: ↓ is represented by a red and underlined code term, ↑ by a blue and underlined

code context. We denote by 𝑄 the set of BIAM states.

Transitions. Intuitively, the machine evaluates the term 𝑡 until the head abstraction of its

head normal form is found. The transitions of the BIAM are split into two groups, ↓-transitions,

which depend on the structure of the code term, in Fig. 2, and ↑-transitions, which depend on

the structure of the code context, in Fig. 3. Their union is noted →BIAM. The idea is that ↓-states

(𝑡, 𝐶, 𝐿, 𝑇 ) are queries about the head variable of (the head normal form of) 𝑡 and ↑-states

(𝑡, 𝐶, 𝐿, 𝑇 ) are queries about the argument of an abstraction.

Simple Properties. The BIAM satisfies several nice properties which can be proved just by

examining the transition rules. If we consider it as an automaton it is bi-deterministic, i.e. it is

deterministic and reversible. Moreover, the tape satisfies a FIFO stack policy.

Proposition 3.1 (Reversibility and Pumping). If 𝑞1 →BIAM 𝑞2, then:

1. 𝑞⊥2 →BIAM 𝑞⊥1 , where 𝑞⊥ is 𝑞 with inverted direction.

2. 𝑞1 + 𝑇 →BIAM 𝑞2 + 𝑇 , where if 𝑞 has tape 𝑇 , then 𝑞 + 𝑇 ′
has tape 𝑇 · 𝑇 ′

.

1

Note that also the transition from the variable occurrence to the binder in →var and →bt2 are local if 𝜆-terms are

represented by implementing occurrences as pointers to their binders, as in the proof net representation of 𝜆-terms,

upon which some concrete implementation schemes are based, see [31].

2

Initial non-empty states could seem weird at first. However, they have a natural linear logical interpretation. In the

call-by-value translation values are always !-boxed, and derelictions are needed to open such boxes. The symbol ◇
indeed represents a dereliction, i.e. a query to open a box, thus needed also in the initial state.



If we restrict ourselves to reachable states, we are able to establish some properties about

them, by induction on the initial run that leads to them.

Proposition 3.2 (Invariants). If (𝑡, 𝐶𝑛, 𝐿, 𝑇, 𝑑) is a reachable BIAM state, then:

1. 𝑇 satisfies the regular expression (𝑙·(∙ | ∘))*·𝑙.
2. |𝐿| = 𝑛.

These two invariants together guarantee that the BIAM is never blocked on the transition

→var. A much stronger (and way more involved) invariant that we are going to present in the

next section guarantees that the BIAM can only be blocked on states of the form (𝜆𝑥.𝑡, 𝐶, 𝐿, 𝑙),
which therefore is the only possible shape of final states.

4. Jumping is not Boring

This section presents the main technical result of this paper, namely that adding jumps (in the

sense of Danos and Regnier [8]) to the BIAM turns the resulting machine into a device which is

bisimilar to the KAM. While this result is only sketched in [8], here we give a formal proof that

jumps are actually shortcuts over the BIAM path, and thus that the KAM can be simulated by

the BIAM.

Jumps. We have already stressed that each transition of the BIAM is local. This means that at

each step the token moves to positions which are adjacent to the previous ones in the syntax

tree of the 𝜆-term under evaluation. This is not the case for the KAM. Indeed, the transition

→sub moves the focus of the evaluation to an arbitrary position of the term. We call these

non-local transitions jumps. Of course, jumps are possible because during the already carried

out computation some positions have been saved. In particular, one could see a similar pattern

between the BIAM transition →∙1 (or →∙2) and the KAM transition →sea (or →𝛽). Ignoring the

constant ∙ (which is not needed in the KAM, although it could be straightforwardly added), their

difference lies in the fact that in transition →sea the dereliction constant ◇ (and in transition

→𝛽 a generic logged position 𝑙) have been substituted by a closure 𝑐, that saves the encountered

arguments (together with their respective environments). These closures are then used in the

jump of transition →sub.

The Boring Jumping Abstract Machine. We formalize the intuition above by defining the

Boring Jumping Abstract Machine (BJAM), in Fig. 4. One could already notice the (bi-)similarity

with the KAM, this is why we have kept the same transition names. Consistently with the

BIAM, initial BJAM states have the form (𝑡, ⟨·⟩, 𝜖, 𝑐0), where 𝑐0 is a dummy closure, and final

states have the shape (𝜆𝑥.𝑡, 𝐶, 𝑒, 𝑙). We denote by 𝑆𝐽 the set of BJAM states. This machine is

obtained from the BIAM by making just two small adjustments. (i) Saving a closure in transition

→∙1 instead of putting simply a ◇; and (ii) jumping in transition →var to the argument stored in

the right closure (as in the KAM). With these two modifications, one immediately notices that

↑-transitions are no more needed. Indeed, since the initial states are of ↓-direction and without

any ∘, ↑-states are no more reachable (and the →bt2 transition is never fired). Please notice that

closures here, and differently from the KAM, can be surrounded by arbitrary logged contexts.

Indeed closures can be pushed deep inside at arbitrary depth by the BJAM transition →sub.



Closures Environments Stacks States

𝑐 ::= (𝑡, 𝐶, 𝑒) 𝑒0 ::= 𝜖 𝑒𝑛+1 ::= 𝑙·𝑒𝑛 𝜋 ::= 𝜖
⃒⃒
∙·𝜋

⃒⃒
𝑙·𝜋 𝑠 ::= (𝑡, 𝐶, 𝑒, 𝜋)

Logged Contexts Logged Closures

𝐸 ::= ⟨·⟩
⃒⃒
(𝜆𝑥.𝐶𝑛, 𝑒𝑛·𝐸) 𝑙 ::= 𝐸⟨𝑐⟩

Trm Ctx Env Stack T Ctx Env Stack

𝑡𝑢 𝐶 𝑒 𝜋 →sea 𝑡 𝐶⟨⟨·⟩𝑢⟩ 𝑒 (𝑢,𝐶⟨𝑡⟨·⟩⟩, 𝑒)· ∙ ·𝜋
𝜆𝑥.𝑡 𝐶 𝑒 𝑙· ∙ ·𝜋 →𝛽 𝑡 𝐶⟨𝜆𝑥.⟨·⟩⟩ 𝑙·𝑒 𝜋

𝑥 𝐶⟨𝜆𝑥.𝐷𝑛⟩ 𝑒𝑛·𝐸⟨𝑡, 𝐶 ′, 𝑒′⟩·𝑒 𝑙·𝜋 →sub 𝑡 𝐶 ′ 𝑒′ (𝜆𝑥.𝐷𝑛, 𝑒𝑛·𝑙)·𝜋

Figure 4: Data structures and transitions of the Boring Jumping Abstract Machine.

Organizing the Zoo. At this point we have defined three different machines: the KAM,

the BIAM, and the BJAM. We now aim at understanding the relationship between them, in

particular comparing their efficiency. More specifically, we want to prove that (i) the BJAM

saves some steps over the BIAM; and (ii) the BJAM is strongly bisimilar to the KAM. But first,

we briefly illustrate how the three machines compute with a small example.

Example 4.1. We consider the term 𝑡 := (𝜆𝑥.𝑥)(𝜆𝑦.𝑦). The BJAM, the BIAM, and the KAM

complete runs are as follows (where 𝐶 := (𝜆𝑥.𝑥)⟨·⟩ and 𝐼 := 𝜆𝑦.𝑦):

(𝑡, ⟨·⟩, 𝜖, 𝑐0) →2
BJAM

(𝑥, (𝜆𝑥.⟨·⟩)(𝜆𝑦.𝑦), (𝐼, 𝐶, 𝜖), 𝑐0) →BJAM (𝐼, 𝐶, 𝜖, (𝜆𝑥.⟨·⟩, 𝑐0))
(𝑡, ⟨·⟩, 𝜖, ◇) →2

BIAM
(𝑥, (𝜆𝑥.⟨·⟩)(𝜆𝑦.𝑦), ◇, ◇) →2

BIAM
(𝐼, 𝐶, 𝜖, (𝜆𝑥.⟨·⟩, ◇))

(𝑡, ⟨·⟩, 𝜖, 𝜖) →2
KAM

(𝑥, (𝜆𝑥.⟨·⟩)(𝜆𝑦.𝑦), (𝐼, 𝐶, 𝜖), 𝜖) →KAM (𝐼, 𝐶, 𝜖, 𝜖)

The reader can immediately notice that the BJAM somehow subsumes both the BIAM and the

KAM. From BJAM states one obtains BIAM states by turning all closures into ◇, and, in a dual

way, one obtains KAM states by removing all the logged contexts surrounding closures.

Improvements, Abstractly. We formalize the intuition above through a bisimulation-like

argument. In particular, we need to prove that BJAM jumps can be simulated by (possibly many)

BIAM transitions. We use the abstract framework of improvements, already setup in [9].

Definition 4.2 (Improvements). Given two abstract machines with sets of states 𝑄 and 𝑆, a

relation ℛ ⊆ 𝑄× 𝑆 is an improvement if given (𝑞, 𝑠) ∈ ℛ the following conditions hold:

1. Final state right: if 𝑠 ∈ 𝑆 is a final state, then 𝑞 →𝑛 𝑞′, for some final state 𝑞′ ∈ 𝑄 and

𝑛 ≥ 0.

2. Transition left: if 𝑞 ∈ 𝑄 and 𝑞 → 𝑞′, then there exists 𝑞′′ ∈ 𝑄 and 𝑠′ ∈ 𝑆 such that

𝑞′ →𝑚 𝑞′′, 𝑠 →𝑛 𝑠′, 𝑞′′ℛ𝑠′ and 𝑛 ≤ 𝑚+ 1.

3. Transition right: if 𝑠 ∈ 𝑆 and 𝑠 → 𝑠′, then there exists 𝑞′ ∈ 𝑄 and 𝑠′′ ∈ 𝑆 such that

𝑞 →𝑚 𝑞′, 𝑠′ →𝑛 𝑠′′, 𝑞′ℛ𝑠′′ and 𝑚 ≥ 𝑛+ 1.

What improves along an improvement is the number of transitions required to reach a final

state, if any.



Proposition 4.3 ([9]). Let ℛ ⊆ 𝑄× 𝑆 be an improvement, and 𝑞ℛ𝑠. Then:

1. (Non) Termination: 𝑞 →* 𝑞′ with 𝑞′ final if and only if 𝑠 →* 𝑠′ with 𝑠′ final.

2. Improvement: |𝑞| ≥ |𝑠|, where |𝑎| is the length of the run from 𝑎 to a final state, if any, and

+∞ otherwise.

Relating the BIAM and the BJAM. The main difficulty in relating BIAM and BJAM runs

lies in proving that BJAM jumps can be simulated by the BIAM. To do so, we first define a

translation (·)𝐼 : 𝑆𝐽 → 𝑄, from BJAM states to BIAM states (and extended to all of their

components) as follows:

(𝑡, 𝐶, 𝑒, 𝜋)𝐼 := (𝑡, 𝐶, 𝑒𝐼 , 𝜋𝐼) (𝑙 · 𝑒)𝐼 := 𝑙𝐼 · 𝑒𝐼 (𝜖)𝐼 := 𝜖

(𝑙 · 𝜋)𝐼 := 𝑙𝐼 · 𝜋𝐼 (∙ · 𝜋)𝐼 := ∙ · 𝜋𝐼 ⟨·⟩𝐼 := ⟨·⟩
(𝜆𝑥.𝐶𝑛, 𝑒𝑛·𝐸)𝐼 := (𝜆𝑥.𝐶𝑛, (𝑒𝑛)

𝐼 ·𝐸𝐼) 𝐸⟨𝑐⟩𝐼 := 𝐸𝐼⟨◇⟩

Then, we define the relation ≻⊆ 𝑄× 𝑆𝐽 that we want to prove being an improvement as:

𝑞 ≻ 𝑠 if and only if 𝑞 and 𝑠 are reachable and 𝑞 = 𝑠𝐼

It is immediate to show that initial states (on the same term) are related: indeed we have that

(𝑡, ⟨·⟩, 𝜖, (𝑡, ⟨·⟩, 𝜖))𝐼 = (𝑡, ⟨·⟩, 𝜖, ◇). At this point, one has to prove that the relation ≻ satisfies

Definition 4.2. One would like to proceed examining all the transitions of the BJAM, and while

transitions →sea, and →𝛽 are easy to reason about, there is no easy way to handle transition

→sub. Indeed, while the BJAM performs a jump, the BIAM performs a (possibly very long) series

of transitions. To solve this issue, we resort to proving a very strong invariant that somehow

relates BJAM and BIAM states.

The Exhaustible Invariant. We lift the technique introduced by Accattoli et al. in [9], dubbed

exhaustibility, to the BIAM and the BJAM. The technique being technically involved, some

preliminary technical definitions are needed. The idea is that every closure 𝑐 in a reachable

BJAM state 𝑠 can be tested. The test is passed if the BIAM state corresponding to 𝑐𝐼 can be

reached from 𝑠𝐼 . Then, in order for the induction to work, the exhaustibility predicate has to be

strengthened, requiring also the target state to be exhaustible. We first define test states for the

stack and the environment.

Definition 4.4 (Stack tests). Let 𝑠 = (𝑡, 𝐶, 𝑒, 𝜋) be an BJAM state. Then, the BIAM state

𝑞𝑐 := (𝑡, 𝐶, 𝑒𝐼 , (𝜋′)𝐼 · 𝐸𝐼⟨◇⟩ · ∘) is a stack test for 𝑠 of focus 𝑐 for each decomposition 𝜋 =
𝜋′ · 𝐸⟨𝑐⟩ · 𝜋′′ · 𝑙′ of the stack.

Definition 4.5 (Environment tests). Let 𝑠 = (𝑡, 𝐶⟨𝜆𝑥.𝐷𝑛⟩, 𝑒𝑛·𝐸⟨𝑐⟩·𝑒, 𝜋) be an BJAM state.

Then, the BIAM state 𝑞𝑐 := (𝜆𝑥.𝐷𝑛⟨𝑡⟩, 𝐶, 𝑒𝐼 , 𝐸𝐼⟨◇⟩ · ∘) is an environment test for 𝑠 of focus 𝑐.

Each closure naturally defines a BJAM state.

Definition 4.6 (State induced by a closure). Given a closure 𝑐 := (𝑡, 𝐶, 𝑒), the BJAM state 𝑠𝑐
induced by 𝑐 is defined as 𝑠𝑐 := (𝑡, 𝐶, 𝑒, 𝜖).



Then we are able to give a formal definition of exhaustible states, based on the previously

defined notions.

Definition 4.7 (Exhaustible states). ℰ is the smallest set of those BJAM states 𝑠 such that for

any stack or environment test 𝑞𝑐 of 𝑠 of focus 𝑐, there exists a BIAM run 𝜌 : 𝑞𝑐 →+
𝜆IAM (𝑠𝑐)

𝐼

such that 𝑠𝑐 ∈ ℰ .

Now, by induction on the length of the run, we can prove that all reachable BJAM states are

actually exhaustible.

Lemma 4.8. Let 𝑠 be a reachable BJAM state. Then 𝑠 is exhaustible.

Proof. We proceed by induction on the length 𝑛 of the run that leads to 𝑠. If 𝑛 = 0, the statement

is trivially true. We consider the different cases relative to the inductive step.

• Application:

𝑠′ = (𝑡𝑢, 𝐶, 𝑒, 𝜋) →sea (𝑡, 𝐶⟨⟨·⟩𝑢⟩, 𝑒, (𝑢,𝐶⟨𝑡⟨·⟩⟩, 𝑒) · ∙ · 𝜋) = 𝑠

– Environment tests: by i.h., since they are the same of those of 𝑠′.

– Stack tests: the first stack test of 𝑠 is 𝑞𝑐 = (𝑡, 𝐶⟨⟨·⟩𝑢⟩, 𝑒𝐼 , ◇ · ∘), where 𝑐 =
(𝑢,𝐶⟨𝑡⟨·⟩⟩, 𝑒). It is positive since

(𝑡, 𝐶⟨⟨·⟩𝑢⟩, 𝑒𝐼 , ◇ · ∘) →arg (𝑢,𝐶⟨𝑡⟨·⟩⟩, 𝑒𝐼 , 𝜖) = (𝑠𝑐)
𝐼

𝑠𝑐 does not have any stack test and its environment tests are the same as those of 𝑠′,
hence positive by i.h.. For all the other stack tests 𝑞𝑐′ of 𝑠 of focus 𝑐′, we have

𝑞𝑐′ = (𝑡, 𝐶⟨⟨·⟩𝑢⟩, 𝑒𝐼 , ◇ · ∙ · (𝜋′)𝐼 ·𝐸𝐼⟨◇⟩ · ∘) →∙3 (𝑡𝑢, 𝐶, 𝑒𝐼 , (𝜋′)𝐼 ·𝐸𝐼⟨◇⟩ · ∘) = 𝑞′𝑐′

where 𝜋′ ·𝐸⟨𝑐′⟩ is a proper prefix of 𝜋. Please note that 𝑞′𝑐′ is a stack test of 𝑠′, and

hence positive by i.h..

• Abstraction:

𝑠′ = (𝜆𝑥.𝑡, 𝐶, 𝑒, 𝑙 · ∙ · 𝜋) →𝛽 (𝑡, 𝐶⟨𝜆𝑥.⟨·⟩⟩, 𝑙 · 𝑒, 𝜋) = 𝑠

– Environment tests: environment tests of 𝑠 are those of 𝑠′ plus (𝜆𝑥.𝑡, 𝐶, 𝑒𝐼 , 𝑙𝐼 · ∘),
which is the first (from the left) stack test of 𝑠′, and hence positive by i.h..

– Stack tests: all stack tests of 𝑠 of focus 𝑐 rewrite in one step to stack tests of 𝑠′,
positive by i.h.. In fact:

(𝑡, 𝐶⟨𝜆𝑥.⟨·⟩⟩, 𝑙𝐼 · 𝑒𝐼 , (𝜋′)𝐼 · 𝐸𝐼⟨◇⟩ · ∘) →∙4 (𝜆𝑥.𝑡, 𝐶, 𝑒𝐼 , 𝑙𝐼 · ∙ · (𝜋′)𝐼 · 𝐸𝐼⟨◇⟩ · ∘)

where 𝜋′ · 𝐸⟨𝑐⟩ is a proper prefix of 𝜋.

• Variable:

𝑠′ = (𝑥,𝐶⟨𝜆𝑥.𝐷𝑛⟩, 𝑒𝑛 · 𝐸⟨𝑡, 𝐶 ′, 𝑒′⟩ · 𝑒, 𝑙 · 𝜋) →var (𝑡, 𝐶
′, 𝑒′, (𝜆𝑥.𝐷𝑛, 𝑒𝑛·𝑙) · 𝜋) = 𝑠



– Environment tests: since 𝑠′ is exhaustible by i.h., we have that its environment test

𝑞𝑐 relative to 𝑐 := (𝑡, 𝐶 ′, 𝑒′)

𝑞𝑐 := (𝜆𝑥.𝐷𝑛⟨𝑥⟩, 𝐶, 𝑒𝐼 , 𝐸𝐼⟨◇⟩ · ∘) →+
𝜆IAM (𝑠𝑐)

𝐼 := (𝑡, 𝐶 ′, 𝑒′, 𝜖)𝐼

and 𝑠𝑐 is exhaustible. Please note that its environment tests are positive. Thus, also

environment tests of 𝑠 are positive since they are the same of 𝑠𝑐.

– Stack tests: we have two cases. First we consider the stack test relative to the leftmost

position (𝜆𝑥.𝐷𝑛, 𝑒𝑛·𝑙), i.e.:

(𝑡, 𝐶 ′, (𝑒′)𝐼 , (𝜆𝑥.𝐷𝑛, 𝑒
𝐼
𝑛·𝑙𝐼) · ∘)

From the point above, by reversibility and pumping (𝜆𝑥.𝐷𝑛, 𝑒
𝐼
𝑛·𝑙𝐼) · ∘, we have:

(𝑡, 𝐶 ′, (𝑒′)𝐼 , (𝜆𝑥.𝐷𝑛, 𝑒
𝐼
𝑛·𝑙𝐼)·∘) →+

𝜆IAM (𝜆𝑥.𝐷𝑛⟨𝑥⟩, 𝐶, 𝑒𝐼 , 𝐸𝐼⟨◇⟩·∘·(𝜆𝑥.𝐷𝑛, 𝑒
𝐼
𝑛·𝑙𝐼)·∘)

Now,

(𝜆𝑥.𝐷𝑛⟨𝑥⟩, 𝐶, 𝑒𝐼 , 𝐸𝐼⟨◇⟩·∘·(𝜆𝑥.𝐷𝑛, 𝑒
𝐼
𝑛·𝑙𝐼)·∘) →bt2 (𝑥,𝐶⟨𝜆𝑥.𝐷𝑛⟩, 𝑒𝐼𝑛·𝐸𝐼⟨◇⟩·𝑒𝐼 , 𝑙𝐼 ·∘)

and this last state is the leftmost stack test of 𝑠′, hence positive by i.h..

The same method can be used for all the other stack tests of the form

(𝑡, 𝐶 ′, (𝑒′)𝐼 , (𝑥, 𝜆𝑥.𝐷𝑛, 𝑒
𝐼
𝑛·𝑙𝐼) · (𝜋′)𝐼 · (𝑙′)𝐼 · ∘)

where 𝜋′ · 𝑙′ is a proper prefix of 𝜋 (of course pumping (𝜆𝑥.𝐷𝑛, 𝑒
𝐼
𝑛·𝑙𝐼) ·(𝜋′)𝐼 ·(𝑙′)𝐼 ·∘).

Example 4.9. Being the invariant and the related definitions hard to grasp, we

provide an example of application. We consider the reachable BJAM state

(𝑥, (𝜆𝑥.⟨·⟩)(𝜆𝑦.𝑦), (𝜆𝑦.𝑦, (𝜆𝑥.𝑥)⟨·⟩, 𝜖), 𝑐0), seen in Example 4.1. It has one environment test,

namely (𝜆𝑥.𝑥, ⟨·⟩(𝜆𝑦.𝑦), 𝜖, ◇ · ∘), of focus 𝑐 := (𝜆𝑦.𝑦, (𝜆𝑥.𝑥)⟨·⟩, 𝜖). The BJAM state induced

by 𝑐 is 𝑠𝑐 := (𝜆𝑦.𝑦, (𝜆𝑥.𝑥)⟨·⟩, 𝜖, 𝜖), and indeed we have that:

(𝜆𝑥.𝑥, ⟨·⟩(𝜆𝑦.𝑦), 𝜖, ◇ · ∘) →arg (𝜆𝑦.𝑦, (𝜆𝑥.𝑥)⟨·⟩, 𝜖, 𝜖) = (𝑠𝑐)
𝐼

We use Lemma 4.8 to prove the following key proposition, that establishes the simulation of

the BJAM by the BIAM.

Proposition 4.10. ≻ is an improvement.

Proof. We need to verify all points of Definition 4.2. Point 1 (final state right) is immediate.

Indeed if 𝑞 ≻ 𝑠 and 𝑠 is final, i.e. in the form 𝑠 := (𝜆𝑥.𝑡, 𝐶, 𝑒, 𝑙), then also 𝑞 := (𝜆𝑥.𝑡, 𝐶, 𝑒𝐼 , 𝑙𝐼)
is a final state.

We prove point 2 and 3 together. We proceed by analysing the shape of 𝑠.



• Case →sea. The following diagram proves this case.

(𝑡𝑢, 𝐶, 𝑒𝐼 , 𝜋𝐼) ≻ (𝑡𝑢, 𝐶, 𝑒, 𝜋)

↓∙1 ↓sea

(𝑡, 𝐶⟨⟨·⟩𝑢⟩, 𝑒𝐼 , ◇· ∙ ·𝜋𝐼) ≻ (𝑡, 𝐶⟨⟨·⟩𝑢⟩, 𝑒, (𝑢,𝐶⟨𝑡⟨·⟩⟩, 𝑒)· ∙ ·𝜋)

• Case →𝛽 . The following diagram proves this case.

(𝜆𝑥.𝑡, 𝐶, 𝑒𝐼 , 𝑙𝐼 · ∙ ·𝜋𝐼) ≻ (𝜆𝑥.𝑡, 𝐶, 𝑒, 𝑙· ∙ ·𝜋)
↓∙2 ↓𝛽

(𝑡, 𝐶⟨𝜆𝑥.⟨·⟩⟩, 𝑙𝐼 ·𝑒𝐼 , 𝜋𝐼) ≻ (𝑡, 𝐶⟨𝜆𝑥.⟨·⟩⟩, 𝑙·𝑒, 𝜋)

• Case →sub. We need to close the following diagram:

(𝑥,𝐶⟨𝜆𝑥.𝐷𝑛⟩, (𝑒𝑛)𝐼 ·𝐸𝐼⟨◇⟩·𝑒𝐼 , 𝑙𝐼 ·𝜋𝐼) ≻ (𝑥,𝐶⟨𝜆𝑥.𝐷𝑛⟩, 𝑒𝑛·𝐸⟨𝑡, 𝐶′, 𝑒′⟩·𝑒, 𝑙·𝜋)
↓var ↓sub

(𝜆𝑥.𝐷𝑛⟨𝑥⟩, 𝐶, 𝑒𝐼 , 𝐸𝐼⟨◇⟩·∘·(𝜆𝑥.𝐷𝑛, (𝑒𝑛)
𝐼 ·𝑙𝐼)·𝜋𝐼) (𝑡, 𝐶′, 𝑒′, (𝜆𝑥.𝐷𝑛, 𝑒𝑛·𝑙)·𝜋)

Since 𝑠 is reachable, and hence exhaustible by Lemma 4.8, we apply the definition of

exhaustible state to the environment closure (𝑡, 𝐶 ′, 𝑒′). This means that we have the

sequence of reductions:

𝑞𝑐 := (𝜆𝑥.𝐷𝑛⟨𝑡⟩, 𝐶, 𝑒𝐼 , 𝐸𝐼⟨◇⟩ · ∘) →+
BIAM

(𝑡, 𝐶 ′, (𝑒′)𝐼 , 𝜖)

which, pumping (𝜆𝑥.𝐷𝑛, (𝑒𝑛)
𝐼 ·𝑙𝐼)·𝜋𝐼

, allows us to close the diagram.

Relating the BJAM and the KAM. We have related the BIAM and the BJAM. What is left is

then to relate the BJAM and the KAM. Intuitively, BJAM states are just KAM states decorated

with logged contexts. Moreover, the two machines morally behave the same. Indeed, logged

contexts are never used by the BJAM, because in transition →sub they are just thrown away

from the environment. This is why the proof of improvement (actually a strong bisimulation)

between the BJAM and the KAM is easy. As before, we first define a translation (·)𝐾 : 𝑆𝐽 → 𝑆𝐾 ,

from BJAM states to KAM states (and extended to all of their components) that just ignores

logged contexts, the rightmost dummy closure in the stack, and the ∙ symbol, as follows:

(𝑡, 𝐶, 𝑒, 𝜋·𝑙)𝐾 := (𝑡, 𝐶, 𝑒𝐾 , 𝜋𝐾) (𝑙 · 𝑒)𝐾 := 𝑙𝐾 · 𝑒𝐾 (𝜖)𝐾 := 𝜖

(𝑙 · 𝜋)𝐾 := 𝑙𝐾 · 𝜋𝐾 (∙ · 𝜋)𝐾 := 𝜋𝐾 𝐸⟨𝑐⟩𝐾 := 𝑐

Then, we define the relation ≃⊆ 𝑆𝐽 × 𝑆𝐾 that we want to prove being an improvement as:

𝑠 ≃ 𝑟 if and only if 𝑠 and 𝑟 are reachable and 𝑟 = 𝑠𝐾

We immediately observe that ≃ is an improvement (actually a strong bisimulation).

Proposition 4.11. The BJAM and the KAM are strongly bisimilar.



Then, we can state our main result, namely that the BIAM can simulate the KAM.

Theorem 4.12. There is an improvement between the BIAM and the KAM.

Proof. Since the composition of two improvements is again an improvement, the desired im-

provement is ≻;≃.

Corollary 4.13. The BIAM implements Closed Call-by-Name.

Proof. Since improvements preserve (non)termination (Lemma 2).

5. Further Remarks

We have analyzed the relationship between the BIAM, the BJAM, and the KAM. We use this

section to clarify some points that we have (intentionally) overlooked, and that we leave for

further work.

Relationship with the IAM. The reader may wonder what is the relationship between the

BIAM and the IAM obtained through the call-by-name translation of intuitionistic logic inside

linear logic. A simple inspection of the transitions rules of the BIAM reveals that the two

machines are likely to be strongly bisimilar. However, it is not clear whether and how it is

possible to prove the correspondence directly, i.e. by exhibiting a concrete strong bisimulation

between the states of the two machines, which are indeed very different. The length of the log

is in fact equal to the depth of the code context, which is defined in a different way in the two

translations. This question has to do with the intimate nature of the two translations, and is

thus intriguing.

Call-by-Value Adequacy and Intersection Types. In [13], Accattoli and coauthors have

established a tight correspondence (a sort of isomorphism) between the IAM run on a term

𝑡, and the (non-idempotent) intersection type derivation for 𝑡 itself. It seems then natural to

extend that correspondence to the “boring” case. Unfortunately, things are not straightforward.

Indeed, the non-idempotent intersection type system obtained from the call-by-value translation

is adequate for call-by-value evaluation (as one would expect), while here we have proved that

the BIAM is adequate for call-by-name. We think that types could help in better understanding

this mismatch, which deserves to be better studied.

6. Conclusions

With this paper we have clarified some obscure points in the relationship between Krivine’s

abstract machine, the call-by-value (or “boring”) Girard’s translation of intuitionistic logic inside

linear logic, and Girard’s geometry of interaction. The connection between these three concepts

was already considered by Danos and Regnier in [8], but without detailed proofs, and relying

on the graphical syntax of linear logic proof-nets. Our exposition instead is fully formal and

does not require any prerequisite but the familiarity with the 𝜆-calculus.
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