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Humans have been able to tackle biosphere complexities by acting as ecosystem engineers, pro-
foundly changing the flows of matter, energy and information. This includes major innovations that
allowed to reduce and control the impact of extreme events. Modelling the evolution of such adap-
tive dynamics can be challenging given the potentially large number of individual and environmental
variables involved. This paper shows how to address this problem by using fire as the source of ex-
treme events. We implement a simulated environment where fire propagates on a spatial landscape,
and a group of artificial agents learn how to harvest and exploit trees while avoiding the damaging
effects of fire spreading. The agents need to solve a conflict to reach a group-level optimal state:
while tree harvesting reduces the propagation of fires, it also reduces the availability of resources
provided by trees. It is shown that the system displays two major evolutionary innovations that
end up in an ecological engineering strategy that favours high biomass along with the suppression
of large fires. The implications for potential A.I. management of complex ecosystems are discussed.

I. INTRODUCTION

The term ”extreme event” is becoming a common de-
scription of a broad class of unanticipated natural events
that can have disproportionate social, economic and eco-
logical impacts. This term has been used in very different
contexts, including mass extinctions [1], earthquakes and
volcanic eruptions, and other natural hazards [2] as well
as economic crashes [3]. In all these cases, the events
occur over a very short time scale compared with that of
the baseline dynamics. Because of how they can impact
our lives, predicting these unlikely events has been a ma-
jor source of research. The ability to predict an event
boils down to whether the underlying system is governed
by deterministic rather than stochastic dynamical pat-
terns. If predictability is limited, an alternative path to
deal with these rare events is to adapt to them using ac-
tive strategies that reduce their impact or even suppress
them. In this paper, we explore the latter.

Because of the accelerated pace of climate change,
mega-fires, devastating floods and droughts jeopardise
essential services and infrastructures, from agriculture to
biodiversity. These events are expected to become more
common in the coming decades [4]. Along with changes in
energy use, novel agroforestry practices and conservation
policies, intervention scenarios also need to be considered
[5] that take into account the complex, multiscale nature
of the problem in space and time [6, 7].

*Corresponding author: ricard.sole@upf.edu

The uncertainty associated with environmental fluctu-
ations is far from new to humans. Our ecological success
is due to a combination of features favouring developing a
culturally evolved cooperative social environment [8]. In
this way, humans became unique in interacting with the
environment. Tool making and social intelligence paved
the way for an unprecedented transformation of the bio-
sphere, with humans becoming large-scale ecosystem en-
gineers [9] 1. e. a species having a major impact on the
flows of energy and matter [10]. Agriculture for exam-
ple, can be understood as a powerful way of reducing
environmental uncertainty [11]. Similarly, the emergence
of urban environments profoundly changed our relation-
ship with nature and its uncertainties [12]. How do these
major innovations occur? Moreover, for a given fluctuat-
ing environment, what role does learning play in finding
efficient outcomes?

A central problem, in general, is finding emergent
solutions to environmental challenges, such as resource
scarcity and the impact of extreme events. A range
of theoretical approaches, including agent-based mod-
els [13-15], computational ecologies [16-18], game theory
[19-21] to statistical physics [22], have shown that robust
adaptive behaviour emerges from conflicting constraints
[23, 24]. Moreover, the study of future challenges asso-
ciated to climate change has also benefited from mod-
els that include humans and the environment altogether
[26, 70] and allow to understand the potential transi-
tions between dynamical states [27]. While some of these
models consider constant parameters, a great potential
for finding adaptive solutions come from coevolution be-
tween agents and their environments [28, 29]. Can such
evolution between agents and their environment allow
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FIG. 1: Forest fire dynamics in time and space. In figure (a) a typical time series of the number of burned sites in a forest
fire model (FFM) is displayed for a square lattice with L = 50 and parameters p = 0.003, f = 0.00003. The number of
sites burning (the fire size) shows marked bursting dynamics. Four spatial snapshots are shown in (b) associated with a fire
burst. Here, green, yellow and black correspond to trees, fires and ashes (empty sites) respectively. The basic set of rules is
summarized in (c) using black arrows. In our model, we add a set of Al agents whose interactions with the environment are
marked with grey arrows where positive and negative interactions are indicated as — and —, respectively. They benefit from
trees but get punished by fire spreading, and can modify tree density by harvesting trees. In (d) we summarize the levels
of interaction between forest fire dynamics and its control by neural agents. The bottom layer defines the observed spatial
pattern of states of the Forest Fire Model (FFM), which changes stochastically while can be affected by the action of agents
(middle layer) that have a limited observation range (indicated as a circle in the bottom layer) and can take decisions about
their movement and harvesting trees locally. Each agent (upper layer) makes decisions (implements an action policy, mapping
observed states to actions) by means of a convolutional neural network trained with Reinforcement Learning (RL). The RL
process eventually defines the behavioural pattern displayed by the agent, which translates into a set of potential actions

(LeftTurn, RightTurn, ForwardMove, Harvest) in response to the local environment.

finding strategies to deal with environmental extremes?

In this paper, we approach the previous questions by
considering a scenario where a set of artificial learning
agents interact with a forest where large fires can occur.
The agents can learn to exploit a finite set of resources
(gathered from trees) while dealing with the destructive
potential of forest fires (that require trees to propagate).
The dilemma here is quite obvious: a high fraction of tree
cover gives larger opportunities for harvesting but also al-
lows for large fires to occur. What kind of strategy can
balance this conflict? The case study chosen here allows
us to clearly define the constraints imposed by the envi-
ronment and the repertoire of tasks to be performed by
the agents. The choice of fire is grounded in its ecological
impact on a wide range of ecosystems all over the planet
and its role in human history [30, 31]. Fire burns ecosys-
tems acting as a major evolutionary force. At the same
time, its use by humans is connected to a major innova-
tion used by our species as a way of engineering the wild.
Here we approach the problem by using a hybrid model
that combines forest fire spreading with a set of artificial
learning agents that adapt to environmental conditions
and exploit resources while finding ways to control fire.
The outcome of the evolution of these agents is the emer-

gent cooperative management of flammable ecosystems
that provides both a higher tree yield together with a
marked fire reduction.

Agents will evolve as they interact and modify fire be-
haviour using reinforcement learning (RL) [32]. RL is one
of the key directions of Machine Learning and is playing
a major role in ongoing developments within Artificial
Intelligence (Al, see [33]), spanning multiple domains,
from game theory to advanced robotic tasks. In a nut-
shell, in RL, optimal strategies emerge within the lifetime
of an agent (both learner and decision-maker) who in-
teracts with an environment, giving rise to (cumulative)
rewards that the agent learns to maximise. When consid-
ered in a multi-agent context, where multiple RL agents
interact in a shared environment (Multi-Agent Reinforce-
ment Learning, MARL, [34]), RL provides a powerful ap-
proach to exploring social dilemmas [35] or the learning
and maintenance of social norms within societies [36].
As shown below, cooperative strategies emerge as agents
deal with fire, evolving different forms of exploiting re-
sources while protecting themselves from damage, first
using a simple herdingstrategy and later on developing
a more sophisticated one where decision-making depends
on a distributed management of the local environment.



Modelling the evolution of ecological control by a popu-
lation of agents requires two main components. The first
is a model of extreme environmental fluctuations pro-
vided by fire spread. We implement it using a minimal-
ist Forest Fire Model (FFM, [40, 41]) framework based
on cellular automata (CA), which have been successfully
used in many areas [37-39]. The second is the formaliza-
tion of a set of agents that learn how to respond to these
fluctuations while gathering resources from trees. We
implement it as a population of independent RL agents
navigating in a shared FFM environment and learning
from experience how to control behavior, without having
access to the observations, actions and rewards of the
others (decentralized MARL, [34-36]).

Spatial dynamics of fire. Fire spread is described
by means of the Forest Fire Model [40, 41] where a toy
description of fire spreading is applied to the states of
each site on a two-dimensional, L X L lattice 2. For
convenience we use periodic boundary conditions (i. e.
dynamics takes place on a torus). Each site r € Q €
Z? can be in three possible states, namely S(r) € ¥ =
{E,T,F}, where E denotes an empty cell, T a tree cell
and F' a fire cell. The state of the system, & will be
updated by means of three probabilistic events, namely:
(1) spontaneous burning of a tree, i. e. a transition

T F

at arate f, leading to a burning site (fire cell); (2) growth
of new trees from empty sites, i. e. with a probability p
we have

E-2 T

(3) The last rule allows fire propagation: if a given tree
has a neighbour that is a fire, it burns too. This means
a (deterministic) transition

T F

Hereafter, the set of neighbours I'(r) is defined by a von
Neumann neighborhood, i. e. the four nearest ones. For
our two-dimensional lattice, we haver = (¢,5) and I'(r) =
{(i£1,5), (G, 7+ 1)}

It can be shown (see SM section I, where SM refers
to the Supplementary Material) that the previous dis-
crete rules allow to define a mathematical model of for-
est fire dynamics that converges to a stable attractor
(fixed point) where fires and trees coexist. However,
for p,f < 1 and f < p the actual discrete, spatially-
explicit dynamics is highly fluctuating, exhibiting a broad
spectrum of fluctuations (a self-organized critical (SOC)
state) that includes extreme events [42, 43]. In figure
la-b we show an example of the fire spreading dynamics
on a L = 50 lattice with four snapshots associated to a
major fire event. The origins of such extreme events are
to be found in the separation of time scales associated to
the SOC dynamics [41, 44]. Despite of its simplicity, the
FFM and variations of it has been successfully applied

to model the statistical patterns of the actual fires [45-
49]. Other similar models that exhibit SOC have been
used to study other systems displaying extreme phenom-
ena, including earthquakes, rainfall patterns, fractal river
networks or financial markets [42, 50, 51].

The basic rules and transitions are summarized in fig-
ure lc, along with the schematic interaction with agents,
which benefit from the presence of trees but need to
avoid the damage caused by fires. Because of the fluc-
tuating nature of fires (which can exhibit large peaks of
destruction, see figure 1b), resource availability and po-
tential damage by fire can be rather unpredictable. It
can be shown (see SM sections I,2) that the previous dis-
crete rules allow to define a mathematical model of forest
fire dynamics that converges to a stable attractor (fixed
point) where fires and trees coexist.

Agent-environment interaction. We consider a
population of N learning agents {A;} with j = 1,..., N,
interacting with the environment as defined by S(¢). Ini-
tially (¢ = 0), each agent is placed randomly on 2 and
given a random orientation (either North, East, South
or West). Each cell of the grid-world environment can
contain one agent (fig. 1d) which can influence the state
of §(t) by executing some actions, as defined below. In
order to describe the profit tied to the exploitation of
trees, we introduce a resource associated to a tree that
can be a source of reward for the learning agent. Specifi-
cally, a tree can carry a resource (say a fruit) that can be
consumed by agents. Let us indicate as T these fruit-
carrying tree. Once consumed, it can be restored after
some time, given by a recovery rate. This extra state does
not modify the fire dynamics, since it does not affect the
FFM rules.

At each time step, each agent can randomly choose to
move forward (ap) to a neighbouring site if not occupied
by another agent, rotate to the left (ay), rotate to the
right (ag), or harvest the site in front of it (ag). If, after
moving, the new site is a resource it will be consumed
by the agent, i.e it will become a tree cell (which will be
able to regenerate a resource with probability P.). The
harvesting ay action will only have an effect if the cell in
front of the agent is occupied by a tree with no available
resources. In that case, the tree will be removed (i. e.
replaced by an empty cell) making the transition:

Tellr) S E

An agent consuming a resource will receive a positive re-
ward R,., while an agent residing on a fire cell will receive
a negative reward Ry (with R, much smaller than Ry).
We can summarize these extra transitions as follows:

iy SR

where the first transition indicates that the presence of
an agent implies the loss of the resource. The agent-
environment interaction dynamics is formalized as a Par-
tially Observable Markov Decision Process (POMDP) in
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FIG. 2: Evolving cooperation by artificial learning agents. The time series of all the relevant measures of a population of
RL agents that evolve ecological engineering strategies is shown over 16K episodes. This includes the reward for all agents,
mean action probability usage of all agents, number of trees (mean and standard deviation), number of fires (mean and
standard deviation). The left column is a zoomed view of the first 2K episodes, with 500 time steps each. Parameters are:
pt = 0.08,p; = 0.005 for the FFM and L = 10, N = 30 with a 7 X 7 observation window. On the right the full time series
is displayed. Notice the marked increase of tree yield and the suppression of fires, which also involves a drastic reduction of

fluctuations.

SM section IV and is illustrated in figure S2 (also in the
SM).

Agent learning. The objective of each agent is to
learn an action policy maximizing its own reward, i.e. to
maximize the number of collected resources while avoid-
ing to be burned by fire. Learning is structured in a
sequence of episodes, with a fixed duration of T time
steps each. At the start of each episode, a new map is
randomly initialized with tree and empty cells accord-
ing to a probability distribution p;,;; and N agents are
randomly positioned on the map (random positions and
orientations).

Each agent learns its own action policy, mapping its
partial observation of the environment at the current
time step to a probability distribution over its actions.
At each time step, each agent only observes its own lo-
cal neighborhood (see SM section III for details). The
learning objective is to maximize the cumulative reward

obtained over an entire episode:

T-1

Gy = Z ’Yth

t=0

(1)

where R; is the reward obtained by the agent at time
step t and v < 1 is a discount factor.

The action policy described above is generated by a
2D Convolutional Neural Network in which every agent
trains independently in order to maximize its cumulative
reward G; (see SM section V for all network details and
table I for all parameters used). The network weights
are regularly updated from the agent’s experience, i. e.
from the tuples (state, action, next state and reward)
collected at each time step. The agents act randomly
at the start given the random initialization of weights.
During training they are able to maintain a certain level
of exploration by favoring (with a small contribution)
the training loss towards the equiprobable distribution
of actions.
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FIG. 3: Characterization of the observed cooperative phase transitions. In (a-b), the time series for the herding (blue) and
ecological-engineering (grey) measures are displayed. The herding measure characterizes the agents’ tendency to form dense
herds. It is illustrated in the three insets in (b), sketching typical spatial arrangements of agents: a high herding measure
indicates that agents form dense herds (left inset);. In contrast, lower herding measures indicate that they are more uniformly
spread in the environment (middle and right inset). The ecological-engineering measure characterizes the agents’ ability to
create a structured pattern of trees limiting fire propagation. Patterns of trees corresponding to a low and high ecological-
engineering measure are illustrated in (c) and (d), respectively. The open circle in the middle indicates an agent, with black
and white circles indicating the presence or absence of trees, respectively. Intuitively, the high measure resulting from (d)
corresponds to a perfect chessboard pattern preventing fire propagation (which only propagates in the horizontal and vertical
dimensions) while maximizing the number of trees. The progressive formation of this structured pattern of trees is displayed
in (e), showing the average density of trees in all agent’s neighbourhoods during the six emerging phases (in the SM figure S4
we show all agents’ observations grids). In (f), we observe the FFM dynamics in the first and last episodes of the simulation.
This demonstrates that the agent population managed to increase (resp. decrease) the average number of trees (resp. fire) as
indicated by the horizontal dotted lines while reducing the fluctuation range of trees and fires.

II. RESULTS behaviour occur, involving two marked cooperative tran-
sitions. The model reveals several phases of evolution
where agents learn to protect themselves from fire first

Under the environmental description provided by the by clustering in groups (the herding epoch) while, in the

system’s state S, the agents benefit from tree-rich neigh-  Jong run, ecological engineering is developed as a spa-
bourhoods since trees provide the resources and reward. tially distributed decision-making pattern (the ecological
But trees also propagate fire and agents are highly pun-  epgineering epoch).

ished when being burned (through a negative reward),

thus creating an incentive to harvest the trees around The results reported in this section correspond to a
them. The agents must, therefore, learn a strategy that simulation of 16k episodes of T' = 500 steps each with
maximizes the number of trees around them while min- N = 30 agents in a 10 X 10 grid and the FFM model hav-

imizing fire propagation. How will the agents solve this ing fixed probabilities of tree regrowth p;,... = 0.08 and
conflict? As shown below, several rapid changes in agent fire appearance py;.. = 0.008. In SM section VII we did



a full hyper-parameter analysis of these two environmen-
tal parameters. In SM figure S3 we show screenshots of
bigger simulations.

Figure 2 (right) shows the six phases which sponta-
neously emerge from the interaction between fire spread-
ing and learning dynamics. Agent’s learning only starts
at the end of phase 1 (after 500 episodes), before which
random actions occur and low rewards are observed (as
expected). In this phase, the number of trees and fires
are consistent with the FFM predictions (see SM section
I). Training starts at phase 2, where a rapid increase
in harvesting (and a decrease in the rotation actions) is
observable, while maintaining the forward action approx-
imately in order to collect resources. The mean reward
raises consequently, yet is still highly negative, indicating
that foraging and harvesting are not performed efficiently
(fig.2, left).

Then, from phase 3, cooperative transitions start to
emerge. In order to characterize them, we propose quan-
titative measures that we explain here intuitively and
define formally in the SM. First, we define a herding
measure characterizing the tendency of the agent pop-
ulation to form dense herds (computed as the average
density of other agents in each agent’s neighborhood). It
corresponds to the blue curve in figure 3a-b and is illus-
trated in the insets of figure 3b. Second, we define a mea-
sure of ecological engineering characterizing the agents’
ability to create a structured pattern of trees limiting
fire propagation while maximizing the number of trees.
It corresponds to the grey curve in figure 3a-b and is
illustrated in the figure 3c-d.

Herding phase. Using the herding measure, we can
detect a first cooperative change, which we label the
herding epoch. It is characterized by high values of this
measure, constantly increasing and reaching a maximum
from episodes 1000 to 2000 (phase 3) as seen in figure
3b. As observed in figure 2 a sudden drop in the for-
ward action takes place along with an increase in the
rotation actions, while harvesting occurs at a high rate
(around 60% of the time). These measures indicate that
the agents learn to rapidly form a packed group at the be-
ginning of the episode, then stay in place while harvesting
trees around them, creating a safe area where they are
efficiently protected from fire. As a consequence, the pro-
portion of fire cells decreases (but is still relatively high
due to fire propagation outside of the group area). We
observe that the negative rewards received when agents
are burned by fire and the positive rewards from collected
resources both approach 0, indicating that the agents
are well protected from fire but are not able to collect
resources within the packed group. While sub-optimal,
this herding strategy still makes sense at this stage since
the penalty for getting burned R; is much stronger than
the positive reward R, of consuming a resource.

Expansion phase. In the next phase in the evolu-
tion of agent behaviour (phase 4, episodes 2000 to 6000),
the agents improve upon the herdingstrategy discovered
in the previous phase. While reward grows (figure 2)

they maintain the group coherence while allowing more
space between agents within the group, as indicated by
the decrease in herding measure (figure 3): clusters start
to expand in space, occupying larger areas. The pro-
portion of fire cells in the environment continues to de-
crease, since the area of the grid covered by the group
increases and the spaces newly introduced between the
agents are too small for fire to propagate. These obser-
vations indicate that a new collective strategy is building
up. The aftermath of the next phase (episodes 7000 to
10000, phase 5) is marked by an increase in reward while
agents become more isolated, along with a reduction of
fires and an increase in tree cover. This phase defines
the transient towards a new phase characterized by the
dominance over fluctuations and the development of fire
suppression. How is this achieved? This transition is
the result of a spatially-extended control of fire spread
resulting from a new set of decisions based on a more ac-
curate control of the agents over their environment. This
can be quantified by means of the ecological engineering
measure. The motivation of this measure, which intu-
itively indicates the ”chessboardness” of the pattern of
trees (figure 3d), is rooted in the emergence of a behav-
ioral pattern where active harvesting of most close four
neighboring trees occurs, while those in the four diago-
nals (where fire cannot propagate) tend to be free from
harvesting.

In this fifth phase, we observe a sudden increase in
the ecological engineering measure, indicating that the
agents learn to harvest trees in a much more structured
way. The resulting chessboard pattern is predicted as an
optimal structure that can prevent fire propagation while
allowing trees (and therefore resources) to appear on half
of the grid cells. The effectiveness of this pattern is con-
firmed by a substantial increase in the proportion of trees
in the grid, even though the harvest action continues to
be executed at the same rate as in the previous phase. We
also observe that the proportion of fire cells continues to
decrease, confirming the effectiveness of the chessboard
pattern in reducing fire propagation, thus increasing the
mean reward.

Ecological engineering phase. The last phase in
the evolution of our RL agents (phase 6, episodes 10k to
16k) involves control over fire spread. We label it the eco-
logicalecosystem engineering epoch (marked with a colour
bar in figure 3b). The ecological engineering measure re-
mains constant at its maximum value in this sixth phase.
The agents benefit from this well-engineered ecosystem,
as shown by the convergence of the mean reward towards
its maximum. However, we observe a significant variance
in the reward, with a few agents obtaining much more re-
ward than others. However, the higher reward received
by these agents does not seem to negatively impact the
reward of others, suggesting that they are more ”risk-
takers” than ”free-riders”, i. e. agents that take the risk
of moving across the grid to collect more rewards with-
out dramatically impacting the structure of the global
chessboard pattern.
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FIG. 4: The cooperation hyper-parameter space. The cooperation measures, agent herding as density clustering on panel (a)
and ecological engineering of a chessboard pattern on panel (b) are plotted as a function of tree regrowth (x axis of the grids)
and spontaneous fire appearance (y axis), which are the main hyper-parameter of the model, fixed throughout each simulation.
Both grids in panels (a) and (b) provide an overview of 90 simulations of 16K episodes each. In (a), each cell shows the
normalized mean agent density herding measure throughout the first 8K episodes of a simulation. In grid (b), the mean of the
ecological engineering measure for the second half of the simulation is shown. Panels (¢) and (d) show the episode dynamics
of four simulations indicated in the grids by the yellow super-imposed dashed-dotted squares. Agent herding is maximum over
a range of cells with a value of 0.71 (see figure S6). Ecological niche engineering only occurs in the central region of the space
and collapses for p;,.. less than 0.01 and greater than 0.08 and py;,. less than 0.001 and greater than 0.1. The simulations in
panels (c,d) where chosen to put forward the facts that (¢) complex niche engineering can occur without agent herding and (d)

there is a region where both are maximum.

In figure 4 we take a deeper look into the emergence of
the two identified cooperative strategies: agent grouping
and chessboard arrangement (through the herding and
ecological engineering measures, respectively). We study
the robustness of cooperation for different environmental
conditions. Cooperation is not widespread throughout
all the parameter space of the FFM automata (tree re-
growth and spontaneous fire appearance) as seen in the
grids (a,b) of the figure were the maximum herding and
ecological engineering measures are shown respectively.
Cooperation collapses in all extremes: when there is no
fire, when there is too much fire, when there are too
few trees (too few resources) leading to competition and
individualistic outcomes and when trees regrow rapidly
facilitating fire propagation and fostering again individu-
alistic strategies. Panels (c,d) of figure 4 further demon-
strate that showing nonexistent cooperation throughout
all the episodes of a large region of the parameter space
compared to a high level of cooperation at the central
region of the space (d) both in terms of clustering and
chessboard formation (the simulation of figure 3 being a
particular example of it). See the SM for a full hyper-
parameter analysis on cooperation, figure S6.

Although cooperation is not widespread and collapses
in the extremes of the parameter space, agents manage
to control their environment in all situations by reducing
fire propagation and increasing tree population (see SM
figures S5,56,57).

III. DISCUSSION

In this paper, we have shown how multiagent learning
dynamics is an important step towards understanding
how can a collective of cognitive agents achieve cooper-
ative control over extreme events. This is nowadays a
timely issue, as global warming is rapidly disrupting the
long temperature stability that allowed human civiliza-
tion to thrive during the Holocene [52].

Human societies have been particularly successful in
this respect by developing cooperation strategies [53].
Cooperation is thus a major force of nature control. But
how such a control is achieved when conflicting con-
straints arise? Previous work has explored the dynam-
ics of cooperation under game-theory approximations
[19, 54], including those experiencing noisy conditions
[55]. In other studies, the use of neural agents allowed
to explore the emergence of simple cooperative strate-
gies [56] and the interplay between cooperation and so-
cial intelligence [57]. However, our study is, to the best
of our knowledge, the first work that considers the rise
of cooperation among cognitive (RL) agents dealing with
extreme events. The agents must develop novel, coopera-
tive strategies when dealing with extreme events and con-
flicting constraints as those addressed here. Our results
are in line with recent proposals on the role of ecosystem
dynamics and niche construction in both biological and
cultural evolution [58, 59] as well as in AT [60-62].

We have shown that the outcome of these conflicts



is several consecutive transitions that provide increasing
opportunities to the agents, including two major events
that reflect the partial and eventually global control of
the entire ecosystem. This example illustrates the po-
tential for A.I. systems to help explore novel ways to
deal with the high-dimensional nature of complex envi-
ronments. By suppressing fires, agents have effectively
taken control of uncertainties while also obtaining stable
resources with high yield. This illustrates the emergence
of ecosystem engineering on a global scale. Moreover,
our work shows how RL models can help to explore other
human-ecological transitions under a synthetic approxi-
mation [63].

Several current extensions of the model can be con-
sidered for future work. In the current version, we have
shown that several hyperparameters of the model have a
significant influence on the collective learning dynamics.
This is, for instance, the case of the spontaneous growth
and burning probabilities of trees (piree and pgip., re-
spectively, as analysed in fig. 4). The effect of more en-
vironmental and learning hyperparameters of the model
could be analysed in future work, all of them being pro-
vided in table I of the SM. We could also consider ex-
tending the agent’s adaptive mechanisms. In the current
version, the agent’s adaptation is only driven by reward
maximization through reinforcement learning (RL), i.e.
we consider a developmental adaptation timescale. Bi-
level optimisation algorithms, also called meta-learning,
are increasingly used in the machine learning commu-
nity. A particularly interesting approach is Meta Rein-
forcement Learning (Meta-RL) [64, 65], where an inner
adaptive loop based on RL is itself meta-optimized by
an outer loop operating at a larger timescale. In this
sense, Meta-RL is sometimes considered as a model of
how evolution shapes developmental learning in biologi-
cal organisms, as a solution to adapt to a wide range of
environmental conditions [62, 66]. An interesting direc-
tion for future work is, therefore, to apply Meta-RL to
agent’s populations that are exposed to various degrees
of environmental variability, e.g. by randomizing envi-
ronmental hyperparameters at each episode (e.g. Direes
Prires O the presence of wind) and study if these con-
ditions could result in the emergence of more general-
ist collective strategies. Finally, another perspective is

to propose additional measures to evaluate the collective
learning and eco-engineering dynamics in our model, e.g.
based on information-theoretic measures such as environ-
ment entropy or agent empowerment [67].

Finally, although ours is a simple model, we believe
that it illustrates the potential that A.I. systems not only
to modelling and tackling the Earth system [68, 70, 71]
or predict extreme events [69] but also to find novel so-
lutions to the conservation, engineering and restoration
of other ecosystems facing tipping points [72-75].

Within the specific context of forest fires, our toy
model does not capture the true complexity of real wild-
fires (beyond the universal size distributions). More re-
alistic cellular automata models have been developed to
incorporate key variables such as weather conditions and
topography [78, 79], wind conditions and fire suppression
tactics [80] and even a Machine Learning determination
of more detailed non-linear transformation rules for fire
burning probabilities [81]. While all these models keep
the cellular automaton description on a lattice, the reper-
toire of dynamical rules and the landscape heterogeneity
define a set of realistic traits that should be tested to
see if the collective solutions found by our RL agents are
similar or are instead replaced by other strategies. Al-
though still under development, the complex, spatially
distributed, multiscale nature of ecosystems might re-
quire the help of A.I. systems capable of dealing with
their emergent dynamics.
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