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OPTIMAL CONTROL OF ADMISSION TO AMULTI-SERVER QUEUE WITH TWO ARRIVALSTREAMSJ. P. C. Blanc�, P. R. de Waaly, P. Nainz, D. TowsleyxJune 26, 1993AbstractThe problem of �nding an optimal admission policy to an M/M/c queue with one controlledand one uncontrolled arrival stream is addressed in this paper. There are two streams of custo-mers (customers of class 1 and 2) that are generated according to independent Poisson processeswith constant arrival rates. The service time probability distribution is exponential and doesnot depend on the class of the customers. Upon arrival a class 1 customer may be admitted orrejected, while incoming class 2 customers are always admitted. A state-dependent reward isearned each time a new class 1 customer enters the system. When the discount factor is small,we show that there exists a stationary admission policy of a threshold type that maximizes theexpected total discounted reward over an in�nite horizon. A similar result is also obtained whenconsidering the long-run average reward criterion. The proof relies on a new device that consistsof a partial construction of the solution of the dynamic programming equation. Applicationsarising from teletra�c analysis are proposed.Keywords: Control of Queues; Optimal Control of Admission; Markov Decision Pro-cesses; Dynamic Programming; Deadlines.�Tilburg University, Faculty of Economics, P.O. Box 90153, 5000 LE Tilburg, The Netherlands.yCWI, P.O. Box 4079, 1009 AB Amsterdam, The Netherlands. This author was supported by the TechnologyFoundation (STW).zINRIA, B.P. 109, 06565 Valbonne Cedex, France.xDepartment of Computer and Information Science, University of Massachusetts, Amherst, MA 01003, USA. Thisauthor was supported in part by ONR under contract N00014-87-K-0304 and NSF under grant ASC-8802764.1



1 IntroductionWe consider an M/M/c queueing system fed by two independent Poisson streams of customers withintensities �1 and �2. Customers of stream i will be referred to as class i customers, i = 1; 2. Thebu�er has unlimited capacity and the order of service is irrelevant as long as the service disciplineis not anticipative. The customer service demands are independent and exponentially distributedrandom variables with �nite mean 1=�.Customers of stream 1 are controlled, in the sense that an arriving class 1 customer can be eitheraccepted in the system or rejected on the basis of past and current queue-length information.Customers of stream 2 are not controlled; all are required to enter the queue. A reward g(k + 1)is earned each time a class 1 customer is admitted when the queue-length is k. Our objective istwofold: we want to �nd admission policies for class 1 customers that maximize (1) the averagediscounted reward gained over an in�nite horizon, and (2) the long-run average reward over anin�nite horizon.Throughout the years, many authors have studied ow control problems in the context of queueingsystems, and a comprehensive discussion can be found in the survey paper by Stidham [22]. Astandard approach in the control of queueing systems consists of formulating the optimizationproblem at hand as a Markov decision problem (see e.g., Serfozo [21], Lin and Kumar [14]) or a semi-Markov decision problem (see e.g., Lippman [16]), from which the functional equation of dynamicprogramming can be derived (Bertsekas [4], Heyman and Sobel [10], Ross [20]). Then, the so-calledpolicy improvement algorithm(see e.g., Lin and Kumar [14]) or the value iteration algorithm (see forinstance Hajek [9], Johansen and Stidham [12], Ephremides et al. [8], Ma and Makowski [17]) maybe used to determine the optimal policy (e.g., threshold policy, switching curve). An alternativeapproach to dynamic programming is to convert the Markov decision problem to a linear program(Heyman and Sobel [10], Ross [20]) and to use results from the theory of linear programming todetermine the structure of the optimal policy (see e.g., Hordijk and Spieskma [11], Rosberg etal. [18], Ross and Chen [19]). In some cases, direct arguments arising from performance analysistechniques may also yield the optimal policy (Lazar [13]).The contributions of this paper are the following: �rst, we establish the optimality of thresholdpolicies for fairly general reward functions (in particular, g need not to be convex/concave); second,these results are obtained in the presence of a non-controlled input stream which makes the opti-mization problem more involved; third, we propose a new device for extracting information fromthe optimality equation since we have not been able to apply any of the classical techniques listedabove; last, we show that our model has interesting applications in teletra�c analysis.In Section 2 the problem is cast in the Markov decision process framework. Section 3 addres-ses the discounted reward control problem in the case where �2 = 0, which will turn out to bemuch simpler to analyse than the case where �2 > 0 (Section 4). In both cases, we show theexistence of an optimal threshold policy for small discount factors. The optimality of a thresholdpolicy for the long-run average reward problem is proved in Section 5. Extensions of our results2



to negative/non-geometrically decreasing reward functions are discussed in Section 6. Section 7contains two applications arising from teletra�c analysis.2 The ModelThe optimization problem described in Section 1 is now formulated as a Markov decision problem.This formulation closely follows that of Lippman in [15]. Let IN := f0; 1; 2; : : :g, N� := IN � f0gand IR+ := (0;+1).Let tn be the time when the n-th event occurs (arrival or departure). Assume that t1 = 0. LetUn 2 f0; 1g be the n-th decision to be made at time tn (the n-th decision epoch). If tn correspondsto the arrival of a class 1 customer, then the controller may decide either to accept (Un = 1) or toreject (Un = 0) this new customer; otherwise, the decision is irrelevant since only class 1 customersare controlled. In that case, we shall assume by convention that Un = 0.Let Q(t) be the total number of customers in the system at time t, including the customers inservice, if any. We assume that the sample paths of the process fQ(t); t � 0g are right-continuous.At time tn the state of the system is represented by Zn = (Q(tn); Xn) 2 S := IN � f0; 1g, whereXn is the number of class 1 customers seeking admittance.When in state (k; 1) a reward g(k + 1) is earned if the customer seeking admittance is accepted.Let �k be the departure rate when there are k customers in the system, k 2 IN. Observe that�k = � min(k; c) for all k 2 IN (cf. Remark 2.1). We assume that the reward function g : IN� ! IR+satis�es the following conditions:�k g(k) � �k+1 g(k+ 1); for k = 1; 2; : : : ; c� 1; (2.1)g(k+ 1) � 	g(k); for k = c; c+ 1; : : : ; (2.2)with 	 2 (0; 1). Observe from (2.1) and (2.2) that g is uniformly bounded in IN� (say by a constantG).Let us briey discuss the conditions (2.1) and (2.2). Condition (2.1) is satis�ed (in particular) if g isnondecreasing in [1; c]. Condition (2.2) implies that g is geometrically decreasing, with the corollarythat limk"1 g(k) = 0. It is also worth noting that the restrictions we place on g are particularlyweak when c = 1 (M/M/1 queue), since in that case we only require that g be geometricallydecreasing. In particular, no convexity assumption is required. The more general case when g isnonincreasing in [c;1) (i.e., 	 = 1) will be discussed in Section 6.2.The process Z := fZn; n � 1g is a Markov decision process with state space S (Ross [20]). Anadmission policy is any mapping u : S! f0; 1g, where u(z) = 1 (resp. u(z) = 0) indicates that thedecision is to admit (resp. reject) the new customer when the system is in state z 2 S. We onlyconsider stationary policies since it is well known that nothing is gained by considering more general3



policies (e.g., randomized, non-stationary, history dependent policies; for instance see Lippman [16]or Ross [20]). The set of all admission policies will be denoted by U .Our objective is twofold. First, we want to maximize over UV�(z; u) := Eu 24Xn�1 e��tn r(Zn;Un) jZ1 = z35 ; � > 0; (2:3)the expected total �-discounted reward gained over an in�nite horizon for every initial state z 2 S,where r(z; a) := g(k+1) 1(a = 1; x = 1) with z = (k; x). It is easily seen from (2.3) that V�(z; u) isuniformly bounded on S�U (byK� := (�+�1)G=�) for every � > 0. Let V �� (z) := supu2U V�(z; u).Second, we want to �nd an admission policy that maximizes over UW (z; u) := lim infT"1 1T Eu 24 Xfn : 0�tn<Tg r(Zn;Un) jZ1 = z35 ; (2:4)the long-run average reward gained over an in�nite horizon, for every initial state z 2 S. Observethat 0 � W (z; u) � �1G for all (z; u) 2 S � U .Theorem 2.1 gives the Dynamic Programming (DP) equation that is satis�ed by the optimal valuefunction V �� . The proof of this result can be found in Lippman [16, Theorem 1].Theorem 2.1 Let Ak;1 := f0; 1g and Ak;0 := f0g be the action spaces when in state (k; 1) and(k; 0), respectively. Then, for every � > 0, V �� is the unique uniformly bounded solution in S to theDP equationV �� (z) = maxa2Ak;x8<:r(z; a) + �z(a)� + �z(a) Xz02S Q (z0 j z; a)V ��(z0)9=; ; z = (k; x) 2 S; (2:5)where Q (� j z; a) and �z(a) are the one-step probability transition of the process Z and the transitionrate out of state z respectively, given that the current state is z and that action a is chosen.Furthermore, the control which selects an action maximizing the right-hand side of (2.5) for allz 2 S is optimal.It is easily obtained from (2.5) (see Blanc et al. [3] for details) that(�+ �+ �k)V �� ((k; 0)) = �1V �� ((k; 1))+ �2V �� ((k+ 1; 0))+ �kV �� ((k � 1; 0)) 1fk � 1g; (2.6)V �� ((k; 1)) = maxfg(k+ 1) + V �� ((k+ 1; 0));V ��((k; 0))g; (2.7)for all k 2 IN, where � := �1 + �2.For k 2 IN, de�ne x��(k) := ( V �� ((k; 0)); k = 0;V �� ((k; 0))� V �� ((k � 1; 0)); k � 1: (2:8)4



As a consequence of the last statement of Theorem 2.1 and (2.7), the optimal action u��(k; 1) � u��(k)when the state of the system is (k; 1) is given byu��(k) = 1fx��(k + 1) + g(k+ 1) > 0g; k 2 IN: (2:9)Further, it follows from (2.6) and (2.7) that for every � > 0 the function x�� is the unique boundedsolution of the DP equation�� kXi=0 x��(i)+�1 u��(k) (x��(k+1)+g(k+1))+�2x��(k+1)��kx��(k) 1fk � 1g = 0; k 2 IN: (2:10)Remark 2.1 All the results in this paper are seen to hold if �1; �2; : : : ; �c�1 are arbitrary numberssatisfying (2.1). The assumption that �k = �k for k = 1; 2; : : : ; c � 1 is only made for sake ofnotational convenience.3 Discounted Reward Problem: the Single-Stream CaseThis section is devoted to the analysis of the single-stream discounted problem (i.e., �2 = 0). Inthat case, the DP equation (2.10) reduces to� � kXi=0 x��(i) + �1 u��(k) (x��(k + 1) + g(k+ 1))� �kx��(k) 1fk � 1g = 0; k 2 IN; � > 0: (3:1)The main result of this section is:Proposition 3.1 The optimal �-discounted admission policy u�� is such that1. u��(k) = 1 for k = 0; 1; : : : ; c� 1, � > 0;2. if 0 < � < �0 := � (1� 	)=	 and if there is an l < 1 such that u��(l) = 0, then u��(k) = 0for k � l.Proposition 3.1 shows that for small discount factors the optimal �-discounted policy is of thresholdtype, with a threshold greater or equal to c.Proof of Proposition 3.1. We �rst prove 1. by induction on k. Substituting k = 0 and k = 1into equation (3.1) yields��x��(0) + �1u��(0) (x��(1) + g(1)) = 0; (3.2)��(x��(0) + x��(1)) + �1u��(1) (x��(2) + g(2))� �1x��(1) = 0: (3.3)5



Subtracting (3.2) from (3.3) yields�1u��(1) (x��(2) + g(2))� �1u��(0) (x��(1) + g(1)) = (�+ �1) x��(1):If we assume that u��(0) = 0, then since u��(1) (x��(2) + g(2)) � 0 (see (2.9)) we can write(�+ �1) x��(1) � 0: (3:4)However, because u��(0) = 0, it follows that 0 � x��(1) + g(1) > x��(1). But according to (3.4),x��(1) is nonnegative which results in a contradiction and therefore u��(0) = 1.Assume now that u��(0) = u��(1) = � � � = u��(l � 1) = 1 for l < c and let us show that u��(l) = 1.Substituting k = l and k = l + 1 into equation (3.1) and subtracting the �rst equation from thesecond one, yields�1u��(l+1)(x��(l+2)+g(l+2))��1u��(l)(x��(l+1)+g(l+1)) = (�+�l+1)x��(l+1)��lx��(l): (3:5)If we assume that u��(l) = 0, we then deduce from (2.9) and (3.5) that(�+ �l+1) x��(l+ 1)� �lx��(l) � 0;since u��(l+ 1)(x��(l+ 2) + g(l+ 2)) � 0, or equivalently that(�+ �l+1)(x��(l+ 1) + g(l+ 1))� �l(x��(l) + g(l))� g(l+ 1)(�+ �l+1) + �lg(l)� 0: (3:6)By noting now that x��(l + 1) + g(l+ 1) � 0 (since u��(l) = 0 by assumption), �(x��(l) + g(l)) < 0(since u��(l � 1) = 1 by assumption) and �g(l + 1)�l+1 + �lg(l) � 0 from (2.1), we see that theleft-hand side of equation (3.6) is strictly negative, which gives a contradiction. Therefore u��(l) = 1.We also prove 2. by induction. Fix � such that 0 < � < �0. Let l � c be such that u��(l) = 0. Thisimplies that x��(l + 1) � �g(l+ 1).De�ne x : IN! IR as x(k) = 8><>: x��(k); k = 0; 1; : : : ; l;��Pk�1i=0 x(i)=(�+ �); k � l + 1: (3:7)Note that the expression for x(k) for the case k > l is the recursion obtained from (3.1) by settingu��(k) = 0 for k > l (i.e., always reject an arriving class 1 customer when the queue-length exceedsl).We prove that x(k) � �g(k) for k > l by induction on k.Basis step. Let k = l + 1. From the de�nition of x we havex(l + 1) = �� lXi=0 x(i)=(�+ �); 6



= �� lXi=0 x��(i)=(�+ �);= (�x��(l + 1)� �1u��(l+ 1) (x��(l+ 2) + g(l+ 2)) + �x��(l + 1))=(�+ �);� x��(l + 1);� �g(l+ 1):The last two steps follow from the fact that u��(k)(x��(k+1)+g(k+1))� 0 for all k 2 IN (cf. (2.9))and the fact that u��(l) = 0.Inductive step. We assume that x(k0) � �g(k0) for k0 = l+1; l+2; : : : ; k. We show that x(k+1) ��g(k + 1). We have, cf. (3.7),x(k + 1) = "��x(k)� � k�1Xi=1 x(i)# =(�+ �);= (��x(k) + (�+ �)x(k))=(�+ �);= � x(k)=(�+ �); (3.8)� �� g(k)=(�+ �);� �g(k + 1);by the induction hypothesis, the assumptions on g and the condition on �. In particular, (3.8)shows that jx(k)j = (�=(� + �))k�l jx��(l)j � 2K� for all k � l + 1, where the bound follows fromthe de�nition (2.8) together with the uniform bound on V �� (see Section 2).We have thus found a uniformly bounded function x that when substituted for x�� in equation (3.1)satis�es that equation. Therefore, x� = x since (3.1) has only one uniformly bounded solution,which in turns implies that x��(k) + g(k) � 0 for k > l and � 2 (0; �0). This concludes the proof.The next result tells us that this threshold is �nite.Proposition 3.2 For every � 2 (0; �0), the smallest integer l such that u��(l) = 0 is �nite. Moreo-ver, l is uniformly bounded in � for all � small enough.An immediate corollary of Propositions 3.1 and 3.2 is that for every �xed � 2 (0; �0) the integerinffl � c : u��(l) = 0g is the optimal threshold.Proof of Proposition 3.2. The proof follows from Lemma 4.3 in Section 4 by letting �2 = 0 (seealso Remark 4.2). A direct proof is also available in de Waal [7, Lemma 4.5.4].The methodology used in the proof of Proposition 3.1 does not fall into any of the categories thatwere reported in Section 1. This method | �rst proposed by de Waal [6, 7]| is based on the7



construction of an intermediate function (say f) that we suspect to be the optimal policy (heref(�) = x(�), cf. (3.7)). If we can show that f is bounded and solves the DP equation, then theexistence of a unique bounded solution to the DP equation enables us to conclude that f is indeedthe optimal value function. This method has also been applied with success by Altman and Nain[1] for controlling the vacations of the server in a Markovian queue. Therefore, we remark that theimportance of the result lies not as much in the optimality of threshold policies but rather in themethod of proof.The next section shows that this method also applies to the case where �2 > 0, although thiscase di�ers from the single-stream case in an essential way: in the two-stream case, the number ofcustomers in the system is never bounded from above regardless of the admission policy for class1 customers. This fact makes the analysis of the two-stream case much more involved.4 Discounted Reward Problem: the Two-Stream CaseThis section presents the analysis of the discounted problem with two streams of customers. Recallthat only the stream of class 1 customers is controlled. Again, our objective is to �nd an admissionpolicy that maximizes the discounted cost function (2.3).We �rst introduce some notation and state some preliminary results. Let�1 := � + � + �2 �p(� + �+ �2)2 � 4�2�2�2 ; (4:1)be the smallest zero of the polynomial (in t) �2 t2� (�+�+�2) t+�. Denote by �2 the other rootand observe that 0 < �1 < 1 < �2 for all � > 0. Assume now that �2 < �. By noting that �1 = 1when � = 0 and that the mapping �! �1 is strictly decreasing in [0;+1), we see that there exists�1 > 0 such that �1 > 	; (4:2)for � 2 (0; �1), where 	 was introduced in (2.2).In the remainder of this section, we shall assume that the reward function g satis�es the followingadditional conditions (see Remark 4.1)g(k) � g(k+ 1); for k = 1; 2; : : : ; c� 1: (4:3)The following result holds (see Remark 4.2):Proposition 4.1 Assume that �2 < � and �x � 2 (0; �1). If there exists a �nite integer m � 0(that clearly depends on �) such that the set of equations0 = �� kXi=0 y(i) + �1 (y(k+ 1) + g(k+ 1)) + �2 y(k+ 1)� �k y(k); 0 � k < m+ c; (4.4)8



0 = ��m+cXi=0 y(i) + �2 y(m+ c+ 1)� � y(m+ c); (4.5)0 = y(m+ c+ 1)� �1 y(m+ c); (4.6)has a solution that satis�es y(k) + g(k) > 0; for 1 � k � m+ c; (4.7)y(m+ c+ 1) + g(m+ c+ 1) � 0; (4.8)then u��(k) = 1fk < m+ cg for k 2 IN.Proof. Let m � 0 be such that (y(k))m+c+1k=0 satis�es (4.4)-(4.8). De�ne x : IN ! IR asx(k) = 8><>: y(k); k = 0; 1; : : : ; l;�1 x(k � 1); k � l+ 1; (4:9)with l :=m+ c (see the comments below).We prove that x(k) + g(k) � 0 for k > l by induction on k.Basis step. Let k = l + 1. From the de�nition of x we havex(l + 1) = �1 y(l);= y(l+ 1); from (4.6),� �g(l+ 1);from (4.8).Inductive step. We assume that x(k0) + g(k0) � 0 for k0 = l + 1; l + 2; : : : ; k. We show thatx(k + 1) + g(k+ 1) � 0. We have, cf. (4.9),x(k + 1) = �1 x(k);� � �1 g(k); from the induction hypothesis,� �	 g(k); from (4.2),� �g(k+ 1);from (2.2). Consequently, x(k) + g(k) � 0; for k > l: (4:10)By combining this result together with the de�nition of y(k) for 0 � k � m+c+1 and the de�nitionof �1, it is easily seen that x satis�es the DP equation (2.10).On the other hand, a direct inspection of (4.9) indicates that jx(k)j � max 0�i�kfjy(i)jg for allk 2 IN (use �1 2 (0; 1)). Consequently, x = x� since (2.10) has a unique uniformly bounded solu-tion on IN, which in turn implies that x��(k) + g(k) > 0 for 1 � k � m + c (cf. (4.7), (4.9a)) and9



x��(k) + g(k) � 0 for k � m+ c+ 1 (cf. (4.10)). This concludes the proof.Proposition 4.1 contains an existence result which makes it already quite interesting. Indeed, if onecan show (for instance, numerically) that the �nite system of equations (4.4)-(4.6) has a solutionthat satis�es (4.7)-(4.8), then Proposition 4.1 says that the optimal discounted policy is a thresholdpolicy. In other words, the in�nite system of equations (2.9)-(2.10) has been reduced to a �niteone.Let us now comment on the de�nition of x in (4.9) since this is the key point of our method.Assume that u��(k) = 0 for all k � l � c. Then, equation (2.10) reduces to� � kXi=0 x��(i) + �2 x��(k + 1)� �x��(k) 1fk � 1g = 0; (4:11)for k � l. Substituting k for k+ 1 in (4.11), then subtracting (4.11) from this new equation, yieldsfor k � l �2 x��(k + 2)� (�+ �2 + �) x��(k + 1) + � x��(k) = 0: (4:12)It is known that the general solution to the second-order di�erence equation de�ned by (4.12) isx��(k) = a �k1 + b �k2 ; (4:13)for k � l, where we recall that �1 and �2 are the roots of the (characteristic) equation �2 t2 � (�+� + �2) t+ � = 0. The coe�cients a and b are easily identi�ed by plugging (4.13) into (4.12) (seeBlanc et al. [3]). Because x�� must be uniformly bounded on IN, (4.13) and �2 > 1 necessarilyimply that b = 0, or equivalently, that x��(l + 1) = �1 x��(l). This last relation in turn entails thata = x��(l)=�l1. In other words, if the optimal policy is such that u��(k) = 0 for all k � l � c, thennecessarily x��(k) = �1 x��(k � 1);for k � l + 1, which is nothing but the de�nition of x(k) given in (4.9) for k � l+ 1.It could be tempting to replace y(k) in (4.9a) by x��(k) in direct analogy with the de�nition (3.7a)of x in the single-stream case. However, we are not allowed to do it because there is a priori noreason why the extra condition (4.6) should hold for x��.The next step towards the optimality of a threshold policy is to establish the existence of a solutionto (4.4)-(4.8). This is done in the following proposition.Proposition 4.2 Let � 2 (0; �1). Then, there exists a �nite integer m = m�, m� � 0, such thatthe unique solution to the set of equations (4.4)- (4.6) satis�es the constraints (4.7), (4.8). Further,m� is uniformly bounded as � # 0.The proof of Proposition 4.2 relies upon the following three lemmas, of which proofs are given inthe Appendix. We introduce the following notation: for any m � 0, (xm+c(k))m+c+1k=0 will denote10



the unique solution to the set of equations (4.4)-(4.6) (the uniqueness of the solution is discussedat the beginning of the Appendix).Lemma 4.1 The unique solution (xc(k))c+1k=0 to the set of equations (4.4)-(4.6) when m = 0 is suchthat xc(k) + g(k) > 0; for 1 � k � c: (4:14)Lemma 4.2 Let Cm,m � 0, be the condition on the model parameters �1, �2, �, c, �, (g(k))m+1+ck=1 ,which is equivalent to xm+c(m+1+c)+g(m+1+c)� 0. If none of the conditions C0; C1; : : : ; Cm�1holds, m � 1, then xm+c(k) + g(k) > 0 for k = 1; 2; : : : ; m+ c.Lemma 4.3 Let � 2 (0; �1). Then, there exists m, 0 � m < +1, such that xm+c(m + c + 1) +g(m+ c+ 1) � 0. Moreover, m is uniformly bounded as � # 0.Proof of Proposition 4.2. Let m� be the smallest nonnegative integer such that xm�+c(m�+ c+1) + g(m� + c + 1) � 0, where the existence of m� is ensured by Lemma 4.3. If m� = 0 then theproposition follows from Lemma 4.1, whereas if m� > 0 the proposition follows from Lemma 4.2.The second part follows from the second statement of Lemma 4.3.Combining Propositions 4.1 and 4.2 yields the following �nal result:Proposition 4.3 Assume �2 < �. Let g be a reward function such that conditions (2.1), (2.2),(4.3) hold simultaneously. Then, for every � 2 (0; �1), there exists m�� < 1 such that u��(k) =1fk < m��+ cg for all k 2 IN. Moreover, there exists �2, 0 < �2 < �1, and a constant M > 0 suchthat m�� 2 [0;M ] for all � 2 (0; �2).Before concluding this section, let us briey address the numerical computation of the optimalthreshold m�� + c. The standard way for computing m�� is to solve the system of equations (4.4)-(4.6) for m = 0; 1; 2; : : : until we end up with a value of m such that the constraints (4.7)-(4.8) aremet. Then, m�� = m. However, it is much more e�cient both in terms of computation time andmemory space savings to determine m�� from the inequality (A.50) in the Appendix by using therecursions (A.22) and (A.23). More precisely, for every � 2 (0; �1), m�� will be the smallest integersuch that (A.50) holds.Remark 4.1 The assumption that g is nonincreasing in [1; c] is only used in the proof of Lemma4.1. We conjecture that Lemma 4.1 holds without this extra assumption on g (we have only checkedit for c = 2 and c = 3, which implies, in particular, that Proposition 4.3 holds for c � 3 withoutthis assumption). 11



Remark 4.2 Proposition 4.1 still holds if �2 = 0 provided that �1 is replaced by lim�2#0 �1 =�=(� + �). Moreover, when �2 = 0 Lemma 4.1 holds without the extra assumption (4.3) (see thecomment at the end of the proof of Lemma 4.1), which in turn implies (see Remark 4.1) that thesame is true for Proposition 4.1.5 The Average Reward Control ProblemIn this section, we shall discuss the long-run average reward control problem. Since V�(z; u) is wellde�ned for all z 2 S, u 2 U (see Section 2), we know from a Tauberian theorem (Widder [23, pp.181-182]) that W (z; u) � lim inf�#0 �V�(z; u); (5:1)for all z 2 S, u 2 U . Further, if W (z; u) exists as a limit, then lim�#0 �V�(z; u) exists as well, andW (z; u) = lim�#0 �V�(z; u); (5:2)for all z 2 S, u 2 U .Assume �rst that 0 < �2 < � and that the assumptions in Proposition 4.3 are ful�lled. Let z be�xed in S. For every � 2 (0; �2), we have from Proposition 4.3 thatu��(j) = 1fj � m�� + cg;for j � 0 with 0 � m�� < +1. Consequently, for � 2 (0; �2),�V�(z; u) � �V�(z; u��); (5:3)for all u 2 U .Let f�ig11 be a sequence in (0; �2) such that �i # 0 as i " 1. Since m�� 2 [0;M ] for � 2 (0; �2)by Proposition 4.3, and since m�� is an integer, there exists J < +1 and a subsequence of f�ig11 ,denoted as f�jg11 , such that m��j is a constant (denoted as m�) for all j � J . De�ne u�(j) :=1fj < m� + cg, j � 0.If we now take the limit in (5.3) along �j , j " 1, we get from (5.1) that for every policy u 2 UW (z; u) � lim infj"1 �j V�(z; u�): (5:4)By observing now that Z (see Section 2) is an ergodic Markov chain when the threshold policy u� isused, we may deduce from Chung [5, Section I.15] that W (z; u) exists as a limit. Hence, cf. (5.2),(5.4), W (z; u) � W (z; u�) for all z 2 S, u 2 U .For �2 = 0, the same result can be shown by using Propositions 3.1 and 3.2. However, (4.3) is notneeded in that case. 12



For �2 � �, it should be clear from limk"1 g(k) = 0, cf. (2.2), that W (z; u) = 0 for all u 2 U .The results of this section are collected in the following proposition:Proposition 5.1 If �2 = 0, then there exists a threshold policy with �nite threshold that is averageoptimal over the set U of all admission policies. The same result holds if 0 < �2 < � provided thatg is nonincreasing in [1; c]. If �2 � �, then all admission policies are average optimal.6 Extensions of the ModelTwo extensions of the de�nition of a reward function will be discussed in this section.6.1 Negative rewardsLet g : IN� ! IR be a mapping such that (2.1) holds, and furtherg(k+ 1) � 	g(k); for k = c; c+ 1; : : : ; C � 1; (6.1)g(k) � 0; for k = 1; 2; : : : ; C � 1; (6.2)g(k) � 0; for k � C: (6.3)where C is an arbitrary constant greater than or equal to c. The above conditions generalize(2.1)-(2.2) since they reduce to (2.1)-(2.2) when C =1.We also assume that Assumptions 2 and 3 in Lippman [15] are satis�ed (these assumptions ensurethe validity of Theorem 2.1 for non-uniformly bounded rewards).Then, it is easily seen (cf. Remark 6.1) that the results contained in Sections 3-5 still hold if (2.2)is replaced by the new set of conditions (6.1)-(6.3).Remark 6.1 The second statement of the proof of Proposition 3.1 is obtained by noting from(3.7) that x(k) � 0 for all k � 1. This implies, in particular, that x(k) + g(k) � 0 for all k � C,from which we deduce that the optimal threshold lies in [c; C � 1]. When �2 > 0, the latter resultfollows from (A.54).6.2 Non-geometrically decreasing rewardsLet g : IN� ! IR+ be a mapping that satis�es both conditions (2.1)-(2.2) with 	 = 1. Further, weassume that there exists � � 0 such that supk2IN� kg(k) � �: (6:4)13



Proposition 6.1 Proposition 5.1 holds under the foregoing assumptions.Proof. Let � 2 [0; 1) and z 2 S. De�ne g� : IN� ! IR+ such thatg�(k) := ( g(k); for k = 1; 2; : : : ; c;g(k) (1� �)k; for k � c+ 1. (6:5)Let W�(z; u) be the long-run average reward gained over an in�nite horizon when the rewardfunction g� is used (cf. (2.4)). Observe that W�(z; u) is uniformly bounded on [0; 1)� S � U (by�1G) and that W0(z; u) = W (z; u).Since g� satis�es conditions (2.1)-(2.2), we may deduce from Proposition 5.1 (provided that g isnonincreasing in [1; c]) that there exists an integer l�, c � l� <1, such thatW�(z; ul�) � W�(z; u); (6:6)for all u 2 U , where ul�(k) := 1(k < l�), k 2 IN.Assume that for every policy u 2 U , the mapping � ! W�(z; u) is right-continuous at � = 0. Callthis assumption H. Let f�igi be a sequence in (0; 1) such that �i # 0 when i " 1. Since l� lies in acompact set for � small enough (see (A.54)), there exists a subsequence f�jgj of f�igi and an integerJ such that l�j = l for all j > J . Consequently, for j > J ,W�j(z; ul) � W�j(z; u); (6:7)for every u 2 U . Letting now j go to 1 in (6.7), we have from assumption HW (z; ul) �W (z; u);for every u 2 U , which proves Proposition 6.1.It remains to show that assumption H is valid. Let u be an arbitrary policy in U . The followingwill be shown: there exists �� > 0 such that �� converges to 0 when � goes to 0, and such thatW (z; u)� �� � W�(z; u) � W (z; u); (6:8)for � 2 [0; 1), from which H will follow.First, observe from (6.5) that the second inequality in (6.8) is trivially true since � ! W�(z; u) isnonincreasing in [0; 1). Let us show that the �rst inequality is also true.We have (with Z1 = z)W�(z; u) �lim infT"1 Eu 24 1T Xfn : 0�tn<Tgng(Q(tn) + 1) + g(Q(tn) + 1) �(1� �)Q(tn)+1 � 1�o 1(Xn = 1; Un = 1)35 ;14



� lim infT"1 8<:Eu 24 1T Xfn : 0�tn<Tg r(Zn;Un)35�D�Eu 24 1T Xn : 0�tn<T 1359=; ; (6.9)= W (z; u)� ��;where (6.9) follows from (6.4) and from the inequality (1� (1� �)i)=i � � for � 2 (0; 1), i 2 IN�.Proposition 6.1 yields the following interesting corollary:Corollary 6.1 Assume that c = 1 and that condition (6.4) holds. Then, for any nonincreasingreward function g : IN� ! IR+, there exists a threshold policy that is average optimal.7 ApplicationsIn this section, we present two applications of our results arising from the context of teletra�canalysis.Example 1.Assume that a deadline Dn > 0 on service time completion is associated with the n-th arrivingcustomer of class 1, n � 1. More precisely, if the n-th customer has arrived at time t, then we wantthis customer to be served by time t+Dn. Customers that miss their deadline are not discarded,meaning that once a class 1 customer gets accepted in the system then it is served. This is atypical situation in many data networks where high level protocols are concerned with admissionwhile low level protocols are concerned with scheduling and transmission. In many cases, the lowerlevel protocols do not have access to deadline information whereas the high level protocols do.This model can also serve as an elaborate version of the queueing model for call request processingin a telephone exchange as presented in de Waal [7, Chapter 4]. Customers of type 1 representthe requests from subscribers that are connected locally to the switch, while customers of type 2represent call requests that are forwarded from other switches. The latter are always admitted tothe exchange because of the processing time that is already spent on them at the forwarding switch.The deadline of type 1 customers corresponds to the limited patience of the subscribers when theyare waiting for the completion of their call.We assume that fDngn is a sequence of i.i.d. random variables, independent of the input andservice times processes. The reward function g is de�ned to be the probability that a new class 1customer meets its deadline given there are k customers in the system, including itself, upon itsarrival. With this de�nition, it is seen that the long-run average reward gained over an in�nitehorizon (see 2.4) provides a measure of the goodput of the system, that is the completion rate ofclass 1 customers that complete service before their deadline.With the de�nition of g in mind, we observe that (2.1) holds since g(k) = P(D < S) for k < c,15



where S (resp. D) denotes a generic random variable for the service time (resp. deadline) of acustomer.In the case that P (D � x) = 1� exp(�x) for x � 0,  > 0 (exponentially distributed deadlines),an easy computation shows thatg(k) = ( �=(� + ); k = 1; 2; � � � ; c;(�=(�+ )) (c�=(c�+ ))k�c; k = c+ 1; c+ 2; � � � :It is also easy to see that the above expression for g(k) satis�es both conditions (2.1) and (2.2)with 	 = c�=(c�+ ).In the general case where the deadline distribution function is arbitrary, then g(k) cannot becomputed in closed form. However, many interesting deadline distribution functions are such thatcondition (2.2) is met. More precisely, we have the following result:Proposition 7.1 The mapping g satis�es condition (2.2) if one of the three following conditionsis ful�lled:1. the deadlines are deterministic;2. the deadlines have a failure rate that is bounded away from 0 by a strictly positive constant;3. the deadlines have an Erlang distribution.The proof of Proposition 7.1 can be found in de Waal [7]. Note that condition 2 in Proposition7.1 is satis�ed by a large class of distributions, including the exponential distribution, subsets ofthe class of Gamma distributions, and truncated normal distributions (see Barlow and Proschan[2], Sec. 5). The mapping g also satis�es the condition (2.2) if the deadline distribution is a �nitemixture of distribution functions that satisfy any of the conditions of Proposition 7.1.If one of the conditions of Proposition 7.1 is satis�ed, then the goodput of the system is maximizedby rejecting a class 1 customer if the queue size exceeds a (�nite) threshold upon its arrival. Thisfollows from Proposition 5.1.Example 2. A classical problem in teletra�c analysis is to �nd a trade-o� between response timesand throughput. Let us illustrate this phenomena through the following simple model.De�ne g(k) := r � w(k), k � 1, where r > 1=� and where w(k) is the mean sojourn time ofa customer that enters the system when the queue-length is k � 1. Consequently, we must �nda trade-o� between accepting all the customers which would imply high throughput but highresponse times, and rejecting most of the customers which would yield low response times but alsolow throughput.For the long-run average reward criterion this formulation is equivalent to the one where a rewardis gained for every admitted customer and holding costs are payed per time unit for every waiting16



customer (cf. the Dynamic Flow Models in Stidham [22]). The formulations di�er in the sense thatin our model the total expected holding costs of each customer are incurred at the moment of hisarrival.Let us show that the reward function g satis�es conditions (2.1), (6.1)-(6.3). Because w(k) = 1=�for k = 1; 2; : : : ; c, we see that condition (2.1) is satis�ed. De�ne C := inffk � 1; g(k) � 0g (notethat C � c+1 since g(c) = r� 1=� > 0). Since w(k) is nondecreasing in k, we immediately deducethat condition (6.3) holds, and that condition (6.1) also holds with 	 := maxc�k�C�2 g(k+1)=g(k).Therefore, the results in Sections 3-5 apply to this model, which shows the existence of optimalthreshold policies both for the discounted and the long-run average reward criteria.Acknowledgements. The authors acknowledge the support of the European Research Consortiumfor Informatics and Mathematics (ERCIM). They are also grateful to a referee and to the AssociateEditor A. Shwartz for their useful comments and suggestions. Many thanks also to P. Mussi for auseful discussion during the course of this work.A AppendixWe �rst introduce some notation and establish some intermediate results.De�ne the matricesM jk (a0; b0; c0) := 0BBBBBBBBBBBBBBB@ a0 � � � � � � � b0��j �+ � � � � � � � b00 ��j+1 � + �0 0 ��j+2 ... ... ...��+ � �0 0 0 ��k�1 �+ � b00 0 0 � � � 0 ��k c0
1CCCCCCCCCCCCCCCA ; (A.1)for 1 � j < k, and Mkk (a0; b0; c0) :=  a0 b0��k c0 ! ; (A.2)for k � 1, where a0, b0 and c0 are arbitrary constants (recall that �j = �min(j; c))Let jM j be the determinant of any matrix M , with the convention that jxj = x if x is a scalarnumber. It is easily seen by using an induction argument thatjM jk(a0; b0; c0)j > 0; (A:3)when a0 > 0, b0 > 0 and c0 > 0, for 1 � j � k. 17



Let us show that the set of equations (4.4)-(4.6) has a unique solution for allm � 0. Let xm+c(k) :=y(k), k = 0; 1; : : : ; m+ c+ 1, in Proposition 4.1.By substituting (4.6) into (4.5), by eliminating xm+c(0) from (4.4) by using (4.5), and �nally byusing the de�nition of �1, we obtain the matrix equation:Am+c xm+c = ��1 gm+c; (A:4)where xm+c := (xm+c(1); : : : ; xm+c(m+ c))T;gm+c := (g(1); : : : ; g(m+ c))T;Am+c := ( M1m+c�1(�+ �; c�=�1� �2; �1+ c�=�1); if m+ c > 1;�1 + c�=�1; if m+ c = 1:By noting that c�=�1 � �2 > 0 (since �1 < 1, cf. (4.1) for � > 0, and �2 < c�) we see from (A.3)that jAm+cj > 0 for m � 0. Therefore, the set of equations (4.4)-(4.6) has a unique solution for allm � 0.We start with the proof of Lemma 4.1.Proof of Lemma 4.1For m = 0 rewrite the equation (A.4) asAc [xc + gc] = [Ac � �1 Ic] gc := hc;where Ic stands for the identity matrix and hc := (hc(1); : : : ; hc(c))T. It follows readily thathc(k) = ��k�1 g(k � 1) 1fk > 1g+ � c�1Xi=k g(i) + �2 g(k) + �c��1 � �2� g(c); (A:5)for k = 1; 2; : : : ; c.By developing the determinant which forms the numerator of xc(j) + g(j) to the j-th column weget after a tedious but easy computation(xc(j) + g(j)) jAcj = jAj+1c j jXk=1 hc(k) j�k�1j (j � 1)!(k � 1)! �j�k� jXk=1 j�k�1j (j � 1)!(k� 1)! �j�k cXi=j+1 hc(i)�i�j�1 jV ic j; (A.6)for j = 1; 2; : : : ; c, where 18



Ajc := 8><>: M jc�1(�+ �; c�=�1� �2; �1 + c�=�1); if 1 � j � c� 1;�1 + c�=�1; if j = c;1; if j = c+ 1;V jc := ( M jc�1(�; c�=�1 � �2; �1 + c�=�1); if 1 � j � c� 1;c�=�1 � �2; if j = c;�k := 8><>: M1k�1(�+ �; �; �+ �); if k > 1;� + �; if k = 1;1; if k = 0: (A.7)With the above de�nitions the following recursions can easily be established for j = 1; 2; : : : ; c� 1,jAjcj = (�+ �) jAj+1c j+ j� jV j+1c j; (A.8)jV jc j = � jAj+1c j+ j� jV j+1c j: (A.9)Repeated application of the recursions (A.8) and (A.9) leads tojAj+1c j = �c�j + cXi=j+1 �i�j�1 jV ic j; j = 0; 1; : : : ; c� 1: (A:10)Introducing (A.10) into (A.6) �nally yields for j = 1; 2; : : : ; c,(xc(j) + g(j)) jAcj = jXk=1 (j � 1)!(k � 1)! j�k�1j�j�k 8<:hc(k)�c�j + cXi=j+1 [hc(k)� hc(i)]�i�j�1 jV ic j9=; :As we have seen before jAcj > 0, j�k�1j > 0 for k = 0; 1; : : : ; c� 1, jV ic j > 0 for i = 1; 2; : : : ; c. Furt-her, the assumptions on g imply that (a) hc(k) > 0 for k = 1; 2; : : : ; c and that (b) hc(k)�hc(i) > 0for k < i. Hence, xc(j) + g(j) > 0 for j = 1; 2; : : : ; c, which concludes the proof of Lemma 4.1 (if�2 = 0 then it is easily seen that (a) and (b) are satis�ed without the additional assumption (4.3)).Proof of Lemma 4.2.Let us show that the lemma is true if xm+c(0) > xm�1+c(0); (A:11)when condition Cm�1, m � 1, is not satis�ed. We use an induction argument.First notice that, cf. (4.4), (4.5),xm+c(k) = �Pk�1i=0 xm+c(i)� �1 g(k) + �k�1 xm+c(k � 1)� ; 1 � k � m+ c;(A.12)xm+c(m+ c+ 1) = �Pm+ci=0 xm+c(i) + �m+c xm+c(m+ c)�2 ; (A.13)19



for all m � 0, c � 1.Basis step. Assume that C0 is not satis�ed and let us show that x1+c(k)+g(k) > 0 for 1 � k � 1+c.>From (A.12) and the inequality (A.11) (with m = 1), it is readily seen thatx1+c(k) > xc(k); for 0 � k � c; (A:14)which implies from Lemma 4.1 that x1+c(k) + g(k) > xc(k) + g(k) > 0 for k = 1; 2; : : : ; c.Further, cf. (A.12), (A.13), (A.14),x1+c(1 + c) = �Pci=0 x1+c(i)� �1g(1 + c) + �cx1+c(c)� ;> �Pci=0 xc(i)� �1g(1 + c) + �cxc(c)� ;= �2xc(1 + c)� �1g(1 + c)� ;and so x1+c(1 + c) + g(1 + c) > �2� (xc(1 + c) + g(1 + c)) > 0;from the assumption on C0.Inductive step. Assume that none of the conditions C0; C1; : : : ; Cm�2, m � 2, is satis�ed and thatxm�1+c(k) + g(k) > 0; for 1 � k � m� 1 + c: (A:15)Let us show that xm+c(k) + g(k) > 0 for 1 � k � m + c if Cm�1 is not satis�ed. It is easily seenfrom (A.11), (A.12), (A.13), thatxm+c(k) > xm�1+c(k); for 1 � k � m� 1 + c; (A.16)xm+c(m+ c) > �2xm�1+c(m+ c)� �1g(m+ c)� : (A.17)Consequently, xm+c(k) + g(k) > 0 for 1 � k � m � 1 + c from (A.15) and (A.16), and xm+c(m +c) + g(m+ c) > 0 from (A.17) and the assumption on Cm�1.We are therefore left to prove that (A.11) holds if the condition Cm�1 is not satis�ed, m � 1. Moreprecisely, we shall show that[xm+c(0)� xm�1+c(0)] jAm+cj = �1� �m�1+c �c��1 � �2� [xm�1+c(m+ c) + g(m+ c)]; (A:18)for all m � 1, if Cm�1 is not satis�ed (i.e., xm�1+c(m+ c)+ g(m+ c) > 0), which will prove (A.11)since jAm+cj > 0 and c�=�1 � �2 > 0. The proof decomposes into 3 steps:Step 1: Computation of xm�1+c(m+ c) + g(m+ c)20



Recall the de�nition of �k (cf. (A.7)). LetYk := 8><>: M1k�1(�+ �; �k; �k); if k > 1;�; if k = 1;0; if k = 0: (A:19)With these de�nitions, we easily obtain thatj�kj = (�+ �) j�k�1j+ � jYk�1j; (A.20)jYkj = �k (j�k�1j+ jYk�1j); (A.21)for k � 1, from which we deduce that��k j�k�1j = �k j�kj � � jYkj; (A.22)��k jYk�1j = (�+ �) jYkj � �k j�kj; (A.23)for k � 1.By means of the recursionxm+c(m+ c) jAm+cj = ��1g(m+ c) j�m�1+cj+ �m�1+c xm+c�1(m� 1 + c) jAm�1+cj; m � 0;that follows from (A.4) we obtain for m � 0,xm+c(m+ c) jAm+cj = ��1 m+cXj=1 g(j) j�j�1j m�1+cYi=j �i; (A.24)= ��1 (c�)m c�1Xj=1 g(j) (c� 1)!(j� 1)! �c�j j�j�1j� �1 mXj=0 g(j + c)(c�)m�j j�c+j�1j; (A.25)where by convention we have assumed that P0j=1 � = 0.Next, we introduce the new quantities~Am+1 := ( M cm+c�1(�+ �; c�=�1� �2; �1 + c�=�1); if m � 1;�1 + c�=�1; if m = 0;~Vm+1 := ( M cm+c�1(�; c�=�1 � �2; �1 + c�=�1); if m � 1;c�=�1 � �2; if m = 0:Then, for m � 0, c � 1, jAm+cj = j�c�1j j ~Am+1j+ jYc�1j j ~Vm+1j: (A:26)For c = 1, the proof of (A.26) is trivial by noting that ~Am+1 = Am+1 when c = 1, �0 = 1 (cf.(A.7)) and Y0 = 0 (cf. (A.19)). For c � 2, the proof follows from Lemma A.1.21



For these new matrices, it is easily seen that for m � 0,j ~Am+1j = (�+ �) j ~Amj+ c� j ~Vmj; (A.27)j ~Vm+1j = � j ~Amj+ c� j ~Vmj; (A.28)from which it follows that for m � 0,j ~Vm+1j = j ~Am+1j � � j ~Amj; (A.29)j ~Am+2j = (�+ �+ c�) j ~Am+1j � c� �j ~Amj; (A.30)provided j ~A0j = 1 and j ~V0j = 1� �2�1=(c�).Further, (A.26) and (A.29) imply that for m � 0,jAm+cj = (j�c�1j+ jYc�1j) j ~Am+1j � � jYc�1j j ~Amj: (A:31)Introducing the matrix ~�m+1 = ( M cm+c�1(�+ �; �; �+ �); if m � 1;� + �; if m = 0;we have similarly to (A.31)j�m+cj = (j�c�1j+ jYc�1j) j~�m+1j � � jYc�1j j~�mj; (A:32)for m � 0, with the convention that j~�0j = 1.Using (A.32), (A.25) and the relation xm�1+c(m+ c) = �1 xm�1+c(m� 1 + c), cf. (4.6), we �nallyobtain for m � 1,[xm�1+c(m+ c) + g(m+ c)] jAm�1+cj =g(m+ c) jAm�1+cj � �1 �1 (c�)m�1 c�1Xj=1 g(j) (c� 1)!(j � 1)! �c�j j�j�1j ��1 �1 m�1Xj=0 g(j + c)(c�)m�1�j h(j�c�1j+ jYc�1j) j~�jj � � jYc�1j j~�j�1i : (A.33)Step 2: Computation of xm+c(0)� xm�1+c(0)In order to describe xm+c(0), we introduce the matrixV jm+c := ( M jm+c�1(�; c�=�1� �2; �1+ c�=�1); if 1 � j < m+ c;c�=�1 � �2; if j = m+ c:22



By straightforward manipulations with the determinants, it can be shown thatxm+c(1) jAm+cj = ��1 g(1) jAm+cj � jV 1m+cj� + �1 m+cXj=2 g(j)�j�2 jV jm+cj; m � 0:>From this relation, it follows readily by using (A.12) with k = 1 thatxm+c(0) jAm+cj = �1� m+cXj=1 g(j)�j�1 jV jm+cj; m � 0: (A:34)>From the de�nitions of the matrices V jm+c and ~Vm+1+c�j we haveV jm+c = ~Vm+1+c�j ; (A:35)for c � j � m+ c. Further, by applying again Lemma A.1 to V jm+c it is easily seen thatjV jm+cj = jW jc�1j j ~Am+1j+ jZjc�1j j ~Vm+1j; (A:36)for 1 � j � c� 1, m � 0, whereW jc�1 := ( M jc�2(�; �; �+ �); if 1 � j � c� 2;�; if j = c� 1;Zjc�1 := ( M jc�2(�; �c�1; �c�1); if 1 � j � c� 2;�c�1; if j = c� 1:These matrices satisfy the recursionsjW jc j = (� + �) jW jc�1j+ � jZjc�1j; (A.37)jZjc j = c� �jW jc�1j+ jZjc�1j� ; (A.38)for j = 1; 2; : : : ; c � 1, c � 2, while jW cc j = � and jZcc j = c� for c � 1. With the aid of relations(A.35) and (A.36) we may rewrite (A.34) asxm+c(0) jAm+cj = �1� c�1Xj=1 g(j)�j�1 hjW jc�1j j ~Am+1j+ jZjc�1j j ~Vm+1ji+ �1� mXj=0 g(c+ j)�c+j�1 j ~Vm+1�j j; m � 0: (A.39)Hence, for m � 1,��1 [xm+c(0)� xm�1+c(0)] jAm+cj jAm�1+cj =23



�j ~Am+1j jAm�1+cj � j ~Amj jAm+cj� c�1Xj=1 g(j)�j�1 jW jc�1j+ �j ~Vm+1j jAm�1+cj � j ~Vmj jAm+cj� c�1Xj=1 g(j)�j�1 jZjc�1j+ g(m+ c)�m�1+c j ~V1j jAm�1+cj+ m�1Xj=0 g(j + c)�j�1+c �j ~Vm+1�j j jAm�1+cj � j ~Vm�j j jAm+cj� : (A.40)It can be shown by induction on m (and by using (A.30)) that for m > 1 and j = 1; 2; : : : ; m� 1or m = 1 and j = 0,j ~Am+1j j ~Vm�jj � j ~Amj j ~Vm+1�jj = �1�1 (c�)m�1�j �m�j j ~V1j j~�jj: (A:41)By applying (A.26) and (A.41) to the �rst two terms in the right-hand side of (A.40), as well as(A.29) and (A.41) to the last one, it is straightforward to reduce (A.40) for m � 1 to��1 [xm+c(0)� xm�1+c(0)] jAm+cj jAm�1+cj =�1�1(c�)m�1 �m j ~V1j c�1Xj=1 g(j)�j�1 �jYc�1j jW jc�1j � j�c�1j jZjc�1j�+g(m+ c)�m�1+c j ~V1j jAm�1+cj+ m�1Xj=0 g(j + c)�1�1 (c�)m�1�j �m�1+c j ~V1j ��� jYc�1j j~�j�1j � [j�c�1j+ jYc�1j] j~�jj� : (A.42)Step 3: Proof of (A.18)We are now in position to prove (A.18). For c = 1, it is seen from (A.33) and (A.42) that (A.18)is true.For c � 2, it follows from (A.33) and (A.42) that the relationc�1Xj=1 g(j)�j�1�jYc�1j jW jc�1j � j�c�1j jZjc�1j� = ��c�1 c�1Xj=1 g(j) (c� 1)!(j � 1)! �c�j j�j�1j; (A:43)has to be proved in order to establish (A.18).For c = 2, this relation reads jY1j jW 11 j � j�1j jZ11 j = ��� j�0j;which is true since jY1j = �, j�0j = 1, j�1j = �+ �, jW 11 j = � and jZ11 j = �.24



Now suppose that (A.43) holds for some �xed c, c � 2. Then,�c cXj=1 g(j) c!(j � 1)! �c+1�j j�j�1j = �c g(c) c� j�c�1j+ � c� c�1Xj=1 g(j)�j�1�j�c�1j jZjc�1j � jYc�1j jW jc�1j� : (A.44)On the other hand, using the recursions (A.20), (A.21), (A.37) and (A.38), it follows thatcXj=1 g(j)�j�1�j�cj jZjc j � jYcj jW jc j� = �c�1 g(c) (c� j�cj � � jYcj)+� c� c�1Xj=1 g(j)�j�1�j�c�1j jZjc�1j � jYc�1j jW jc�1j� : (A.45)Finally, by using (A.22) with k = c, it is seen that (A.44) and (A.45) are equivalent, so that (A.43)holds for c instead of c� 1, which concludes the proof.The notation introduced in the proof of Lemma 4.3 will be used in the remainder of this appendix.Proof of Lemma 4.3.By using (A.24) and the identity xm+c(m+ c+ 1) = �1 xm+c(m+ c), it follows that the conditionCm, m � 0, can be expressed asg(m+ 1+ c) � �1�1c� m+cXj=1 g(j) j�j�1jjAm+cj m+cYi=j �i: (A:46)On the other hand, it is easily seen from the de�nition of the matrices Am+c, Ym+c and �m+c thatfor m � 0 jAm+cj = ��1 + c��1� j�m�1+cj+ �c��1 � �2� jYm�1+cj; (A:47)which implies, together with (A.20) and (A.21), that for m � 1jAm+cj = �1 j�m�1+cj+ c��1 jAm�1+cj: (A:48)Repeated applications of (A.48) give for m � 1jAm+cj = �c��1�m jAcj+ �1 m+cXj=c+1 �c��1�m+c�j j�j�1j: (A:49)Note that (A.49) trivially holds for m = 0. 25



With (A.49) it is easily seen that (A.46) is equivalent tog(m+ 1 + c)24�c��1�m jAcj+ �1 m+cXj=c+1�c��1�m+c�j j�j�1j35� �1 �1 cXj=1�m+c�j cm (c� 1)!(j � 1)! j�j�1j g(j) + �1 �1 m+cXj=c+1(c�)m+c�j j�j�1j g(j); (A.50)for m � 0.Because � is such that 	 < �1 < 1; (A:51)and generally (see (2.2)) g(m+ 1 + c) � 	m+1�j+c g(j); (A:52)for j � c, it follows that for all m > 0,g(m+ 1+ c) m+cXj=c+1�c��1�m+c�j j�j�1j < �1 m+cXj=c+1(c�)m+c�j j�j�1j g(j): (A:53)Further, (A.51) and (A.52) implies that limm"1 g(m)�m1 = 0;so that there must exist anM (that clearly depends on �), 0 �M < +1, such that for allm �M ,g(m+ 1+ c)�m1 jAcj � �1 �1 cXj=1 �c�j (c� 1)!(j � 1)! j�j�1j g(j): (A:54)By combining (A.50), (A.53) and (A.54), we �nally see that Cm is satis�ed for all m �M .The proof is concluded by observing that such an M also exists for � = 0, since �1 = 1 if � = 0,cf. Section 4, and since limm"1 g(m) = 0.Lemma A.1 Let c � 2 and de�ne~Am+1(b0; c0) := ( M cm+c�1(�+ �; b0; c0); if m � 1;c0; if m = 0;~Vm+1(b0; c0) := ( M cm+c�1(�; b0; c0); if m � 1;b0; if m = 0;W jc�1(a0) := ( M jc�2(a0; �; �+ �); if 1 � j � c� 2;a0; if j = c� 1;Zjc�1(a0) := ( M jc�2(a0; �c�1; �c�1); if 1 � j � c� 2;�c�1; if j = c� 1:26
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