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OPTIMAL CONTROL OF ADMISSION TO A
MULTI-SERVER QUEUE WITH TWO ARRIVAL
STREAMS

J. P. C. Blanc¥, P. R. de Waal’ P. Nain! D. Towsley}

June 26, 1993

Abstract

The problem of finding an optimal admission policy to an M/M/c queue with one controlled
and one uncontrolled arrival stream is addressed in this paper. There are two streams of custo-
mers (customers of class 1 and 2) that are generated according to independent Poisson processes
with constant arrival rates. The service time probability distribution is exponential and does
not depend on the class of the customers. Upon arrival a class 1 customer may be admitted or
rejected, while incoming class 2 customers are always admitted. A state-dependent reward is
earned each time a new class 1 customer enters the system. When the discount factor is small,
we show that there exists a stationary admission policy of a threshold type that maximizes the
expected total discounted reward over an infinite horizon. A similar result is also obtained when
considering the long-run average reward criterion. The proof relies on a new device that consists
of a partial construction of the solution of the dynamic programming equation. Applications

arising from teletraffic analysis are proposed.
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1 Introduction

We consider an M /M /¢ queueing system fed by two independent Poisson streams of customers with
intensities A; and A;. Customers of stream i will be referred to as class ¢ customers, ¢ = 1,2. The
buffer has unlimited capacity and the order of service is irrelevant as long as the service discipline
is not anticipative. The customer service demands are independent and exponentially distributed

random variables with finite mean 1/p.

Customers of stream 1 are controlled, in the sense that an arriving class 1 customer can be either
accepted in the system or rejected on the basis of past and current queue-length information.
Customers of stream 2 are not controlled; all are required to enter the queue. A reward g(k + 1)
is earned each time a class 1 customer is admitted when the queue-length is k. Our objective is
twofold: we want to find admission policies for class 1 customers that maximize (1) the average
discounted reward gained over an infinite horizon, and (2) the long-run average reward over an

infinite horizon.

Throughout the years, many authors have studied flow control problems in the context of queueing
systems, and a comprehensive discussion can be found in the survey paper by Stidham [22]. A
standard approach in the control of queueing systems consists of formulating the optimization
problem at hand as a Markov decision problem (see e.g., Serfozo [21], Lin and Kumar [14]) or a semi-
Markov decision problem (see e.g., Lippman [16]), from which the functional equation of dynamic
programming can be derived (Bertsekas [4], Heyman and Sobel [10], Ross [20]). Then, the so-called
policy improvement algorithm (see e.g., Lin and Kumar [14]) or the value iteration algorithm (see for
instance Hajek [9], Johansen and Stidham [12], Ephremides et al. [8], Ma and Makowski [17]) may
be used to determine the optimal policy (e.g., threshold policy, switching curve). An alternative
approach to dynamic programming is to convert the Markov decision problem to a linear program
(Heyman and Sobel [10], Ross [20]) and to use results from the theory of linear programming to
determine the structure of the optimal policy (see e.g., Hordijk and Spieskma [11], Rosberg et
al. [18], Ross and Chen [19]). In some cases, direct arguments arising from performance analysis

techniques may also yield the optimal policy (Lazar [13]).

The contributions of this paper are the following: first, we establish the optimality of threshold
policies for fairly general reward functions (in particular, g need not to be convex/concave); second,
these results are obtained in the presence of a non-controlled input stream which makes the opti-
mization problem more involved; third, we propose a new device for extracting information from
the optimality equation since we have not been able to apply any of the classical techniques listed
above; last, we show that our model has interesting applications in teletraffic analysis.

In Section 2 the problem is cast in the Markov decision process framework. Section 3 addres-
ses the discounted reward control problem in the case where Ay = 0, which will turn out to be
much simpler to analyse than the case where Ay > 0 (Section 4). In both cases, we show the
existence of an optimal threshold policy for small discount factors. The optimality of a threshold
policy for the long-run average reward problem is proved in Section 5. Extensions of our results



to negative/non-geometrically decreasing reward functions are discussed in Section 6. Section 7

contains two applications arising from teletraffic analysis.

2 The Model

The optimization problem described in Section 1 is now formulated as a Markov decision problem.
This formulation closely follows that of Lippman in [15]. Let IN := {0,1,2,...}, N* := IN — {0}
and Ry := (0, +00).

Let t, be the time when the n-th event occurs (arrival or departure). Assume that t; = 0. Let
Un € {0,1} be the n-th decision to be made at time ¢,, (the n-th decision epoch). If ,, corresponds
to the arrival of a class 1 customer, then the controller may decide either to accept (U, = 1) or to
reject (U, = 0) this new customer; otherwise, the decision is irrelevant since only class 1 customers

are controlled. In that case, we shall assume by convention that U, = 0.

Let Q(t) be the total number of customers in the system at time ¢, including the customers in
service, if any. We assume that the sample paths of the process {Q(t), ¢ > 0} are right-continuous.
At time t,, the state of the system is represented by Z, = (Q(¢n),Xn) € S := IN x {0, 1}, where

X, is the number of class 1 customers seeking admittance.

When in state (k,1) a reward g(k + 1) is earned if the customer seeking admittance is accepted.
Let up be the departure rate when there are k customers in the system, k& € IN. Observe that
pr = p min(k, c) for all k € IN (cf. Remark 2.1). We assume that the reward function g : IN* — IR

satisfies the following conditions:

peg(k) < pry1g(k+1), fork=1,2,...,c-1; (2.1)
g(k+1) < VUg(k), fork=c,c+1,..., (2.2)

with ¥ € (0,1). Observe from (2.1) and (2.2) that g is uniformly bounded in IN* (say by a constant
G).

Let us briefly discuss the conditions (2.1) and (2.2). Condition (2.1) is satisfied (in particular) if g is
nondecreasing in [1, ¢]. Condition (2.2) implies that g is geometrically decreasing, with the corollary
that limgtoo g(k) = 0. It is also worth noting that the restrictions we place on g are particularly
weak when ¢ = 1 (M/M/1 queue), since in that case we only require that g be geometrically
decreasing. In particular, no convexity assumption is required. The more general case when g is

nonincreasing in [¢, 00) (i.e., ¥ = 1) will be discussed in Section 6.2.

The process Z := {Z,,n > 1} is a Markov decision process with state space S (Ross [20]). An
admission policy is any mapping u : S — {0, 1}, where u(z) = 1 (resp. u(z) = 0) indicates that the
decision is to admit (resp. reject) the new customer when the system is in state z € S. We only

consider stationary policies since it is well known that nothing is gained by considering more general



policies (e.g., randomized, non-stationary, history dependent policies; for instance see Lippman [16]
or Ross [20]). The set of all admission policies will be denoted by U.

Our objective is twofold. First, we want to maximize over U

Va(z; u) = Ey Z e~ %n T(Zn; Un) | Zy =z

n>1

, a>0, (2.3)

the expected total a-discounted reward gained over an infinite horizon for every initial state z € S,
where r(z;a) := g(k+1)1(a = 1,2 = 1) with z = (k, ). It is easily seen from (2.3) that V,(z; u) is
uniformly bounded on S xU (by K, := (a+A1) G/a) for every a > 0. Let V(2) := sup, ¢y Va(z; u).

Second, we want to find an admission policy that maximizes over I/

Z T(Zn; Un) | Z1 =z
{n:0<t,<T}

1
W(z;u) := liminf T E, ) (2.4)

Too

the long-run average reward gained over an infinite horizon, for every initial state z € S. Observe

that 0 < W(z,u) < MG for all (z,u) € S x U.

Theorem 2.1 gives the Dynamic Programming (DP) equation that is satisfied by the optimal value
function V. The proof of this result can be found in Lippman [16, Theorem 1].

Theorem 2.1 Let Ag; := {0,1} and Ao := {0} be the action spaces when in state (k,1) and

(k,0), respectively. Then, for every a > 0, V. is the unique uniformly bounded solution in S to the

DP equation

* _ . 02((1)
Va(2) = ax. {r(z,a) t e

Z Q(7']z;a) Va*(z')} , 2= (k,z) €S, (2.5)

where (o] z;a) and 0,(a) are the one-step probability transition of the process Z and the transition
rate out of state z respectively, given that the current state is z and that action a is chosen.
Furthermore, the control which selects an action mazimizing the right-hand side of (2.5) for all

z € S is optimal.

It is easily obtained from (2.5) (see Blanc et al. [3] for details) that

(e + A+ pe)Va((k,0)) = MVI((k, 1))+ XV ((k+1,0)) + pe Ve ((k —1,0)) 1{k > 1};(2.6)
Val(k,1)) = max{g(k+1)+ V7((k+1,0)); V5((k,0))}, (2.7)
for all k € IN, where X := A; + As.

For k € IN, define



As a consequence of the last statement of Theorem 2.1 and (2.7), the optimal action u,(k, 1) = u (k)
when the state of the system is (k,1) is given by

ui(k) = 1{z5(k +1) + g(k+1) > 0}, k € IN. (2.9)

Further, it follows from (2.6) and (2.7) that for every a > 0 the function z}, is the unique bounded

solution of the DP equation

k
—aZmZ(i)—l—)\l un (k) (2o (k+1)+g(k+1))+ A2z, (k+1)—prz (k) 1{k > 1} =0, k€ IN. (2.10)
=0
Remark 2.1 All the results in this paper are seen to hold if uq, s, . .., g.—1 are arbitrary numbers

satisfying (2.1). The assumption that ur = pk for £ = 1,2,...,¢ — 1 is only made for sake of

notational convenience.

3 Discounted Reward Problem: the Single-Stream Case

This section is devoted to the analysis of the single-stream discounted problem (i.e., A2 = 0). In
that case, the DP equation (2.10) reduces to

k

— a2 (8) + A (k) (en(k +1) + g(k+ 1)) — e (k) 1{k > 1} =0, ke N,a > 0. (3.1)

2=0
The main result of this section is:

Proposition 3.1 The optimal a-discounted admission policy u}, is such that

1. wi(k)=1fork=0,1,...,c—1, a>0;
2. f0< a<ag:=p(l—U)/¥ and if there is an | < oo such that ul(l) = 0, then ul(k) =0
fork > 1.

Proposition 3.1 shows that for small discount factors the optimal a-discounted policy is of threshold
type, with a threshold greater or equal to c.

Proof of Proposition 3.1. We first prove 1. by induction on k. Substituting k = 0 and k =1
into equation (3.1) yields

—az,(0) + Mug (0) (25(1) + (1)) = (3.2)
—a(25(0) + 25(1)) + Arug(1) (24(2 )+g( )) — mzy(1) = 0. (3.3)



Subtracting (3.2) from (3.3) yields
A1t (1) (25(2) + 9(2)) — Mg (0) (z5(1) + 9(1)) = (a + ) z4(1).
If we assume that u’(0) = 0, then since % (1) (z(2) + g(2)) > 0 (see (2.9)) we can write
(a4 p1)zg(1) > 0. (34)

However, because u(0) = 0, it follows that 0 > z}(1) + g(1) > #5(1). But according to (3.4),

*

z,(1) is nonnegative which results in a contradiction and therefore u}(0) = 1.

Assume now that u}(0) = u}(1) = --- = u (I — 1) = 1 for I < ¢ and let us show that u}(l) = 1.
Substituting £ = [ and & = [ + 1 into equation (3.1) and subtracting the first equation from the

second one, yields
Mg (1+1)(25(142) + g(142)) = Aug (D(zo(14+1) +9(14+1) = (a+ prga )z (14+1) -z (1)- (3.5)
If we assume that u},(!) = 0, we then deduce from (2.9) and (3.5) that
(a+ ) eI+ 1) — as(l) > 0,
since ul({ 4+ 1)(2% (I + 2) + g(I1 4+ 2)) > 0, or equivalently that

(a+ iy )(za(l+ 1) + g(1+ 1)) — (2o () + 9(1) — 91+ D)(a + pya) + mg() 2 0. (3.6)

By noting now that z({ + 1)+ g(I + 1) < 0 (since u}({) = 0 by assumption), —(z(I) + g(I)) < 0
(since ul(l — 1) = 1 by assumption) and —g(! + 1)p41 + mg(l) < 0 from (2.1), we see that the

left-hand side of equation (3.6) is strictly negative, which gives a contradiction. Therefore u}(I) = 1.

We also prove 2. by induction. Fix a such that 0 < a < ag. Let [ > ¢ be such that u} () = 0. This
implies that (I + 1) < —g(I + 1).

Define z : IN — IR as

z(k), k=0,1,...,
z(k) = (3.7)
—aytie(@)/(atp), k>1+1.

Note that the expression for (k) for the case k > [ is the recursion obtained from (3.1) by setting

ul(k) = 0 for k > [ (i.e., always reject an arriving class 1 customer when the queue-length exceeds

D).
We prove that z(k) < —g(k) for k > [ by induction on k.

Basis step. Let k = [+ 1. From the definition of z we have

l

z(1+1) = —a) z(i)/(atp),

=0



= —aZm a—l—,u

(azg(l+1) = Mug (I +1) (z5(1+ 2) + g(1 + 2)) + pag (I + 1))/ (e + p),
zo(l+1),
—g(l+1).

VAN VAN

The last two steps follow from the fact that u} (k)(z;(k+1)+g(k+1)) > 0forall k € IN (cf. (2.9))
and the fact that u}(I) = 0.

Inductive step. We assume that z(k') < —g(k') for &' =14+ 1,142,..., k. We show that z(k+1) <
—g(k +1). We have, cf. (3.7),

ek+1) = |- —az [(a+ 1),
= (—az(k) +( )z(k))/(a + p)
— pa(b)/(a+ p) (3.8)
< —pg(k)/(a+ p)
S _g(k + 1)7

by the induction hypothesis, the assumptions on g and the condition on a. In particular, (3.8)

shows that |z(k)| = (p/(a + p))*t |25 (1) < 2K, for all k > 1 4 1, where the bound follows from
the definition (2.8) together with the uniform bound on V' (see Section 2).

We have thus found a uniformly bounded function # that when substituted for #}, in equation (3.1)
satisfies that equation. Therefore, z* = z since (3.1) has only one uniformly bounded solution,

which in turns implies that z(k) + g(k) < 0 for k£ > [ and a € (0, ap). This concludes the proof.
]

The next result tells us that this threshold is finite.

Proposition 3.2 For every a € (0, ap), the smallest integer I such that u}(l) = 0 is finite. Moreo-

ver, | is uniformly bounded in a for all a small enough.

An immediate corollary of Propositions 3.1 and 3.2 is that for every fixed a € (0, ap) the integer
inf{l > ¢ : u}(I) = 0} is the optimal threshold.

Proof of Proposition 3.2. The proof follows from Lemma 4.3 in Section 4 by letting A, = 0 (see

also Remark 4.2). A direct proof is also available in de Waal [7, Lemma 4.5.4]. [

The methodology used in the proof of Proposition 3.1 does not fall into any of the categories that
were reported in Section 1. This method — first proposed by de Waal [6, 7]— is based on the



construction of an intermediate function (say f) that we suspect to be the optimal policy (here
f(:) = =(-), cf. (3.7)). If we can show that f is bounded and solves the DP equation, then the
existence of a unique bounded solution to the DP equation enables us to conclude that f is indeed
the optimal value function. This method has also been applied with success by Altman and Nain
[1] for controlling the vacations of the server in a Markovian queue. Therefore, we remark that the
importance of the result lies not as much in the optimality of threshold policies but rather in the
method of proof.

The next section shows that this method also applies to the case where Ay > 0, although this
case differs from the single-stream case in an essential way: in the two-stream case, the number of
customers in the system is never bounded from above regardless of the admission policy for class
1 customers. This fact makes the analysis of the two-stream case much more involved.

4 Discounted Reward Problem: the Two-Stream Case

This section presents the analysis of the discounted problem with two streams of customers. Recall
that only the stream of class 1 customers is controlled. Again, our objective is to find an admission

policy that maximizes the discounted cost function (2.3).

We first introduce some notation and state some preliminary results. Let

a+p+d—V(a+p+ )24

B1 = 2 Ay

(4.1)
be the smallest zero of the polynomial (in t) Azt? — (@ + # + A3) t + . Denote by B, the other root
and observe that 0 < 81 <1 < B for all @ > 0. Assume now that Ay < p. By noting that §; =1
when a = 0 and that the mapping a — f is strictly decreasing in [0, +00), we see that there exists
ay > 0 such that

B> 8, (4.2)

for a € (0, 1), where ¥ was introduced in (2.2).

In the remainder of this section, we shall assume that the reward function g satisfies the following

additional conditions (see Remark 4.1)
g(k)>g(k+1), fork=1,2,...,c—1. (4.3)

The following result holds (see Remark 4.2):

Proposition 4.1 Assume that Ay < p and fix a € (0,1). If there exists a finite integer m > 0
(that clearly depends on a) such that the set of equations

k
0 = —a) y(i)+A(y(k+1)+g(k+1))+Aay(k+1)— pry(k), 0<k<m+c; (44)

=0



m-+ec

0 = —a} y@)+Xy(m+et1)-py(m+e); (4.5)

0 = y(m+c+1)-PBiy(m+e), (4.6)

has a solution that satisfies
y(k)+ g(k) >0, forl<k<m+ec; (4.7)
yim+c+1)+g(m+c+1) <0, (4.8)

then u)(k) = 1{k < m 4 c} for k ¢ IN.

Proof. Let m > 0 be such that (y(k))7i<t! satisfies (4.4)-(4.8). Define z : IN — IR as

y(k), k=0,1,...,
z(k) = (4.9)
Brz(k—1), k>1+1,

with [ := m + ¢ (see the comments below).
We prove that z(k) 4 g(k) < 0 for £ > [ by induction on k.

Basis step. Let k = [+ 1. From the definition of z we have

= y(l+1), from (4.6),
S _g(l‘l' 1)7
from (4.8).

Inductive step. We assume that z(k') + g(k') < 0 for k' = 1+ 1,1+ 2,...,k. We show that
z(k+ 1)+ g(k+ 1) < 0. We have, cf. (4.9),

z(k+1) = Biz(k),
< —p19(k), from the induction hypothesis,
< —Pyg(k), from (4.2),
< —g(k+1),
from (2.2). Consequently,
(k) +g(k) <0, fork>1I. (4.10)

By combining this result together with the definition of y(k) for 0 < & < m+c+1 and the definition
of B, it is easily seen that z satisfies the DP equation (2.10).

On the other hand, a direct inspection of (4.9) indicates that |z(k)| < max o<;<z{|y(7)|} for all
k € IN (use B; € (0,1)). Consequently, # = z* since (2.10) has a unique uniformly bounded solu-
tion on IN, which in turn implies that z}(k) + g(k) > 0 for 1 < k < m+ ¢ (cf. (4.7), (4.9a)) and



z;(k)+ g(k) <0for k>m+ c+ 1 (cf. (4.10)). This concludes the proof. [

Proposition 4.1 contains an existence result which makes it already quite interesting. Indeed, if one
can show (for instance, numerically) that the finite system of equations (4.4)-(4.6) has a solution
that satisfies (4.7)-(4.8), then Proposition 4.1 says that the optimal discounted policy is a threshold

policy. In other words, the infinite system of equations (2.9)-(2.10) has been reduced to a finite
one.

Let us now comment on the definition of # in (4.9) since this is the key point of our method.
Assume that u}(k) = 0 for all & > [ > c¢. Then, equation (2.10) reduces to

k
—a) zi(i)+ Az (k+ 1) — pal(k)1{k > 1} =0, (4.11)
1=0
for & > 1. Substituting k for k + 1 in (4.11), then subtracting (4.11) from this new equation, yields
for k> 1
Xozo(k+2)—(a+ A+ p)e,(k+ 1)+ pe,(k) =0. (4.12)

It is known that the general solution to the second-order difference equation defined by (4.12) is
z (k) = a B} + b5, (4.13)

for k > I, where we recall that 8; and (3, are the roots of the (characteristic) equation Ay #* — (a +
g+ A2)t + p = 0. The coefficients a and b are easily identified by plugging (4.13) into (4.12) (see
Blanc et al. [3]). Because z} must be uniformly bounded on IN, (4.13) and B3 > 1 necessarily
imply that b = 0, or equivalently, that (! + 1) = 81 (I). This last relation in turn entails that
a = z(1)/BL. In other words, if the optimal policy is such that u}(k) = 0 for all & > I > ¢, then
necessarily

zo(k) = Brza(k — 1),
for k > 1+ 1, which is nothing but the definition of z(k) given in (4.9) for &£ > [ + 1.

It could be tempting to replace y(k) in (4.9a) by z,(k) in direct analogy with the definition (3.7a)
of z in the single-stream case. However, we are not allowed to do it because there is a priori no

reason why the extra condition (4.6) should hold for z7.

The next step towards the optimality of a threshold policy is to establish the existence of a solution

o (4.4)-(4.8). This is done in the following proposition.

Proposition 4.2 Let o € (0,a1). Then, there ezxists a finite integer m = m*, m™ > 0, such that
the unique solution to the set of equations (4.4)- (4.6) satisfies the constraints (4.7), (4.8). Further,

m”* is uniformly bounded as a | 0.

The proof of Proposition 4.2 relies upon the following three lemmas, of which proofs are given in

m+tc+1
0

the Appendix. We introduce the following notation: for any m > 0, (zmc(k))7” will denote

10



the unique solution to the set of equations (4.4)-(4.6) (the uniqueness of the solution is discussed

at the beginning of the Appendix).

Lemma 4.1 The unique solution (z.(k));L} to the set of equations (4.4)-(4.6) when m = 0 is such

0
that
z.(k)+g(k) >0, forl<k<e. (4.14)

Lemma 4.2 LetC,,, m > 0, be the condition on the model parameters A1, Ao, 1, ¢, , (g(k))ZL:‘i'ch,

which is equivalent to pmic(m+1+c¢)+g(m+1+c¢) < 0. If none of the conditions Co,C1,...,Cm_1
holds, m > 1, then zmi.(k)+ g(k) >0 for k=1,2,...,m+ec.

Lemma 4.3 Let a € (0,a1). Then, there exists m, 0 < m < +o0, such that zy,i.(m+c+ 1)+
g(m+ ¢+ 1) < 0. Moreover, m is uniformly bounded as a | 0.

Proof of Proposition 4.2. Let m* be the smallest nonnegative integer such that zm,«;.(m*+c+
1) + g(m* 4+ ¢+ 1) < 0, where the existence of m* is ensured by Lemma 4.3. If m™ = 0 then the
proposition follows from Lemma 4.1, whereas if m* > 0 the proposition follows from Lemma 4.2.
The second part follows from the second statement of Lemma 4.3. ]

Combining Propositions 4.1 and 4.2 yields the following final result:

Proposition 4.3 Assume Ay < p. Let g be a reward function such that conditions (2.1), (2.2),
(4.3) hold simultaneously. Then, for every a € (0,;), there exists m), < oo such that u}(k) =
1{k < m}, + ¢} for all k € IN. Moreover, there ezists ay, 0 < as < a1, and a constant M > 0 such
that m%, € [0, M] for all o € (0, ).

Before concluding this section, let us briefly address the numerical computation of the optimal
threshold m}, + c. The standard way for computing m}, is to solve the system of equations (4.4)-
(4.6) for m = 0,1,2,... until we end up with a value of m such that the constraints (4.7)-(4.8) are
met. Then, m}, = m. However, it is much more efficient both in terms of computation time and
memory space savings to determine m}, from the inequality (A.50) in the Appendix by using the
recursions (A.22) and (A.23). More precisely, for every a € (0, a1), m}, will be the smallest integer
such that (A.50) holds.

Remark 4.1 The assumption that g is nonincreasing in [1, ¢] is only used in the proof of Lemma
4.1. We conjecture that Lemma 4.1 holds without this extra assumption on g (we have only checked
it for ¢ = 2 and ¢ = 3, which implies, in particular, that Proposition 4.3 holds for ¢ < 3 without

this assumption).
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Remark 4.2 Proposition 4.1 still holds if Ay = 0 provided that 3; is replaced by limy,|0 81 =
p/(a + p). Moreover, when A3 = 0 Lemma 4.1 holds without the extra assumption (4.3) (see the
comment at the end of the proof of Lemma 4.1), which in turn implies (see Remark 4.1) that the

same is true for Proposition 4.1.

5 The Average Reward Control Problem

In this section, we shall discuss the long-run average reward control problem. Since V,(z;u) is well
defined for all z € S, u € U (see Section 2), we know from a Tauberian theorem (Widder [23, pp.
181-182]) that

W(z;u) < lirillionfa Val(z;u), (5.1)

for all z € S, u € U. Further, if W(z; u) exists as a limit, then lim,|o aV,(z; u) exists as well, and

W(z;u) = lima Vy(z;u), (5.2)

«l0
forallz€ S,uecl.

Assume first that 0 < Ay < p and that the assumptions in Proposition 4.3 are fulfilled. Let z be

fixed in S. For every a € (0, az), we have from Proposition 4.3 that

ug(3) = W{j < mg + ¢},
for j > 0 with 0 < m}, < +00. Consequently, for a € (0, az),

aVu(z;u) < aVu(z;uy), (5.3)
for all u € Y.

Let {a;}5° be a sequence in (0, ap) such that a; | 0 as ¢ T co. Since m}, € [0, M] for a € (0, a3)
by Proposition 4.3, and since m, is an integer, there exists J < 400 and a subsequence of {a;}$°,

denoted as {e;}7°, such that mg is a constant (denoted as m*) for all j > J. Define u*(j) :=

1{j<m*+¢},j>0.
If we now take the limit in (5.3) along «;, j T 0o, we get from (5.1) that for every policy u € U

W(z;u) < liminfa; V,(z; u”). (5.4)

JToo

By observing now that Z (see Section 2) is an ergodic Markov chain when the threshold policy u* is
used, we may deduce from Chung [5, Section I.15] that W (z; u) exists as a limit. Hence, cf. (5.2),
(5.4), W(z;u) < W(z;u*)forallz € S, u e l.

For Ay = 0, the same result can be shown by using Propositions 3.1 and 3.2. However, (4.3) is not

needed in that case.
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For Ay > u, it should be clear from limgtoo g(k) = 0, cf. (2.2), that W(z;u) =0 for all u € U.

The results of this section are collected in the following proposition:

Proposition 5.1 If Ay = 0, then there exists a threshold policy with finite threshold that is average
optimal over the set U of all admission policies. The same result holds if 0 < Ay < p provided that

g is nonincreasing in [1,¢]. If Ay > u, then all admission policies are average optimal.

6 Extensions of the Model

Two extensions of the definition of a reward function will be discussed in this section.

6.1 Negative rewards

Let g : IN* - IR be a mapping such that (2.1) holds, and further

glk+1) < $g(k), fork=c,c+1,...,C—1; (6.1)
g(k) > 0, fork=1,2,...,C—-1; (6.2)
g(k) < 0, fork>C. (6.3)

where C is an arbitrary constant greater than or equal to ¢. The above conditions generalize
(2.1)-(2.2) since they reduce to (2.1)-(2.2) when C' = oc.

We also assume that Assumptions 2 and 3 in Lippman [15] are satisfied (these assumptions ensure

the validity of Theorem 2.1 for non-uniformly bounded rewards).

Then, it is easily seen (cf. Remark 6.1) that the results contained in Sections 3-5 still hold if (2.2)
is replaced by the new set of conditions (6.1)-(6.3).

Remark 6.1 The second statement of the proof of Proposition 3.1 is obtained by noting from
(3.7) that z(k) < 0 for all £ > 1. This implies, in particular, that z(k) + g(k) < 0 for all ¥ > C,
from which we deduce that the optimal threshold lies in [¢,C — 1]. When Ay > 0, the latter result
follows from (A.54).

6.2 Non-geometrically decreasing rewards

Let g : IN* — IR, be a mapping that satisfies both conditions (2.1)-(2.2) with ¥ = 1. Further, we
assume that there exists A > 0 such that

sup kg(k) < A. (6.4)
k€IN*
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Proposition 6.1 Proposition 5.1 holds under the foregoing assumptions.

Proof. Let € € [0,1) and z € S. Define g. : IN* — IR, such that

g(k), fork=1,2,...,¢c

ge(k) := { g(k) (1 — €)%, fork>c+1. (6-5)

Let We(z,u) be the long-run average reward gained over an infinite horizon when the reward
function g is used (cf. (2.4)). Observe that W,(z,u) is uniformly bounded on [0,1) x S x U (by
A1G) and that Wy(z,u) = W(z,u).

Since g, satisfies conditions (2.1)-(2.2), we may deduce from Proposition 5.1 (provided that g is

nonincreasing in [1, ¢]) that there exists an integer I, ¢ < [ < oo, such that
We(z;ur,) > We(z;u), (6.6)
for all u € U, where v (k) := 1(k < [l.), k € IN.

Assume that for every policy u € U, the mapping € — W,(z, u) is right-continuous at ¢ = 0. Call
this assumption H. Let {¢;}; be a sequence in (0, 1) such that ¢; | 0 when ¢ T co. Since [ lies in a
compact set for € small enough (see (A.54)), there exists a subsequence {¢;}; of {¢;}; and an integer
J such that l; = [ for all j > J. Consequently, for j > J,

We;(z,w) > We,;(z,u), (6.7)
for every u € U. Letting now j go to oo in (6.7), we have from assumption H
W(z,u) > W(z,u),
for every u € U, which proves Proposition 6.1.

It remains to show that assumption H is valid. Let u be an arbitrary policy in /. The following
will be shown: there exists § > 0 such that . converges to 0 when ¢ goes to 0, and such that

W(z,u) — b6 < We(z,u) < W(z,u), (6.8)
for € € [0,1), from which H will follow.

First, observe from (6.5) that the second inequality in (6.8) is trivially true since € — We(z,u) is

nonincreasing in [0,1). Let us show that the first inequality is also true.
We have (with Z; = 2)

We(z,u) >

lign inf B, % > {9(Q) + 1) +9(Qtn) +1) (1= 2+ — 1)} 1(Xp = 1,Un = 1),
{n:0<t,<T}
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1 1

S T 1 ' B 1 ‘

> 1111%£f E, Y 1(Zn;Un)| — DeE, o1y, (6.9)
{n:0<t,<T} n:0<t, <T

= W(z,u) — &,

where (6.9) follows from (6.4) and from the inequality (1 — (1 — €)¢)/i < € for € € (0,1),5 € IN*. =

Proposition 6.1 yields the following interesting corollary:

Corollary 6.1 Assume that ¢ = 1 and that condition (6.4) holds. Then, for any nonincreasing

reward function g : IN* — IR, there exists a threshold policy that is average optimal.

7 Applications

In this section, we present two applications of our results arising from the context of teletraffic
analysis.

Example 1.

Assume that a deadline D, > 0 on service time completion is associated with the n-th arriving
customer of class 1, n > 1. More precisely, if the n-th customer has arrived at time ¢, then we want
this customer to be served by time ¢t + D,,. Customers that miss their deadline are not discarded,
meaning that once a class 1 customer gets accepted in the system then it is served. This is a
typical situation in many data networks where high level protocols are concerned with admission
while low level protocols are concerned with scheduling and transmission. In many cases, the lower
level protocols do not have access to deadline information whereas the high level protocols do.

This model can also serve as an elaborate version of the queueing model for call request processing
in a telephone exchange as presented in de Waal [7, Chapter 4]. Customers of type 1 represent
the requests from subscribers that are connected locally to the switch, while customers of type 2
represent call requests that are forwarded from other switches. The latter are always admitted to
the exchange because of the processing time that is already spent on them at the forwarding switch.
The deadline of type 1 customers corresponds to the limited patience of the subscribers when they
are waiting for the completion of their call.

We assume that {D,}, is a sequence of i.i.d. random variables, independent of the input and
service times processes. The reward function ¢ is defined to be the probability that a new class 1
customer meets its deadline given there are k customers in the system, including itself, upon its
arrival. With this definition, it is seen that the long-run average reward gained over an infinite
horizon (see 2.4) provides a measure of the goodput of the system, that is the completion rate of

class 1 customers that complete service before their deadline.

With the definition of g in mind, we observe that (2.1) holds since g(k) = P(D < §) for k < ¢,
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where S (resp. D) denotes a generic random variable for the service time (resp. deadline) of a
customer.

In the case that P(D < 2) =1 — exp(—vz) for # > 0, ¥ > 0 (exponentially distributed deadlines),

an easy computation shows that

g(k):{ /L/(/L‘I"Y): k:1727"':c;
/(4 7)) (ep/(cp+7))5 k=c+1,c42,---.

It is also easy to see that the above expression for g(k) satisfies both conditions (2.1) and (2.2)
with ® = cu/(cp + 7).

In the general case where the deadline distribution function is arbitrary, then g(k) cannot be
computed in closed form. However, many interesting deadline distribution functions are such that

condition (2.2) is met. More precisely, we have the following result:

Proposition 7.1 The mapping g satisfies condition (2.2) if one of the three following conditions
1s fulfilled:

1. the deadlines are deterministic;
2. the deadlines have a failure rate that is bounded away from 0 by a strictly positive constant;

3. the deadlines have an Erlang distribution.

The proof of Proposition 7.1 can be found in de Waal [7]. Note that condition 2 in Proposition
7.1 is satisfied by a large class of distributions, including the exponential distribution, subsets of
the class of Gamma distributions, and truncated normal distributions (see Barlow and Proschan
[2], Sec. 5). The mapping g also satisfies the condition (2.2) if the deadline distribution is a finite

mixture of distribution functions that satisfy any of the conditions of Proposition 7.1.

If one of the conditions of Proposition 7.1 is satisfied, then the goodput of the system is maximized
by rejecting a class 1 customer if the queue size exceeds a (finite) threshold upon its arrival. This

follows from Proposition 5.1.

Example 2. A classical problem in teletraffic analysis is to find a trade-off between response times
and throughput. Let us illustrate this phenomena through the following simple model.

Define g(k) := r — w(k), & > 1, where » > 1/pu and where w(k) is the mean sojourn time of
a customer that enters the system when the queue-length is £ — 1. Consequently, we must find
a trade-off between accepting all the customers which would imply high throughput but high
response times, and rejecting most of the customers which would yield low response times but also
low throughput.

For the long-run average reward criterion this formulation is equivalent to the one where a reward
is gained for every admitted customer and holding costs are payed per time unit for every waiting
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customer (cf. the Dynamic Flow Models in Stidham [22]). The formulations differ in the sense that
in our model the total expected holding costs of each customer are incurred at the moment of his
arrival.

Let us show that the reward function g satisfies conditions (2.1), (6.1)-(6.3). Because w(k) = 1/pu
for k=1,2,...,c, we see that condition (2.1) is satisfied. Define C' :=inf{k > 1, g(k) < 0} (note
that C > ¢+ 1 since g(¢) = r—1/p > 0). Since w(k) is nondecreasing in k, we immediately deduce
that condition (6.3) holds, and that condition (6.1) also holds with ¥ := max.<x<c—2 g(k+1)/g(k).

Therefore, the results in Sections 3-5 apply to this model, which shows the existence of optimal
threshold policies both for the discounted and the long-run average reward criteria.

A cknowledgements. The authors acknowledge the support of the European Research Consortium
for Informatics and Mathematics (ERCIM). They are also grateful to a referee and to the Associate
Editor A. Shwartz for their useful comments and suggestions. Many thanks also to P. Mussi for a
useful discussion during the course of this work.

A Appendix

We first introduce some notation and establish some intermediate results.

Define the matrices

ag a a . a a bo
i a+A a ce a a bo
0 —pjt1 a+A
0 0 —Hij+2
M;ﬁ(ao,bo,co) = : : : ) (A-l)
a
a-+ A a
0 0 0 —Ur_1 a+ A b
0 0 0 ‘- 0 —UE  Co
for 1 <j <k, and
M (ao,bo, co) = ( G bo ) , (A.2)
—Hk Co

for k > 1, where ag, by and ¢ are arbitrary constants (recall that u; = pmin(j, c))

Let |M| be the determinant of any matrix M, with the convention that |z| =  if # is a scalar

number. It is easily seen by using an induction argument that
| M;;(ao, bo, co)| > 0, (A.3)

when ag > 0, bp > 0 and ¢o > 0,for 1 < j < k.
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Let us show that the set of equations (4.4)-(4.6) has a unique solution for all m > 0. Let z,,1.(k) :=
y(k),k=0,1,...,m+ ¢+ 1, in Proposition 4.1.

By substituting (4.6) into (4.5), by eliminating #,,4.(0) from (4.4) by using (4.5), and finally by

using the definition of #;, we obtain the matrix equation:

Am—l—c Xm+e = _)‘1 Bm+tes (A4)
where
_ ) T,
Xmte = (mm—l—c( )7 R mm-l—c(m + C)) )
gmic = (9(1),-.r9(m+ )T
A — Mrln-l—c—l(a—l_)‘:c:u/lgl_)‘27)‘1+c:u//61)7 ifm+4c> L;
mte T A1+ ep/Ba, ifm+c=1.

By noting that cu/B1 — A2 > 0 (since By < 1, cf. (4.1) for a > 0, and Ay < cp) we see from (A.3)
that |Amyte| > 0 for m > 0. Therefore, the set of equations (4.4)-(4.6) has a unique solution for all
m > 0.

We start with the proof of Lemma 4.1.

Proof of Lemma 4.1

For m = 0 rewrite the equation (A.4) as
Ac[xc + 8] = [Ac — A L] gc := h,

where I, stands for the identity matrix and h, := (h.(1),..., hc(c))T. It follows readily that

he(k) = —ps gk — 1) 1{k > 1} + o 3 g(i) + A g(k) + (;—" _ ,\2) a(c), (A.5)
i=k 1

for k=1,2,...,c.

By developing the determinant which forms the numerator of z.(j) + g(j) to the j-th column we

get after a tedious but easy computation

(G -1)!

(2e3) + 000) 140 = 42 3 el sl =10 5
k=1 (k—1)!
L 1|E p Z he(3) NIV, (A.6)
k=1 iS5

for j =1,2,...,¢c, where
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Mcj—1(a + A ep/B1— A, A+ ep/B), f1<j<c-1,

Al = ¢ At ep/p, if j = ¢
1, ifj=c+1;
vi o | MIi(asen/Br— Do M+ ep/fy), H1<j<e—1;
¢ cp/B1 — Az, ifj=c¢
Ml (a+Xa,a+ ), ifk>1;
Ay = a+ A, if k=1, (A.7)
1, if k= 0.

With the above definitions the following recursions can easily be established for j =1,2,...,¢—1,
| A (a+ A) [ATHY] 4 jp [VEH, (A.8)
V) = alAlf 4 ju VT (4.9)

Repeated application of the recursions (A.8) and (A.9) leads to

AT =X 4 Y NNV, 5=0,1,..,e— 1 (A.10)
i=j+1

Introducing (A.10) into (A.6) finally yields for 5 = 1,2,...,¢,

J . c

. . j—1)! i c—j N1 yi—G—1 (174

(2e() + 9()) 14 = 3 Ek - 1;, Al BB X 4+ 3 Tha(k) — ho(i)] X9 |V
k=1 : i=j+1

As we have seen before |A,| > 0, |[Ag_1| > 0for k =0,1,...,¢—1,|V¢ > 0fori=1,2,...,c. Furt-

her, the assumptions on g imply that (a) h.(k) > 0for k =1,2,...,c and that (b) h.(k) — hc(Z) > 0

for k < i. Hence, z.(j)+ g(j) > 0 for j = 1,2,...,¢, which concludes the proof of Lemma 4.1 (if

A2 = 0 then it is easily seen that (a) and (b) are satisfied without the additional assumption (4.3)).
]

Proof of Lemma 4.2.

Let us show that the lemma is true if
Zm+c(0) > Tm—1+¢(0), (A.11)

when condition Cy,_1, m > 1, is not satisfied. We use an induction argument.
First notice that, cf. (4.4), (4.5),

k-1 .
1 m+c - A k - m+c k-1

mie ;
mm-|—c(m _I_ c _I_ 1) — a Ez:O $m+c(’l,) —I_A/'I’TVH'C ;cm_|_c(m + C), (A13)
2
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forallm >0,¢> 1.

Basis step. Assume that Cj is not satisfied and let us show that z1,.(k)+g(k) > 0for1 < k < 1+ec.
;From (A.12) and the inequality (A.11) (with m = 1), it is readily seen that

T1+c(k) > z.(k), for0<Ek<eg, (A.14)
which implies from Lemma 4.1 that z1,.(k) + g(k) > z.(k) + g(k) > 0 for k=1,2,...,c.

Further, cf. (A.12), (A.13), (A.14),

adioZipe(t) — A1g(1 4 ¢) + peziyc(c)

IU]__|_C(]_ + C) = A )
adigzc(i) — Aig(l 4+ ¢) + pezc(c)
> )
A
Asze(l+¢) — A1g(1 + ¢)

by )
and so

zi4c(l+e)+g(l+e)> % (zc(14+¢)+g(14¢)) >0,
from the assumption on Cy.

Inductive step. Assume that none of the conditions Cy,C1,...,Cp_2, m > 2, is satisfied and that
Tm—11c(k)+g(k) >0, for1<k<m-—-1+ec. (A.15)

Let us show that @, 1.(k) + g(k) > 0for 1 < k < m+ ¢ if Cp_1 is not satisfied. It is easily seen
from (A.11), (A.12), (A.13), that

Tmic(k) > Tm_14c(k), for 1<k<m-—1+c; (A.16)
A2Lyn—_1tc - A
Tmpe(m+c) > Z2EmolE (m+;) 1g(m+¢) (A.17)

Consequently, 2, 4.(k) + g(k) > 0for 1 <k <m — 1+ ¢ from (A.15) and (A.16), and Z;,4(m +
¢) + g(m+¢) > 0 from (A.17) and the assumption on Cp,_1.

We are therefore left to prove that (A.11) holds if the condition C,_1 is not satisfied, m > 1. More
precisely, we shall show that

A

(2mse(0) = 21100 [Amel = A4 (220 ) o selmo+ )+ glm+0)], (A18)

S}

for all m > 1, if Cp,_1 is not satisfied (i.e., Zpm—14c(m +¢) + g(m + ¢) > 0), which will prove (A.11)
since |Am+te| > 0 and cp/B1 — A2 > 0. The proof decomposes into 3 steps:

Step 1: Computation of z,,_11c.(m + ¢) + g(m + ¢)
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Recall the definition of A (cf. (A.7)). Let

M (o + X, pe, pg), if k> 15
Y =< p, ifk=1; (A.19)
0, itk = 0.

With these definitions, we easily obtain that

[Ael = (a4 A) [Ap—1] + a|[Vie—al; (A.20)
| Y| pe (| Ap—1] + [Ye-1]), (A.21)

for & > 1, from which we deduce that

Apg [Ap—1| = pi Ak — a|Yl; (A.22)
Ape [YVea| = (a+ ) [Va| — g [Axl, (A.23)
for k > 1.
By means of the recursion
Eme(m + ¢) [Amiel = —Mg(m + ¢) [Am_14c| + pm—14c Tmie-1(m — 1+ ¢) [Am_14c|, m >0,

that follows from (A.4) we obtain for m > 0,

m+te m—1+¢
Tmpe(m+e) [Amycl = =X D g() 1Al T (A.24)
J=1 i=j
m & . (C— 1)' c—j7
= —Xi(ep) j{:g(z)(.__l),u A
i=1 I
- )\1 Zg(] + c)(c,u)m—j |Ac+j—1|7 (A25)
7=0
where by convention we have assumed that 2221 -=0.

Next, we introduce the new quantities

i — My e q(at A ep/Bi— Az, A+ ep/Br), ifm>15
m A1+ ep/B, if m = 0;

v — M:ﬂ+c—1(a7 cp/B1 — Ao, A +ep/Br), ifm>1;
T en/Bri— A, if m =0,

Then, for m > 0,¢c > 1,
| Amye| = [Aca] |Am+1| + |Yeoq] |‘7m+1|- (A.26)

For ¢ = 1, the proof of (A.26) is trivial by noting that Am-l—l = Amt1 when ¢ =1, Ag = 1 (cf.
(A.7)) and Yy = 0 (cf. (A.19)). For ¢ > 2, the proof follows from Lemma A.1.

21



For these new matrices, it is easily seen that for m > 0,

[Ami1l = (a+A)[Am| + cp|[Vinl;
|‘7m+1| = a|Am|—|—cu|T7m|,

from which it follows that for m > 0,

|Vm+1| = |Am+1|_)‘|fim|§
sl = (@ + At o) [ — e M,

provided |Ag| =1 and |Vo| =1 — X981 /(cp).
Further, (A.26) and (A.29) imply that for m > 0,

[ Amtel = ([Aemt| + [Yeo1 ) [Ama] = XYoo [ Al
Introducing the matrix

i ) My q(at+ A a,a+A), ifm>1;
ML T a4 A, if m =0,

we have similarly to (A.31)
Ameel = (o] + [Yemr]) Amia] = A|¥emr| Al

for m > 0, with the convention that |Ag| = 1.

(A.31)

(A.32)

Using (A.32), (A.25) and the relation @,_14c(m+ ¢) = 1 Zm_14c(m — 1 + ¢), cf. (4.6), we finally

obtain for m > 1,

[m—14c(m +¢) + g(m + )] [Am-14c| =

c—1 c— ' i
g(m+ c) [Am_iqe|l = M By (ep)™ D g(4) E] — 3, ped A ] -
=1 ‘

m—1
MBS gl + ) (em)™ T [([Meol + [Yeor|) A5 = AlYeon| R;1]
=0

Step 2: Computation of Z,;,4¢(0) — Zm—_14(0)

In order to describe #,,4.(0), we introduce the matrix

i M (ayep/Bi— Ao, Mt ep/By), 1<) <m+c
mte cp/B1 — Az, ifj=m+e.
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By straightforward manipulations with the determinants, it can be shown that

A _ )\ |Am+0| - |V’r}1.-|—c| )\ o . Aj—Z 7 >
mm-l—c(]-) | m-I—c| = —A1 g(]-) ) + A1 Z g(]) |Vm-|—c|7 m 2> 0.
j=2

;From this relation, it follows readily by using (A.12) with &£ = 1 that
Al e . j—1 7
Emtc(0) [Amte = o g N Vagel, m>0. (A.34)

i=1

iFrom the definitions of the matrices VI, and T;'m_|_1_|_c_j we have

m-+ec
VT'ZH-C = ~m—|—1—|—c—j7 (A35)
for ¢ < j < m + c. Further, by applying again Lemma A.1 to V,Z;_l_c it is easily seen that

Vintel = IWLil [Amga| + 12| Vsl (A.36)

for1<j<e¢—1,m>0, where

I/I/v'7 = Mg—Z(a7a7a+ A), if1 < ] <ec-— 2,
c—1 a, ifj=c—1;

Zj = Mg—Z(anuc—lnuc—l), if1 < ] <ec-— 2;
c—1 He—1, ifj=c—1.

These matrices satisfy the recursions
Wil = (a+ ) Wiil+al|Zl,]; (A.37)
1z = en (Wil +1224]), (4.38)

for j =1,2,...,¢—1, ¢ > 2, while |W¢| = a and |Z¢| = cp for ¢ > 1. With the aid of relations
(A.35) and (A.36) we may rewrite (A.34) as

Al c—1 . . . . . .
Omte(0) [Amiel = T30 g() X [IWEL| [ Amaa| + 1224 [Vl
7=1
A ) . -
+ Y g(e+ ) X Vmgayl, m>0. (4.39)
7=0

Hence, for m > 1,

a
)\_1 [Zm1e(0) = Zm—11c(0)] | Amae| [Am—14c| =
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c—1

(|Am+1| |Am—1+c| - |Am| |Am+c|) Zg(]) )‘j_l |W3—1

7=1
. . c—1 . .
+ (|Vm+1| |Am—1+c| - |Vm| |Am+c|) Zg(]) )‘J_l |Zg—1|
7=1
+ g(m+ ) AT | Ao el
m-—1
£ 9l + )N ([Tl [Amoreel — [Fncsl [ el ) (A.40)
7=0

It can be shown by induction on m (and by using (A.30)) that form > 1 and 5 =1,2,...,m -1

orm=1and j=0,
A1 | Vin—s| = |Am| [Ving1-3] = A1Bu (ep)™ 179 A9 1] |Ay). (A.41)

By applying (A.26) and (A.41) to the first two terms in the right-hand side of (A.40), as well as
(A.29) and (A.41) to the last one, it is straightforward to reduce (A.40) for m > 1 to

a
A [Zmtc(0) = Zm—11c(0)] [Ame| [Am-14c| =
c—1

MBu(ep)™ X T3] D7 g() M7 ([Yera| Wy | = |Aea|1224]) +

i=1

m-—1

g(m+ ) X"V [Amorgel + D 9(5 + €) MBa (ep)™ 17T ATV %

=0

(A Yemr | 1Bt = [[Aema] + [Yer ] 1A51) (A.42)

Step 3: Proof of (A.18)

We are now in position to prove (A.18). For ¢ = 1, it is seen from (A.33) and (A.42) that (A.18)

is true.

For ¢ > 2, it follows from (A.33) and (A.42) that the relation

c—1 c—1
. . . o Ae—=1! .
3 0N ([Verdl W = Ihena 124]) = =370 S 0) S0 Iseal, (443)

has to be proved in order to establish (A.18).

For ¢ = 2, this relation reads
Ya] W1 = [A4][Z1] = =X p Al

which is true since |Y1| = u, |Ao] =1, [A1| = a+ A, |[W]| = @ and |Z]| = p.
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Now suppose that (A.43) holds for some fixed ¢, ¢ > 2. Then,

c < . c! ct+1—37 c
XY " g(d) G-Di” T Ajoa] = X g(e) ep [Ac]
':1 .

c—1

+ Aep 3 g() N7 (|Aeca| 1224] = Ve IWE4]). (A.44)
7=1

On the other hand, using the recursions (A.20), (A.21), (A.37) and (A.38), it follows that

Zg IV (1Al 122] = [Yel [WEL) = 2 9(c) (em|Ael = @ [¥el) +

Aang Y (|Acmt | 1Z34] = [Yerr| W24 1) (A.45)

Finally, by using (A.22) with k = ¢, it is seen that (A.44) and (A.45) are equivalent, so that (A.43)
holds for ¢ instead of ¢ — 1, which concludes the proof. ]

The notation introduced in the proof of Lemma 4.3 will be used in the remainder of this appendix.

Proof of Lemma 4.3.

By using (A.24) and the identity mic(m + ¢ + 1) = B1 Zmic(m + ¢), it follows that the condition

Cy, m > 0, can be expressed as

Mp |AJ |
glm+1+4+¢) < Z |A H . (A.46)
j=1 m+ c i=j

On the other hand, it is easily seen from the definition of the matrices A;1¢, Ym+e and Ay,i. that
form >0

|Am—|—c| = ()‘1 + ) |Am 1—|—c| + ( 2) |Ym—1+0|7 (A47)
B B

which implies, together with (A.20) and (A.21), that for m > 1

|Am+6| - )‘1 |Am 1+C| ‘|' ,3 |Am 1+C| (A'48)
Repeated applications of (A.48) give for m > 1
m m+c m+tc—j3
cp cp
Amiel = () a4+ 20 Y (%) 1agaal (A.49)
/61 j=c+1 /61

Note that (A.49) trivially holds for m = 0.
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With (A.49) it is easily seen that (A.46) is equivalent to

som100) | (3) g 85 ()7

j=c+1
- m+c—3 .m (C B 1)' . sy m4c—j3 .
<MBL Y K e A1 g(F) + A B D (en) |Aj-1]9(j), (A.50)
. (7 —1)! .
1=1 7=c+1
for m > 0.
Because « is such that
¥ <p <, (A.51)
and generally (see (2.2))
g(m+ 14 ¢) < mHIHE g(j), (A.52)
for § > ¢, it follows that for all m > 0,
m-+ec cp m+c—j m-+ec . )
stm1+9) 3 (2)7 T al<s D @I leG) (A
j=c+1 1 j=c+1
Further, (A.51) and (A.52) implies that
lim g(m) =0,
mToo ,31

so that there must exist an M (that clearly depends on a), 0 < M < 400, such that for all m > M,

Q(L"}—I_)|A|<)\1ﬂ1z,u 1)iA_
/61 j=1 1)

By combining (A.50), (A.53) and (A.54), we finally see that Cp, is satisfied for all m > M.

(7)- (A.54)

The proof is concluded by observing that such an M also exists for @ = 0, since #; = 1 if & = 0,
cf. Section 4, and since limy, 10 g(m) = 0. [

Lemma A.1 Let ¢ > 2 and define

~ Me a+ A, bg,co), tfm>1;
m-+tec— 1 ’ )
Am—l—l bﬂacO { 7If _ 0,
M a,bg,co), tfm>1;
m+4c— 1 0,0 = 4
Vm—l—l bﬂacO { 0, 1,f m — 0,

M o(ag,a,a+ ), ifl1<j<ec—2

c—

ifj=c—1;

2o (@o, pho—1, fe—1), f1<j<ec—-2
,uc 1, ’Lf]:C—]_
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Then,
| My seo1| = IWZ_1(a0)| | Am1(bo, co)| + |Z2_1(a0)| [Vim1(bo, o), (A.55)

for1<j<ec—1,m>0, and for any constants ag, by and co.

Proof. The proof is easily obtained by induction on m (see Blanc et al. [3]). [ |
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