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Abstract

In cultural knowledge evolution simulated by multi-agent simulations, agents
can improve the accuracy of their knowledge by interacting with other agents
and adapting their knowledge with the aim of agreeing. But their knowledge
might be confined to specific areas because they do not have the capacity to ex-
plore the world around them. Since intrinsic motivation to explore in artificial
agents has already proven to increase exploration, it was researched whether
and how agents in simulations of cultural knowledge evolution can be motivated
to explore. Moreover, it was tested how far this improves and changes their
knowledge. Three different kinds of motivation were investigated: curiosity,
creativity and non-exploration. Moreover, intrinsic motivation was modelled
with and without reinforcement learning. Agents either explored on their own
or picked specific interaction partner(s). It has been shown that it is pos-
sible to model agents with intrinsic motivation to explore in cultural knowledge
evolution, and that this has a significant effect on the agents’ knowledge. Con-
trary to the expectations and other studies, this did not lead to an increase
in knowledge completeness. Out of all intrinsic motivations, curiosity had the
highest accuracy and completeness. Models with reinforcement learning per-
formed similar to direct models. As expected, intrinsic motivation led to faster
convergence of the agents’ knowledge, especially with social agents. Hetero-
geneously motivated agents only had a higher accuracy and completeness than
homogeneously motivated agents in specific cases. This thesis can be regarded
as a foundation for further investigation into the role of intrinsic motivation in
cultural knowledge evolution. Different forms of intrinsic motivation or differ-
ent reinforcement learning techniques could be tested. Additionally, intrinsic
motivation at different stages of the experiment or in different ratios, for ex-
ample curious agents and agents with no motivation, could be investigated in
more detail. Lastly, agents could teach other agents things they explored a lot.
Keywords: cultural knowledge evolution; intrinsic motivation; exploration;
artificial curiosity; computational creativity; multi-agent simulation
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1 Introduction

Cultural knowledge evolution studies the cultural evolution of knowledge representations
in a group of agents. Darwin’s evolutionary mechanisms are applied to knowledge repres-
entations, which are representations of how an agent’s (human or machine) knowledge, is
organised. Knowledge is understood as learned information. Applying cultural evolution
methods to knowledge representations of agents has been successfully applied to the evolu-
tion of natural languages (Steels, |2012). In multi-agent simulations of cultural knowledge
evolution, it has been shown that agents can improve the accuracy of their knowledge by
interacting with other agents (Bourahla et al., 2021). Within simulations, phenomena like
the synchronisation of agents or the transmission of values are researched with artificial
agents.

In experimental cultural knowledge evolution, agents correct their knowledge of the
environment to be able to interact with other agents. Within experiments, agents use
knowledge about the environment in the form of ontologies. Agents classify objects with
their ontology based on the object’s properties. For example, if the environment contains
mushrooms and agents have to decide whether to eat them, they can distinguish the mush-
rooms using the property is poisonous. If a mushroom is poisonous, an agent decides to
leave it. Otherwise, it decides to eat it. The knowledge is subject to internal and ex-
ternal constraints imposed by the communication with others as well as the environmentﬂ
Furthermore, knowledge is not static, but consists of dynamically evolving and changing
entities and their relationships (Trivedi et al., 2017, 2).

Agents interact with another by performing games together, which help them to develop
useful knowledge for classification tasks. Each agent has its ontology, so that interaction
can fail if agents classify objects differently. As agents live in a social context, they want
to agree with other agents and thus adapt their knowledge if an interaction failed, to be
able to successfully interact with other agents. After multiple repetitions, agents converge
towards successful communication, which means that interaction failures between agents
are reduced. Furthermore, they have objectively more correct knowledge about their en-
vironment, meaning that their knowledge improved in terms of correctness. Nevertheless,
there still is knowledge diversity, which is assumed to increase resilience in evolutionary
contexts (Bourahla et al., 2021}, 1;|Bourahla et al., [2022bl 1).

So far, in each of the games, agents are assigned randomly to the interaction partner,
object, and task. They are not proactive and take no decisions regarding their interaction
partners or the interaction object. However, if the agents do not actively explore the world,
their knowledge might be confined to specific areasﬂ Hence, exploring unknown parts of the
situation space is likely to improve the agent’s knowledge. Nonetheless, agents should still
aim to agree with other agents that are part of their society, and this remains the primary
goal.

To address the problem that agents are not exploring the world, the agents could be
provided with intrinsic motivation. Recently, there was a trend in the Al community to

L Research, mQOeX, https://moex.inria.fr/research/index.html. Last access: 1! Septem-
ber 2023, 3:55pm.

2 Intrinsic exploration motivation in cultural knowledge evolution, Master topic, Sujet de master
recherche. https://moex.inria.fr/training/2022-M2R-motiv.html. Last access: 16*" January
2023, 9:33am.
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include intrinsic motivation to explore (such as curiosity), which strongly enhances the
learning performance (Sun et al., 2022, 1). Curiosity in machine learning is inspired by
human curiosity, which is an intrinsic motivation that lead to numerous scientific discoveries.
Moreover, it is important regarding many aspects of cognition (Dubey and Griffiths, 2017,
1). Intrinsic motivation is a good method in machine learning, as it allows for the selection of
experiences, leverages potential synergies among abilities, increases efficiency and autonomy,
as well as it allows acquiring macro-actions (Oudeyer et al., 2016, 272f.). Thus, intrinsic
motivation is a promising approach to enhance agents’ exploration.

This master thesis builds upon research performed by the mOeX group (Laboratoire
d’Informatique de Grenoble, INRTA & Univ. Grenoble AlpesED. The aim of the research
group is to understand and develop general mechanisms by which a society evolves its know-
ledge. The group addresses questions such as (1) how populations with different knowledge
(representations) can communicate, (2) how their representations are shaped by interaction
with their environment and other agents, and (3) how knowledge diversity can be preserved
and if this is beneficial (Bourahlaj [2023]). Current research is focused on the area of basic
research, but future applications will be focused on the internet of things, social robotics, or
smart cities. In general, future applications may be in all fields where autonomous agents’
knowledge is required to adapt to a dynamic environmentﬂ This master thesis contributes
especially regarding research question (2), as intrinsically motivated agents will change how
the agents interact with one another as well as the environment.

Argumentative & Epistemic Goal

In experimental cultural evolution, agents converge to successful communication and
their knowledge is objectively improved. This means that the amount of failed interactions
between agents decreases and the correctness of the agents’ knowledge regarding the en-
vironment improves (Bourahla et al.| 2021, 1). But the agents are not very active, and it
is likely that they are stuck in local optima with knowledge only of specific areas. Thus,
if agents would be motivated to explore, their knowledge would presumably improve. De-
pending on the ratio of intrinsically motivated agents or the model used to simulate these
agents, there might also be some trade-offs, for example, between curiosity and exploitation.

Research on intrinsic motivation has been advanced from two sides: natural / cognitive
science, with the aim to analyse it, and artificial intelligence (AI) focussing on practical
applications with the goal to implement it. The objective of this master’s thesis is to re-
search (1) whether it is possible and how to simulate agents with intrinsic motivation to
explore within experimental cultural knowledge evolution, and (2) whether this improves
their knowledge. Within this objective, research on how intrinsic motivation can be mod-
elled, what kind of effect this has on the agents’ knowledge and what kind of dynamics exist
between intrinsically motivated agents and the overall knowledge is required. In order to
address these questions, three concrete forms of intrinsic motivation will be investigated:
curious, creative, and non-exploratory motivation. The application of intrinsic exploration-

3 mOeX, evolving knowledge. https://moex.inria.fr. Last access: 1% September 2023,
3:05pm.

42021 Activity Report, Project-Team mOeX, Evolving Knowledge. https://raweb.inria.fr/
rapportsactivite/RA2021/moex/index.html. Inria Research Centre Grenoble-Rhone-Alpes, In
Partnership with: Université de Grenoble Alpes, In Collaboration with: Laboratoire d’Informatique
de Grenoble. Last access: 4'" September 2023, 12:22pm.
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motivation will be tested and discussed using the experimental framework Lazy lavender.
It is extended it with reinforcement learning and direct models.

This master thesis is organised in four parts. The first part deals with the background
of the master thesis (Chapter , introducing cultural knowledge evolution, multi-agent
systems (Section, intrinsic motivation in psychology (Section, Al research and social
contexts (Section , as well as presenting the experimental framework (Chapter . In
the second part, conceptual approaches and mechanisms for intrinsic exploration-motivation
will be introduced and discussed (Chapter . Next, various models for curious, creative and
non-exploratory motivation as intrinsic exploration-motivation will be proposed (Chapter
5). Then, hypotheses are posed, and the experiments are described (Chapter . Lastly,
the results are analysed, and the research questions are debated (Chapter . Moreover,
intrinsic exploration-motivation in cultural knowledge evolution is discussed (Chapter @
Chapter [10] concludes the master’s thesis.






Part 1
Intrinsic Exploration-Motivation






2 Background & Related Work

This master thesis studies the intrinsic exploration-motivation of the cultural evolution
of knowledge in a population of artificial agents. Multi-agent simulations, in which the
agents learn and adapt their knowledge during social interaction, are performed to study
cultural knowledge evolution. In this chapter, the background and related work in the
scope of this master thesis are presented. First, an overview of cultural knowledge evolution
and multi-agents systems is presented (Section . Second, in Section psychological
research on intrinsic motivation is outlined. Afterwards, intrinsic motivation in artificial
agents and Al research is addressed (Section [2.3). Both sections about intrinsic motivation
examine different forms of intrinsic motivation in detail: curiosity and creativity. Finally,
intrinsic motivation in social contexts is addressed (Section .

2.1 Cultural Knowledge Evolution

In the 1970s, researchers started to build the foundation of cultural evolutionary theory
(Boyd and Richerson, 1985)). Darwin’s evolution theory is applied to culture to study cul-
tural change with evolutionary tools, methods and concepts, supported by formal models
(Acerbi et al., 2023, 9; Holland, 1992 19). Although, cultural evolution originated in an-
thropology, it is relevant to various disciplines with a focus on social science and humanities
(Mesoudi et al., 2006, 330). “There are universal laws [that can be found] in all complex ad-
aptive systems” such as aggregated behaviour, anticipation, and evolution (Holland} (1992,
18f).

Interdisciplinary research in the field of cultural evolutionary theory started with the
aim to understand cultural diversity and change (Acerbi et al., 2023, 9; Creanza et al.| 2017,
7782). Applied to the domain of knowledge, cultural evolution addresses the evolution of
knowledge representations in a population of agents. It is studied by observing cooperating
agents that adapt their knowledge according to the situation and other agents. The three
basic concepts of evolutionary theory — inheritance, selection, and variation — are applied
to the knowledge of a society (Acerbi et al., 2023, 9; Bourahla et al., 2022al 63).

In general, knowledge is acquired through observation. But in societies, it is more
common that it is implicitly learned through cooperation. Agents need common knowledge
— a culture — to understand one anotherﬂ Culture contains aspects of social life such as
customs, languages, ideas, behaviours, values, skills, knowledge, beliefs and other artefacts.
All of them can change over time and are transmitted between individuals (Bourahla et al.,
2022a, 1;|Creanza et al., 2017, 7782; Mesoudi et al., 2006, 331). Therefore, it is of importance
to understand the dynamic temporal and evolutionary changes of relationships between
entities in knowledge and investigate their evolution (Trivedi et al., 2017, 2).

Cultural evolution has been successfully applied experimentally to language, inspired by
the proposals of language games made by Wittgenstein. Darwin himself remarked: “The
formation of different languages and of distinct species and the proofs that both have been
developed through a gradual process are curiously parallel” (Darwin, 1888, 90). Considering

> Euzenat, J. (2023). Semantics of distributed knowledge. Lecture notes. https://moex.inria.
fr/files/reports/sdk.pdfl Revision: 2da2bfdeb764ed5886dd5a6b958631f168a23bbd, Compiled:
18" January 2023. Last access: 24" September 2023, 11:40am.
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the novelty and innovation of language compared to biological innovation in evolution, it is
fitting to speak of language evolution (Steels, 2012, 3, 8, 25).

Nevertheless, there are differences between biological and cultural evolution. For ex-
ample, cultural evolution is regarded as more complex because of the characteristics of
inheritance (horizontal vs. horizontal and vertical transmission). But as biologists have
successfully used simplified models of complex biological systems, cultural systems can also
be simplified (Creanza et al., 2017, 7783; Mesoudi et al., [2006, 330).

Nowadays, there are computational models which are called models of cultural evolution.
In computer science, cultural evolution experiments are executed by implementing multi-
agent simulations using a precisely defined protocol, which describes how interactions take
place. A population of agents repeatedly and randomly carries out a task (also called a
game) and adapts its culture in monitored experiments (Acerbi et al., [2023, 10).

Multi-Agent Systems

Agent-based models (ABM), agent-based simulations (ABS), multi-agent systems (MAS)
or multi-agent simulations (sometimes also called individual-based models (IBM))E] are used
to model individuals or populations of autonomous decision-making entities called agents.
Agents can range from humans over animals up to robots, software agents, services, or
daemons (Niazi and Hussain, 2011, 480).

Multi-agent systems are at the intersection of Distributed Artificial Intelligence and
Computational Simulation (Lima et al.l 2011, 41f). Models are created and defined to
study and explain “observed phenomena as well as foresee future phenomena” (Abar et al.),
2017, 14). They are abstract representations of phenomena. This provides information
about the dynamics of the simulated real-world system (Bonabeau, 2002, 7280; |[Klein et al.|
2018|, 7). Simulations like multi-agent simulations simulate these phenomena using a model
as basis.

These techniques are widely used in ecology, but also in many other disciplines dealing
with complex systems like the social sciences, economics, political science, philosophy, and
computer science (Grimm et al., 2006, 116). For example, philosophers of science use formal
models as an argumentative resource to study the impact that social networks, among other
things, have on scientific exchange in different contexts (Aydinonat et al., 2021} 369; Seseljal,
2022, 1;|Wu et al.l 2022, 1). As simulation models have become a widely used tool, multi-
agent simulations have also been used in cultural evolution. In cultural knowledge evolution,
multi-agent simulations are used to experimentally evolve knowledge representations in a
population of agents (Acerbi et al., [2023] 9; |Euzenat, 2017, 1; |Grimm et al., [2006, 116).

A multi-agent simulation consists of mainly three aspects (Bryson| 2014, 174): First,
an environment in which the agents are situated. Second, parameters (also known as
attributes) of the agents, which make them individual and describe the “agent’s character”.
Lastly, there is the behaviour of the agent, including its decision-making process and actions.
An agent is autonomous, according to a weak notion of agency (Wooldridge and Jennings,

6 The terms ABM, ABS, multi-agent simulation and IBM are often used interchangeably with a
slightly different focus (Niazi and Hussainl [2011, 480). Because the population-level phenomena are
of interest in the given context, the term multi-agent simulation will be used to refer to all three.



1995, 116): The agent can operate without human intervention, interact with other agents,
perceives as well as reacts to its environment and has goal-directed behaviour.

The structure of multi-agent simulations allows to better understand global emerging
phenomena of complex adaptive systems (Niazi and Hussain, 2011} 480). Varying individual
parameters in a reproducible controlled setting enables a detailed understanding of the
effect, that changes at the micro level have on the macro level contrary to observing real-
world phenomena (Acerbi et al., 2023|, 12; Klein et al., [2018, 8), see Coleman’s Bathtub in
Figure . The system cannot be reduced to its parts, as the emergent phenomena can have
decoupled properties. Unanticipated behaviour can also emerge (Bonabeau, 2002, 7280;
Gabora and Tseng}, 2017, 404).

macro- macro-level association macro-
structure structure
situatior}al transformational
mechanisms 'mechanisms
actor action
. action-formation > .

mechanisms

Figure 1: Colemans Bathtub showing the interplay of micro-level behaviour and macro-
level structure (Klein et al., 2018, 11; https://bit.1y/3ZE70oUJ. Last access 9" January
2023, 12:41 pm).

2.2 Intrinsic Motivation in Psychology

In psychology, intrinsic motivation is the desire to perform an activity for its inherent
satisfaction and pleasure. It is a spontaneous tendency to search for challenges, extend and
practice one’s abilities. Intrinsic motivation is opposed to extrinsic motivation, which is
the desire to perform an activity for an instrumental value or avoid punishment, hence, “to
attain some separable positive outcome” (Di Domenico and Ryan, 2017, 1; Ryan and Deci,
2000} 56f). In social settings, the desirable task is often given by an external person, for
example, by rewarding specific behaviour with higher income. Both forms of motivation
can coexist (Georgeon and Ritter, 2012} 73; Kuvaas et al., [2017} 246).

Two forms of intrinsic motivation are distinguished in (Oudeyer, 2007, 4): homeostatic
motivational systems, which push an organism or agent to maintain a stable state or comfort
zone, and heterostatic motivational systems, which push an organism or agent out of its
habitual state. Motivational systems can express themselves in flow to reach their goal.
Flow describes a state of optimal activation in which an agent is completely absorbed in an
activity with non-self-conscious enjoyment (Demontrond and Gaudreaul, 2008, 10).

Intrinsic motivation is associated with exploration. It was, for example, observed in
rhesus monkeys that continued playing a puzzle in the absence of external rewards as
they explored their environment. Exploration is often intrinsically motivated, but not all


https://bit.ly/3ZE7oUJ

intrinsically motivated actions involve exploration. Apart from exploration, play behaviouIE]
is also strongly associated with intrinsic motivation. The structural perspective of intrinsic
motivation focusses on the relationship between an action and its goal (Di Domenico and
Ryan, [2017, 2; Fishbach and Woolley, 2022, 392ff).

In every-day life, people refer to intrinsically motivated, if there is no social pressure
(Fishbach and Woolley, [2022, 393). If people are intrinsically motivated, they engage in
activities because they appear inherently satisfying and interesting (Di Domenico and Ryan),
2017, 1). The motives that are learned through socialisation and internalisation are not
regarded as intrinsic motives. But motives, that are internal and basic as well as innate, are
essential for the pursuit of goals (Deci and Ryan| [2000, 228f; |Fishbach and Woolley, 2022,
393). The distinction between extrinsic and intrinsic motivation is part of a philosophical
problem. The issue lies in distinguishing between motives that are intrinsic and those that
are extrinsic (Dubey and Griffiths, 2020, 6).

Curiosity

One prominent form of intrinsic motivation is curiosity. Curiosity is related to an agent’s
knowledge about the world, and describes the intrinsic desire to seek information and avoid
boredom (Dubey and Griffiths, 2020, 5f; Schmidhuber, 1991} 4). It is described as the
“openness to experience” (Schutte and Malouff] 2020, 941). Moreover, it aims to reduce
negative experiences, while rewarding reduction of uncertainty. At an individual level, it
describes an innate desire to learn and know without external rewards (Ribeiro et al., [2017,
1; 'Wu and Miaol 2013| 1).

Two forms of curiosity can be distinguished (Dubey and Griffiths) 2020, 5; Kidd and
Hayden, 2015 450): (1) epistemic curiosity, which is the interest in information / know-
ledge, and (2) perceptual curiosity, which is a desire driven by environmental affordances.
Epistemic curiosity can be further split into two sub-categories. First, specific curiosity is
the interest in very specific knowledge — related to exploitation. Second, diversive curiosity
is less directed and seeks to have change — related to exploration. Therefore, curiosity can
lead to the exploration <+ exploitation dilemma. This dilemma consists in the problem that
over-exploration and can lead to less focus on going into detail, whereas over-exploitation
leads to a lack of exploration. Exploration inherently has the trade-off that agents exploit
less. Nevertheless, exploration has to be performed by autonomous agents to improve their
knowledge, especially in unknown areas or when dealing with incomplete information (Li
and Gajane, 2023, 1).

Multiple theories about curiosity have been put forward. Loewenstein proposed an
“information gap”-hypothesis of curiosity. He claims that there is a strong link between
the existing knowledge about the world and curiosity (Di Domenico and Ryan, 2017} 5;
Dubey and Griffiths, [2017, 2). Moreover, two opposing accounts of curiosity can be distin-
guished: novelty-based and complexity-based. Recently, it has also been suggested that they
can be combined (Brandle et al) 2020, 1). Novelty-based approaches focus on exploring
unknown knowledge and having novel experiences, emphasising the “pleasure of learning”.
One novelty-based theory is the Curiosity Drive Theory. It claims that curiosity comes from

7 Play behaviour describes behaviour that occurs throughout games. These games range from
solitary and imaginative to games with objects and prearranged rules (Rubin| (1977). Some forms of
play are also associated with exploration.

10



a desire to reduce uncertainty. Complexity-based approaches focus on tasks that are neither
too easy and boring, nor too difficult and frustrating for the agent, just as proposed in the
learning progress hypothesis. The Optimal Arousal Theory is a complexity-based theory. It
puts forward that curiosity arises from the pleasure of learning so that the agent is neither
overwhelmed nor bored. Curiosity should be kept in an optimal state, emphasising an ease
of learning. To date, there is no agreement about an integrated view of curiosity (Dubey
and Griffiths| 2017, 1; [Dubey and Griffiths| 2020, 4; |Oudeyer et al., 2007, 264; Ribeiro
et al., 2017, 1).

Curiosity is integral to animals and human beings. It is a basic element of cognitive
development, memory, learning, and decision-making (Dubey and Griffiths, 2020}, 3; Kidd
and Hayden| 2015, 449; Ningombam et al.l 2022, 87255; |Oudeyer}, 2007, 1; Ribeiro et al.|
2017, 1). Humans exhibit different levels of curiosity, and pathological curiosity can be
observed in obsessive compulsive disorders. Overall, curiosity motivates learning, leads to
exploration, and prepares for future challenges (Brandle et al., 2020, 2; Dubey and Griffiths|,
2017, 1; [Ten et al.l 2021, 1).

Creativity

Creativity is another well-known form of intrinsic motivation. It describes agents’ cap-
abilities to generate products, which are described as novel and valuable. Because curiosity
is often considered to be the impulse for creativity, creativity can be considered an extension
of curiosity (Gautl [2010, 1039; |Gizzi et al., [2020, 371; |Guckelsberger et al., 2017} 5; Schutte
and Malouff, 2020, 940f). The Intrinsic Motivation Principle of Creativity by Ambile pro-
poses that intrinsic motivation is essential to creativity (Amabile and Pillemer, 2012} 11;
Rosso, 2014} 9; [Sternberg, 2006, 89).

An essential element of creativity is that the artefacts or behaviours did not previously
exist. Thus, they have to be novel, but at the same time valuable (Gabora and Tseng]
2017, 404; |Gaut, 2010, 1036ff). The uniqueness of creative products has been used to
argue that the artefacts are so fundamentally novel, that they are unpredictable. This
is also why societies with too many creative agents can suffer (Gabora and Tseng, [2017,
414). Overgeneralisations regarding over-inclusive thinking are also considered an aspect of
creativity, as well as pretend playﬁ and imagination (Gizzi et al., 2020, 371).

Within psychological creativity, Boden distinguishes three forms of creativity (Gaut|,
2010, 1038; |Gizzi et al., 2020, 372): (1) combinational creativity, which is the transfer of
existing knowledge and a new combination of familiar knowledge, (2) transformational cre-
ativity, which is the most radical creativity and consists in transforming a conceptual spaceﬂ
and lastly, (3) exploratory creativity, which consists in the exploration a large conceptual
space. Moreover, Boden differentiates two kinds of aspects concerning creativity: output-
based and process-based aspects. Output-based aspects focus on the output or product of a
creative process to evaluate whether the task was creative. Process-based aspects instead
focus on the creative process. In process-based creativity, there are two different phases:
First, an expansion phase that describes the generation of a large set of possible outputs

8 Pretend play is part of play behaviour. It addresses all kinds of games, that are like simulations.
Children pretend that, for example, an object stands for another object, like pretending that a branch
from a tree is a sword (Fein, (1981, 1097).

9 This allows the creative agent to think in new ways afterwards.
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(like brainstorming). Second, a contraction phase, in which everything is reduced to one
result (Fogarty et all 2015, 744;|Gizzi et al., 2020} 371f).

2.3 Intrinsic Motivation in Artificial Agents & AI Research

Although inspired by psychological research, intrinsic motivation is understood slightly
differently in Al research because the current psychological definitions do not yet allow for
a computational realisation and implementation of intrinsic motivation. In Al research,
intrinsic motivation is used to develop autonomous continual learning agents, that aim
to explore (Colas et al., 2018, 1) and learn in a changing dynamic environment without
external rewards. Their behaviour is guided by internal forces and their decisions have to
be intrinsically derived rather than externally imposed (Georgeon and Ritter, 2012, 73).

Since the agents are simulated, their intrinsic motivation is given by the designer and,
thus, it is questionable whether this can be called genuine intrinsic motivation[r_n] (Guck-
elsberger et al., 2017, 4). Therefore, intrinsic motivation refers to the behaviour, that the
agents show within the simulation that is based on their internal states and values and
neglects the implementation of the agent.

Reinforcement Learning

external
reward
external environment
act|on
agent state

internal
reward
-
internal environment
Figure 2: Reinforcement learning and extrinsic vs. intrinsic rewards
In computational contexts, intrinsic motivation is often modelled using reinforcement

learning. It has proven to be a reliable and successful method, that improves the agent’s
learning behaviour (Sun et al., 2022} 1). Usually, reinforcement learning is used in situations

10 Within the model, external factors such as the programmer are irrelevant and neglected. Fur-
thermore, when talking about intrinsically motivated agents, I refer to agents implemented with a
model of intrinsic motivation.
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where sequential decision-making is necessary and the optimal strategy to solve the problem

is unknown1

Reinforcement learning is a machine learning method that relies on rewarding desired
behaviour (Hester and Stone, 2017, 170). Environments with sparse rewards or sometimes
even without external rewards make learning more difficult. This is a problem related to
exploration because agents typically rely on external rewards during exploration (Jaques
et all 2018, 1; Reyes et al., [2022, 1). To address the lack of external rewards, intrinsic
rewards are introduced. This allows agents to learn based on their internal representation of
the environment by making predictions based on their experience and internal mechanisms
(Blaes et al., 2019, 1; [Sanz et al. 2012, 396). Intrinsic motivation is driven by inward
forces, making reinforcement learning a suitable mechanism to model it (Georgeon and
Ritter, 2012, 73).

Agents explore by contextualising their past interactions, choosing the goal to pursue,
the partner of interaction and the action to take (Ten et al., 2021, 3f). In an adaptive world,
an agent uses a learning algorithm to learn from the feedback of the environment. With
reinforcement learning of intrinsic motivation, there is an additional internal mechanism
that allows the agents to learn with an internal reward as well (Nisioti et al., 2021, 4;
Schmidhuber, 2010, 1). Figure [2| shows reinforcement learning of intrinsic motivation in
contrast to reinforcement learning of extrinsic motivation. The extrinsic reward mirrors the
externally defined task. It directly influences the state of the agent. Hence, the environment
indirectly also influences the intrinsic motivation. But it only depends on things intrinsic to
the agent: the state, the action, and the intrinsically obtained reward. The learning based
on intrinsic motivation influences the action policy of the agent.

Overall, intrinsic motivation should facilitate the optimisation of an extrinsically defined
task. Especially, exploration is a major problem of reinforcement learning because of the
trade-off with exploitation. That is why other strategies are used to balance exploration
and exploitation (Heemskerkl 2020, 15;|Oh et al., |2023, 3; Ten et al., [2021} 7).

Artificial Curiosity

The most discussed approach to intrinsic motivation is curiosity (Jaques et al., 2018,
1). Sometimes, artificial curiosity (AC) is even equated to intrinsic motivation. Artificial
curiosity is used to find the action(s) that improve the agent in reaching its goal (Ningombam
et al., 2022, 87256; Ribeiro et all [2017, 1). Inspiration is taken from the way children
develop a big variety of abilities on their own (Laversanne-Finot et al.l 2018, 2; |Reinke
et al., 2019, 3). A problem of artificial curiosity is the Noisy-TV Problem, where the agent
fails to differentiate epistemic (knowledge-related) and aleatoric (by-chance) uncertainty
(Heemskerk, 2020, 16): it gets interested in noise because it is novel.

In settings without intrinsic motivation, agents often do not choose the situation they
are exposed to, which slows progress down[r_gl So, agents are motivated to explore ac-
tions that are under-explored to see if they are more rewarding (Li and Gajanel 2023, 1f).

1 Is Reinforcement Learning Right for Your AI Problem?, Agrawal, P. and Wu, C.,
MIT Professional Education, 9** July 2021. https://professional.mit.edu/news/articles/
reinforcement-learning-right-your-ai-problem. Last access: 26" June 2023, 10:10am.

12 Assikidana, E. (2022). Intrinsic exploration motivation and incentives in cultural evolution.
Final report, Université Grenoble Alpes.
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Curiosity-driven exploration generates an intrinsic reward that “motivates” the agent to
explore aspects that make it curious (Baglietto et al.l 2002, 173; Nisioti et al., 2021} 3;
Wang et al., 2019, 2).

In general, agents are often curious to visit all possible and novel spaces or expose
themselves to unknown or new experiences (Saunders and Gero, 2004, 148; Zhang et al.,
2023| 1). Nowelty can be encoded by, for example, counting how often each possible state
of the environment has been visited. Other values that are used include the frequency,
similarity, or recency of the perceived stimulus (Oudeyer et all [2016, 268; [Wu and Miao),
2013) 8). Another realisation of artificial curiosity is, for example, the pleasure of learning:
modelled by measuring the improvement of the agent’s internal model of the world every
time the agent applied a learning algorithm (Schmidhuber] 2010} 1).

Some approaches of curiosity use reinforcement learning with intrinsic rewards (Laversannhe-
Finot et al., [2018, 1;|Matfi et al.,|2011, 1). |(Oudeyer| (2007) describes a topology of approaches
to model artificial curiosity. There are different reward functions which represent different
forms of motivation, such as, for example, uncertainty motivation (UM), which is the mo-
tivation to seek novelty, information gain motivation (IGM), which is the motivation to
decrease uncertainty in the agent’s own knowledge, predictive familiarity motivation (FM),
which uses a predictive model to implement a motivation for familiar situation, mazimizing
incompetence motivation (IM), where the agent sets its own goals to improve where its per-
formance is weakest, maximizing competence process (also referred to as flow motivation)
(CPM), which aims at an optimal task, maximising reward, if the task is neither too easy
nor to difficult (Oudeyer, 2007, 2-10; Oudeyer et al., 2007, 266).

Computational Creativity

Computational creativity is about machines, that can generate creative artefacts. These
artefacts are characterised as surprising or previously unknown (Wu and Miao, 2013} 20).
The objective of computational creativity is to inquire the creation of complex individual
creativity, and to research social creativity. Creativity has a social aspect which can be
modelled computationally. It is either computationally researched with distributed creative
systems or investigated with social scientific models of sophisticated social phenomena of
creativity (Saunders), 2019 305f). Furthermore, computational creativity could contribute
to machines’ ability to solve problems. Artificial agents that solve problems creatively
require a combination of problem-solving in Al and computational creativity (Gizzi et al.|
2020}, 372).

Different approaches have been taken to develop computational creativity. One approach
uses function learning and estimates future states to generalise from previous experiences
(Wu et al., 2018, 1). Another approach focusses on user-machine interaction and aims to
create a system that appears creative. Such a system should display a personality that leads
to the attribution of autonomy to the system. Interaction between humans and machines
shows that creativity is associated with sophisticated interaction (Ventura, 2019, 49). Lastly,
there are approaches to model individual creative agents that interact with other agents in
multi-agent simulations (Saunders, 2019, 305f).
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2.4 Intrinsic Motivation in Social Contexts

In social contexts, agents can also profit from other agents to achieve their intrinsic goal,
especially in situations where others’ behaviours can reveal better alternatives (Toyokawa,
et al., 2017, 332). The cultural intelligence hypothesis claims that social learning is more
efficient than individual or asocial exploration. Exchanging knowledge with other agents
regularly helps agents to better and quicker identify the objects worth exploration (van
Schaik and Burkart} 2011, 1009).

Socialising allows agents to resolve problems based on inter-dependent decisions (Garrod
and Doherty, 1994, 184). Humans can cooperate in complex social settings, which has been
crucial for societies’ success, and can be observed in very antagonistic settings (Foerster
et al., 2017, 1). Socialising is based on reciprocal altruism and the idea that in the future,
favours will be returned. Agents share knowledge with the goal, that they also profit
from other agents when they share their knowledge (Cowden, 2012, 4; |[Nisioti et al., [2021,
5). There are two different hypotheses concerning the mechanisms behind altruism in
societies. On one hand, the big mistake hypothesis claims that altruistic behaviour stems
from reciprocity or kin selection. On the other hand, the interdependence hypothesis poses
that cooperation replaces altruism with “mutualistic collaboration” (Ningombam et al.,
2022 2). Tt has already been shown that cooperation and reciprocal altruism have been
beneficial for society (Foerster et al., 2017, 1).

How people decide depends on the specific socio-physical context and is multidimen-
sional: situations as well as human attitudes and behaviours change depending on the
demands of the social environment (Hollebeek et al. 2021, 81; [Scholz et al., 2021} 60).
There are theories claiming that people want to reduce cognitive dissonance. Other theor-
ies claim that peoples’ decisions concern the consistency between their and others’ beliefs
as well as behaviours (Marsella and Pynadath, 2004, 3). There are conventions on a soci-
etal or community level, which guide peoples’ actions (Garrod and Doherty|, 1994} 185f).
Furthermore, there are different strategies like the copy-when-uncertain strategy, which is
based on observing others and copying their behaviour, if one is very uncertain (Toyokawa
et al., 2017, 331).

In multi-agent simulations, models with social motivation focus on agents that try to
influence their interaction partner(s), so that the other agents learn (Foerster et al., 2017} 1).
The motivation is, for example, modelled by influencing one agent’s decision-making with
its knowledge or observations of another agent. This is inspired by how young children learn
or are influenced by others, which contributes to their cognitive development (Ningombam
et al., 2022, 2; Zhang et all 2023, 2). Supplementary, there are approaches focussing on
the social influence of the agents: how agents are influenced by their network and what
influence they have. In multi-agent exploration, cooperating agents often share the same
goal (Liu et al., 2021} 1).

2.5 Desiderata for Modelling

In the following chapters, intrinsic motivation in cultural knowledge evolution is ex-
plored. Their motivational behaviour is psychologically inspired and based on current ap-
proaches to model intrinsic motivation in artificial agents. Following the discussion of this
chapter, design constraints called desiderata are formulated.
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Desideratum 1 Intrinsic Motivation Intrinsic motivation of an agent has to come from
within the agent and is not deduced from external inputs.

Desideratum 2 Reciprocal Altruism Social intrinsically motivated agents cooperate based
on reciprocal altruism.

In the previous sections, curiosity and creativity were described as heterostatic motiva-
tional systems. Both drive the agent to explore and confront unknown or surprising parts
of the environment.

Desideratum 3 Curiosity Curious agents incrementally explore unknown and novel know-
ledge by investigating knowledge-gaps.

Desideratum 4 Creativity Creative agents explore knowledge by investigating very sur-
prising, implausible and original knowledge, which can lead to radical changes in their know-
ledge.

From the exploratory motivations of curiosity and creativity, the goal of non-exploratory
behaviour can be deduced. It is the opposite of exploration. Thus, it is a homeostatic
motivational system.

Desideratum 5 Non-exploration Non-exploratory agents stick to what they know and
exploit familiar knowledge. They avoid change in their knowledge and are, so to speak,
“curious” to explore familiar knowledge and avoid surprises.

In social settings, not only the environment, but also other agents are important factors
of exploration.

Desideratum 6 Social Agents Social non-exploratory agents behave like (i) curious, (ii)
creative or (iii) non-exploratory agents, and by interaction with (i) unknown and novel, (ii)
very different or (iii) familiar and well-known agents.

To realise agents that fulfil these desiderata, a multi-agent simulation is needed. The
next chapter presents an experimental framework, that is used to model these agents. After-
wards, agents, that have an architecture based on the presented desiderata, are developed.
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3 Experimental Framework

To research the effects of intrinsic motivation and the emerging phenomena, that result
from intrinsically motivated agents to explore, a simulation can be used. Having intro-
duced the background, the focus of this chapter will be on the experimental framework
used to model intrinsic exploration-motivation in cultural knowledge evolution. The used
experimental framework is the framework from the mOeX group, which models cultural
knowledge evolution.

Over the years, various experiments concerning cultural evolution have been proposed
and performed. |Axelrod (1997)) proposed experiments for abstract culture propagation,
Kirby et al.| (2008) advanced experiments for language transmission and |Steels| (2012) put
forward experiments for cultural language evolution. The experiments by Steels| (2012) offer
a systematic framework for experiments. These were further developed, so that agents play
games with knowledge in the form of ontologies, by Bourahla et al. (2021)). This allows
studying phenomena such as the synchronisation between agents and the transmission of

knowledgd™]

The goal of this work is to extend and repurpose the experiments by |Bourahla et al.
(2021). They were chosen as a basis because they best reflect the scenario in which agents
interact with other agents about objects in the environment based on their knowledge.
Before it is explained how to extend it with intrinsic motivation, it will be presented in this
chapter.

3.1 Environment, Agents & Ontology Learning

A set of agents (A) lives in an environment with various object types (I) (for example
tiger, raspberry, or wood). These are described by — for reasons of simplicity, boolean —
properties (P, P # 0) such as containsNutrients, isOnLand or isSmall (Vp € P either p
or —p). One object type is described by a set of all properties, for example, raspberry =
{containsNutrients, isOnLand, isSmall}. This describes the objects (Z), that are in the
environment. Multiple objects complying with the same object type can exist. There is one
description of a raspberry (object type), but there can be many raspberries (objects) in
the woods. Agents play games with the objects and have to make a decision out of a set of
decisions (D). This decision concerns what they want to do with the object (for example,
D = {eat, collect, leave}).

The ontologies of the agents represent their knowledge and are expressed in limited
description logics (Baader et al., 2007). “The class grammar of the class descriptions is
C:=T|L|3pT|Vp.L|CND|CUD|-C” (Bourahla et al. 2022b, 4). The class with
all objects is T and L is the empty class. Ip. T describes the classes with objects that have
the property p, whereas Vp. L describes the classes with —p. Using the classes C and C’,
it is possible to form a union (C U C’), intersection (C M C’) and negation (=C). A class
C is subsumed by another class C' by C T C', disjoint from C’" by C & C’ or equivalent
to C' by C = C' (Bourahla et all |2022b| 4ff). A property p can split a class C; into two
subclasses: Ci1 C C; and Ci2 C C;. This is called class distinction. Furthermore, sp describes

13 BEuzenat, J. (2019). mOeX : Evolution de la connaissance. Bulletin de I’Association frangaise
pour I'Intelligence Artificielle, 105:39-42.
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the specificity of a class C;, which is the distance a class has from the root T. In other
words, the number of properties in the class description of C;.

To be able to decide, agents have knowledge in the form of an ontology, which allows
them to classify objects (Bourahla et al.; 2021} 2). This knowledge is constrained by logical
coherence (internally) and the environment in addition to the communication with other
(externally)El During an initial training, the agents are presented a subset of all objects
with the corresponding correct decision. This way, they can “learn a decision tree classifier”
(Bourahla et al., 2021} 3). The agents’ ontologies are very abstract and incomplete because
agents are not shown all objects and only use the minimum number of properties necessary
to distinguish the objects.

Agent a: O°

TCV

SN

18 -8

A {tiger}

1sen 15 —=cen
{raspberry}  {wood}

Figure 3: An example of an agents’ ontology after learning with the objects raspberry,
then tiger, and then wood. cn stands for containsNutrients, iol for isOnLand, and is for
isSmall.

Let agent a be trained on the set of objects {tiger, raspberry}. Agent a may learn that
things that are small (raspberry) can be eaten and things that are not small should be left.
It neglects the property containsNutrients since it does not help it to distinguish between
the objects. Furthermore, agent a will ignore the property isOnLand as one property is
enough to distinguish the classes. If agent a was now presented with the object wood,
it would classify it wrongly with ¢sSmall as to be eaten. Consequently, it learns that
objects that are small and do not contain nutrients are collected. Each object is assigned
to a decision. Figure [3| shows an agent’s ontology, which groups the objects into classes
according to their properties.

The decisions, that the agent can take, can be represented as an ontology as well. All
decisions are disjoint. d* : Z — D describes an oracle function that maps the correct
decisions to the objects. All agents access a public ontology about the decisions (O*),
but are unaware about the correct mapping of those decisions to objects. Agents can
assign decisions to classes by adding a correspondence (C, C, D;) for class C to decision D;.
Consequently, the function h* : ZUT — D assigns one decision to each object. This decision
D; is found using the most specific class of C* for object o in the ontology O by using
the correspondence (C{, C, D;) (Bourahla et al. 2021} 3). The most specific classes are also

14 Research, mOeX, https://moex.inria.fr/research/index.html. Last access: 1% Septem-
ber 2023, 3:55pm.
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called leaf-classes or leaves: £ = {C |} C’ such that C' C C}. L! is the set of all leaves, that
an agent has in its ontology at time ¢. Figure 4| shows an agent’s ontology after learning,
as well as the public ontology and oracle.

objects Z decisions O*
raspberry wood T
{iol, is, ecn} | |{iol, is} C C C

Agent a: O°

1sMen 1s M —en .’ C oLt
{raspberry}  {wood} .t .t

~ -
~ -
-------------

Figure 4: An example of the environment and an agents’ ontology. The connections
between the objects and the decisions show d*.

3.2 Interaction, Games & Adaptation

After an initial learning, in which each agent learns its initial ontology, agents perform
games together. To do this, two random agents are randomly assigned to an object 0. Then,
these agents interact together about the given object. The goal is that the agents agree
about the decision to take for a specific object.

Consider an example: agent a is randomly assigned to an agent o’ (a’ # a) and to an
object o. Both agents announce the decision regarding the object: d,(0) for agent a and
dy (0) for agent a’. In the example above, there are three possible decisions (D; = eat,
Dy = collect and D3 = leave). If object o is raspberry, D; is the correct decision. In case
that both agents agree, their interaction is successful and the game ends. However, if they
disagree, the interaction is a failure and one agent must adapt its ontology.

The interaction can be summarised as follows:

1. Two agents a and a’ and object o are randomly picked from the environment.

19



2. Both agents disclose their decision d4(0) and d,/(0) about the object o.
3. (a) If dy(0) = dy(0), the interaction ends, and a new interaction is started.

(b) Otherwise, one of the agents adapts its ontology.

object oy decisions O*

raspberry N

{iol, is, cn, —ip} =

Agent a: O° Agent o/: O%

1sTlen 15 1 —en

Figure 5: An example of the interaction of two agents a and o', and adaptation of one of
the two (agent a’). Agent a’ encountered the objects wood and flyAgaric, distinguishing
them by the property ip — isPoisonous. The adaptation of agent a’ is shown by the dashed
parts of a’’s ontology. a’ asks a for the class description of the class where a classifies the
object and refines its class (—ip) with it (isMen). The decision of the first leaf (—ip(isMen))
is the decision a had for is M en. —ip—(isMen) is assigned to the decision a’ had for —ip.

Which agent has to adapt depends mainly on how well each agent individually performs.
Before announcing their decisions, the agents play a few games on their own. This way, they
receive feedback from the environment about their performance regarding their correctness.
The agent, that performs worse, has to adapt. This exerts environmental pressure on
the agents’ knowledge. Otherwise, the agents would optimise agreement with each other,
but neglecting knowledge accuracy. Other mechanisms depending on values (such as the
frequency of agreement) have been considered and influence which agent has to adapt as
well (Bourahlal, 2023).

Given that agent o’ has to adapt, agent a’ asks agent a to disclose the leaf, in which
it classified the object o. If there are some objects classified by the leaf of agent a’ (Cy),
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that are not classified by the leaf of agent a (C,), thus Cy IZ Cy, agent o’ creates two new
classes, further distinguishing C,: C;, = Cy MC, and Cg, = Cy M =C,. Consequently, it
adapts its decisions: (C,, =, Dy) is replaced by the decision of agent a for the new leaf
C;,, (C;,, C,D,). The new leaf without agent a’s property keeps the decision of agent a,
(CZ,, C,Dy) (Bourahla et al., 2021, 4). Figure [5{ shows such an adaptation.

During learning, agents do not see all objects, and thus their ontology is incomplete.
As agents are presented with different objects, their ontologies can differ. It is important
that agents have heterogeneous knowledge, not knowing about the other agent’s knowledge.
Heterogeneous knowledge is assumed to increase knowledge resilience{lf] .

3.3 Extrinsic and Intrinsic Motivation

In the presented framework, agents are randomly assigned to games, an interaction
object, and their interaction partner. By introducing intrinsic motivation, agents will be
able to choose the interaction object and the interaction partner(s). This allows it to self-
determinately explore the parts of the environment, that it is interested in. An intrinsically
motivated agent, in this work, is an agent that uses internal values to decide upon its choice
of object (and partners). Therefore, an agent chooses only on the basis of, for example,
how often the agent already interacted with a specific object. Observations of external
feedback are reflected in the internal state of the agent, but the external feedback does
not directly influence the agent’s choice. The external feedback is used to influence the
extrinsic motivation of the agents, which is to agree with other agents. Moreover, the
external feedback impacts the agent’s adaptation. It neither influences the choice of the
interaction object nor the choice of the interaction partner(s). An overview of intrinsic and
extrinsic motivation in the framework is shown in Table In the next chapter, intrinsic
motivation is added to the framework.

H choice of ‘ reward from

extrinsic motivation || who adapts environment
intrinsic motivation || object (& partner(s)) | agent

Table 1: Extrinsic and intrinsic motivation in the experimental framework.

15 Bourahla et al, 2022a, 1; FEuzenat, J. (2023). Semantics of distributed know-
ledge. Lecture notes. https://moex.inria.fr/files/reports/sdk.pdf. Revision:
2da2bfdeb764ed5886dd5a6b958631f168a23bbd, Compiled: 18! January 2023. Last access: 24"
September 2023, 11:40am.
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Part II
Motivational Schemata






4 Intrinsic Exploration-Motivation in Cultural
Knowledge Evolution

Within the experimental framework, three concrete forms of intrinsic motivation will
be investigated. Two kinds of exploratory agents and one model of non-exploratory agents
will be proposed. They are different in the way they affect the agent’s action. Moreover,
they should have different effects on knowledge. The agents will fulfil their motivation
individually or try to reach their goal by interacting with other agents.

curious creative non-exploratory
exploring unknown knowledge exploring implausible knowledge exploring familiar knowledge
choose the most novel object class choose the most surprising / he 11-kne .
& the ideal complex object type dissimilar object choose only wel own objects
direct model direct model direct model
choose the object that enlarges the choose the object that changes the choose the object that does not lead
number of classes of the ontology ontology, SPCh that most seen objects to change of the ontology Q
RL - indirect model are reclassified RL - indirect model RL - indirect model %
>
=
n
N>
exploring with unknown others exploring with different others exploring with similar others

regularly play in groups of 3 to 6 agents and adapt to the majority decision

choose the least known agents choose the most dissimilar agents choose only familiar agents

-

object
Figure 6: The different models of intrinsically motivated agents.

The ways, in which the differently motivated agents will act, are outlined in Figure [6]
The first kind of exploratory agents will be equipped with curiosity. The second kind of
exploratory agents will be creative, and the third kind of agents will be non-exploratory.

Two proposals are made for each form of intrinsic motivation (curiosity, creativity, and
non-exploration): a direct and an indirect model based on Reinforcement Learning (RL).
Both proposals address the same “problem”, which is selecting an object for playing. This
problem is either solved directly, through the agent explicitly implementing a cognitive
model of the exploration mechanism, or indirectly by letting the agent learn a policy to do
so on its own. The direct model builds upon the current realisation of the experimental
framework, whereas the indirect model is inspired by the most common way to realise
intrinsic motivation, namely reinforcement learning.

Intrinsically motivated (exploratory or non-exploratory) agents, can profit from other
agents via cooperation and reciprocal altruism when trying to fulfil their motivation. Agents
with individual intrinsic motivation choose the interaction objects as described above, but
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do not choose the interaction partner(s). Agents with socially oriented intrinsic motivation
will additionally select interaction partner(s), that will help them to achieve their goal. The
agent chooses one or multiple interaction partner(s). The choice of the interaction partner
also depends on the form of motivation, that the agent has. If an agent is interested in
an object, it will interact with others to learn about the object. It “asks” agents that it
thinks are best suited to “help” it achieves its goal. If another agent is interested in an
object, the agent will “help” the other agent during interaction as well, hence reciprocity.
Both proposals (direct and indirect) of each intrinsic motivation (curiosity, creativity and
non-exploratory) will be paired with socially oriented intrinsic motivation.

Each form of intrinsic motivation should be investigated on its own. But it is probable
and conceivable that different ratios of curious, creative and non-exploratory agents will
have different effects on knowledge evolution. Therefore, populations will also be compared
with respect to the ratio of intrinsically motivated agents.

4.1 Direct & Indirect Approach to Intrinsic Motivation

The direct model is a cognitive model, imitating human exploratory behaviour with the
artificial agents and implementing this explicitly. It has the advantage, that it is simple
and therefore understandable as well as transparent. Moreover, as opposed to reinforce-
ment learning, it does not require pre-training. This means that it can perform any-time.
Furthermore, the simplistic setting might not allow the agent to learn a better strategy
with reinforcement learning. Hence, the direct model would be more efficient. In the direct
model, the agent is situated and only decides with the information within the scope of the
experiment.

On the other hand, the RL model allows the agent to learn exploratory behaviour on its
own. The indirect model has various advantages over the direct model. Most striking is the
agent’s autonomy. The agent learns its action policy, and it is not “told” what to do. Within
the RL model, the agent uses the action policy learned beforehand with information about
previous experiments. Therefore, it has access to information outside the experiment it is
in. Compared to common reinforcement learning approaches, the here presented indirect
learning is solely based on values, intrinsic to the agent and does not consider any external
values. Another advantage of reinforcement learning is that the agent can learn an optimal
strategy that could not have been foreseen.

The models, that are learned during reinforcement learning, should mirror intrinsic
motivation and be decentralised without shared intrinsic knowledge. Parameter-sharing,
which is a common approach in multi-agent reinforcement learning, is not used. During
parameter-sharing, all agents learn a policy individually, but they all share their states and
rewards. They have “fully shared parameters between all policies” (Terry et al., |2020, 1).
Sharing internal states violates decentralisation and also gives agents access to external
values. Therefore, only one agent is used to learn the action policy. Analogously to the
direct models, all agents share the same policy after learning. The policy, that was learnt
by one individual agent, is copied and given to every agent, that has the motivation of the
policy.

In both models, agents choose objects independently of other agents or a central au-
thority.
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5 Intrinsically Motivated Exploratory Agents

After outlining different motivational schemata for intrinsically motivated agents, this
chapter discusses them and describe how the motivated agents will be modelled within
the experiment. The next sections describe the intrinsic motivational mechanisms in more
detail. First, the focus will be on the exploratory motivation of curiosity (Section . A
second exploration mechanism, namely creativity, is presented afterwards (Section . As
agents might also be interested not to explore, the next section deals with non-exploratory
motivation (Section. In all sections, the choice of the interaction object will be outlined,
proposing a direct and RL model. Afterwards, the additional choice of the interaction
partner by socially oriented agents is described (Section .

In all models, an agent (a) chooses an object type at time ¢t based on its ontology
(O%) and the objects it has seen (Z,.,) so far. This meets Desideratum After the
interaction, the adaptation mechanisms described in Section[3.2]apply and the agent changes
its ontology, if the interaction was a failure and it is the adapting agent. The object it chose
is always added to the objects that it saw. Because it is always two agents that interact in
a game, the agent’s ontology and seen objects can also change, even if the agent does not
choose the interaction object. This is the case, if it interacts with another agent, but the

other agent is the agent choosing an object.

In reinforcement learning models, the agent learns what object to take to increase its
knowledge, based on its experience. Its experience is represented in the form of a mapping
of his past state at time ¢ (its ontology O! and the seen objects Z...,) to the action it
took at that time (7!) as well as the intrinsic reward it received for this action (r'). So the
agent also remembers, apart from the seen objects and ontology, its action and the intrinsic

reward. This is only the case during the training.

A socially oriented agent selects an interaction partner a’ or a group of interaction
partner(s) A! at time ¢ based on the agents it interacted with (A?) so far. After each
interaction, the agent remembers its partners from the game. The agent also remembers
the interaction partners when it was chosen by another agent.

5.1 Individual Models of Curiosity

As curiosity is the most prototypical for intrinsically motivated artificial agents, curiosity
is the starting point. Here, curious agents improve their knowledge and gain knowledge
by investigating knowledge-gaps.

Direct Model of Curiosity

The direct model of curiosity is inspired by the rational theory of curiosity and combines
novelty-based and complexity-based approaches to curiosity. The agent chooses an object
that is novel to him and, at the same time, not too complex.

To determine the object for the game, the agent acts in two steps, basing its decision
solely on intrinsic values, namely its ontology and the objects it already saw. In a first
step, the agent determines the most novel class in its knowledge. By choosing the most
novel class, the agent searches in accordance with Desideratum [3| for knowledge gaps in
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its knowledge. To do this, it calculates a novelty score for every leaf in its ontology (see
Equation . This score normalises between two ratios: a completeness- and a familiarity-
ratio. The completeness-ratio mirrors how complete the agent’s knowledge of the leaf is. It
uses the percentage of already seen object types currently classified by the leaf (see Equation
. I<,.,, is the amount of seen object types of the leaf class C. Hglassified represents the
object types that are classified by the leaf. The familiarity-ratio describes how frequently
the agent interacted with the class by measuring the percentage of seen objects, that were
classified in the leaf (Z€_,), regarding all seen objects so far (Zseen )(see Equation '

seen

seen objects:

1) {he, ht, hf, hl, cs} leave G
2){he,-ht, hf, hl, -cs} eat Cy
3) {-he, ht, hf, hl, cs} collect Cs
4){he, ht, hf, -hl, cs} leave C

5) {-he, —ht, hf, =hl, —=cs} leave Cs
6) {-he, =ht, hf,-hl,cs}  collect  Cs

T){he, ht, =hf, hl, ~cs} collect Co
8) {-he, ht, hf, —hl, cs} collect Cs
9) {-he, ht, =hf, hl, cs} collect Cs
10){he, -ht, =hf, hl, ~cs} eat Cy

11) {=he, —ht, hf, =hl, ~cs}  leave Cs
12) {he, ht,=hf, =hl, =cs}  collect  Cy
13) {-he, =ht,~hf, —=hl, cs}  collect Cs

/\

ontology:

=ht
hl =hl
/ \ T / \
[ (m
hf =hf
(o Cy Cs Cs
‘Hseen‘ - 2 I seen‘ =2 |H I 3
dasﬂﬂed‘ 4, |Iseen[ =13 seen IHseen =
‘ ‘ | 1 | een‘_3 [ seen‘_2
nscore(C1) =1 — ((———"— + Isee" ) * 5) nscore(C3) = 0.697 | nscore(Cs) = 0.673
“Iclasszﬁed ‘ seenl
2 2 1
—1—((—=— 4+ Z)sx=)=0.
((2H+13)*2) 0.673  Z
1%, | =2 ., | =2 |1 classzfled‘
‘Iscgen‘ =2 I'Z-scéenl =2 |z‘feﬁen| =2
nscore(Cy) = 0.673 nscore(Cy) = 0.798 nscore(Cg) = 0.798

most novel class

Figure 7: The novelty-based approach in the direct model of curiosity. The agent chooses
the most novel class in its ontology (the knowledge-gap).
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nscore’ (C) = 1 — ((cratio’(C) + fratio’(C)) * %) (1)

‘]I(sjeen
Ta— (2)

| classified‘

cratio'(C) =

|ZEl 2P
‘Iseen | |Iseen |

In Figure [7] is an example of how a curious agent would choose the most novel class
in its ontology. In the middle, the agent’s ontology after 13 interactions with the objects,
depicted in the top, is shown. As described before, the agent calculates a novelty score for
every leaf in its ontology. Leaf Cy, for example, contains two seen objects (Iscelen = {object 1
and 4}) out of 13 seen objects. It also classifies two seen object types (Z5,, = { the objects
at position 1 and 4}) out of 4 object types that are classified by C;. In leaf Cg, Hggen and

7% differ, as the object type {=he,=ht, hf,—hl,—cs} is shown twice (see position 5 and

seen
6).

The agent chooses the most novel class to determine the knowledge gap, but as the
agent has to choose a concrete object, it now has to pick one of the unseen object types of
the most novel class. Curiosity is also strongly associated with complexity and the choice
of neither too easy nor too difficult actions. Hence, this choice is based on complexity.
For each property, the agent looks for the negated or not negated form of the property
(p € P either p or —p), that occurred least in the seen objects. The search is performed
on a set of unused properties. It consists of all properties that did not appear in the class
description of the previously determined most novel class. The agent counts for how often
each unused property appeared with and without negation in the seen objects. For the
interaction object’s type, it will choose one form (either negated or not negated) of the
property, depending on which form appeared less. The agent adds all least seen property
forms to the properties of the most novel class’ class description. Since the properties of the
class description are already known and the additional properties are very unknown, the
object type has novel and known properties, making it neither too novel nor too known.

fratio'(C) (3)

used properties in the most novel leaf: {—ht,hl}
unused properties in most novel leaf: {he,—he},{hf,~hf},{cs, ~cs}
min. appearance of each property in seen objects: min({appearance(he), appearance(—he)}) = min({6,7}) = {6} => he

min({appearance(hf), appearance(—hf

}) = min({8,5}) => ~hf
)

)
min({appearance(cs), appearance(—cs)}) = min({7,6}) => —cs

properties from most novel class path

+ most novel property forms of the other properties: {-ht, hijhe, ~hf, =cs}

object type

Figure 8: The complexity-based approach in the direct model of curiosity. After choosing
the most novel class in its ontology (the knowledge-gap), the agent picks an object type
from this class.

In Figure [8] the choice of the properties is shown. The agent takes the leaf with the
highest novelty score, here C4 (see Figure [7]), and calculates the object type. First, the
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properties of the leaf’s class description are taken (—ht and hl). For all other properties,
the agent searches for the form of the property, that appeared least in the seen objects. In
the case of equally novel leaves or an equal number of appearances of a form of a property,
a random leaf or form is chosen.

Reinforcement Learning Model of Curiosity

Investigating knowledge gaps, like in the direct model, neither requires sequential de-
cisions nor is too complex to find an optimal strategy. This is because the scenario only
contains a finite number of discrete objects with binary properties. Therefore, curiosity has
to be modelled differently for an intrinsic motivation mechanism based on reinforcement
learning. Consequently, the curious agent’s objective modelled by reinforcement learning is
to expand knowledge. To expand its knowledge as defined in Desideratum 3| the agent
alms to have the highest number of leaves possible. As a result, knowledge-gaps will be
closed and the agent’s knowledge should have high coverage. The reward is therefore simply
the number of leaves (|£]) of the agent’s ontology (see Equation [4]).

Teurious = |L'] (4)

curious

5.2 Individual Models of Creativity

Contrary to curiosity, a creative agent does not investigate unknown knowledge, but
inspects implausible knowledge.

Direct Model of Creativity

Instead of producing a creative product, creative agents search for likely wrongly classi-
fied objects, based on the transferral of knowledge from one object to another. In accordance
to Desideratum [4] creativity in this model is transformational and manifests itself in a pro-
cess. It searches for an object, that could be wrongly classified so that the interaction
will result in a failure and the agent ideally adapts and learns something new. Agents will
search for presumably incorrectly classified object types by using a simple similarity heur-
istic. They generalise that objects with the largest amount of identical properties share the
same decision.

In Figure [0 such an object choice is shown. In the example, the agent chooses an
object type containing the properties —ir, —ip, cn (not is red, not is poisonous and contains
nutrients, for example, a pineapple). Given its ontology, the agent classifies the object type
as to be left using the property —ir, marked red. But it is reasonable that the object types,
that have the properties —ip, cn (displayed in blue) are more similar because they share
more properties. A conceivable object with the properties —ir, —ip, cn could, for example,
be a pineapple. By choosing —ir, —ip, cn, the agent will test, whether it wrongly classifies
the object type and is “surprised”[T_gl by the other agent’s decision.

16 Surprise, here, refers to the fact that the decision of the other agent differs from the decision
resulting from the choosing agent’s classification.
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w —r
tiger
d = leave

1

p —p

flyAgaric C

d = leave

raspberry clay
d = eat d = collect

Figure 9: The agent picks a presumably wrongly classified object type. To determine the
object type, it searches for the leaf class description, that shares more properties with the
object than the current class description of the class, that classifies the object. ir stands
for isRed, ip for isPoisonous, and cn for containsNutrients.

The agent picks an object type that maximises the common properties with a leaf class,
by which it is not classified (see Equation . Properties, that are not contained in the leaf’s
class description, are randomly picked for the final choice of the object. The agent searches
greedily for the leaf and stops after the first leaf it finds:

0= arg{)gaX(CEg?éo)}(lk(O) NhC)))) (5)

knowing that an object type o € I has the properties k(o0):
{p}  if p(o)
k@—u{ ; ©)
oop ({7p} if —p(o)

and that a class C’s class description has the properties h(C):

{p} Clp
he)=J S {-p} ifClE-p (7)
PeP |0 otherwise
Reinforcement Learning Model of Creativity
As for curiosity, creativity is modelled with a slightly different problem definition for

the RL model. This has to be done because the agent would only learn the direct strategy
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developed in the previous section if it was rewarded for the same choices. For this purpose,
the agent will learn to take objects, that make the most radical changes in its knowledge.
The approach is inspired by an approach to calculate novelty by Luntraru (2023). After
every action, the agent receives a reward (r! ... ), depending on the number of objects
that were reclassified (see Figure[10). If there is a class (C) in all leaf-classes £?, that is no
leaf at time ¢ (C ¢ L!), but was a leaf before at the time t — 1 (C € £!1), the amount of
seen objects classified by C (|C|) is returned as reward:

. IC| if 3C, such that C ¢ £ and C € £~
creative — . (8)
0  otherwise
TOC
C c
1sColour ful =isColour ful
tomato fly agaric white rose
raspberry icANif A =lb e N —if Alb —icNif Alb
icNif ANLb ' ,
: potato ! mountain dry wood
' ic A —if A =lb i TicADif ALD —ic Nif A—lb
\ E . stone
. . —ic A =i f A =lb
N — \ 'C
s~‘ \‘ ”' E
e ~e @ . ‘s" =
~eat S leave S collect
I
£ C

Ta

Figure 10: The reward depends on the changes elicited by the object. ic stands for
isColour ful, i f for isFragile, and lb for looksBeauti ful.

Figure [10] shows how the creativity reward differs for different object types. If the agent
chose the raspberry, no object in its current ontology would change. Consequently, the
reward would be 0. If it chose the flyAgaric, the two objects classified in isColour ful
would change to ic M —lb, resulting in a reward of 2. Accordingly, mountain would lead to

a reward of 3.
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5.3 Individual Models of Non-Exploratory Motivation

seen objects:
1) {he, ht, hf, hl, cs} leave G
2){he,=ht, hf, hl, -cs} eat Cy
3) {=he, ht, hf, hl, cs} collect Cs
4){he, ht, hf, =hl, cs} leave C
5) {-he, -ht, hf, =hl, ~cs}  leave Cs

6) {=he, =ht, hf, =hl, cs}
7){he, ht, =hf, hl, =cs}
8) {~he, ht, hf, =hl, cs}
9) {=he, ht, =hf, hl, cs}
10){he, —ht, =hf, hl, ~cs}

collect Cs
collect Cy

collect C3
collect (&
eat Cy

ontology:
sp 0
sp=1
sp _
sp=3 —— =hf —— -Ccs
!C 1 Cz C5 C6
K| = 2,158, = 2 .
3 C _
I | =4, |Teen| = 13 [seen| =3 [Tser | = 2
classified
" e | T80 =3 T =2
nscore(C;) = 1 — (2~ = seen ‘Im’" %) nscore(Cs) = 0.697 | nscore(Cs) = 0.673
(‘lasujied seen
2 1
((25—3+E)*§)—0673
least novel class ,
(S LSten| = 2 mﬁlm,wd\ =1
1Tl =2 Tl = 2 el =

Figure 11:
complex object.

used properties in the most known leaf:

unused properties in most known leaf:

max. appearance of each property in seen objects:

properties from most novel class path

+ most novel property forms of the other properties:

The agent chooses well-known

nscore(Cy) = 0.673 nscore(Cy) = 0.798

{he, ht, hf}
{hl,—hl},{cs, —cs}

maz({appearance(cs), appearance(—cs)}) =

{he, ht,hf|hl,cs}

object type
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Non-exploratory motivation is contrary to the previously presented motivations because
the agent is motivated to maintain a stable state and not explore. Positively formulated,
the agent explores familiar knowledge in accordance with Desideratum [5| Both models
(direct and indirect) of non-exploratory motivation rely on curiosity and creativity, but
reward the opposite choice. Agents only choose well-known objects, that ideally do not
lead to a change in their ontology.

Direct Model of Non-Exploration

The direct model of non-exploratory agents works similarly to the direct model of curi-
osity. Instead of choosing the most novel class, agents will choose the least novel class.
Therefore, C; is chosen instead of C4 (see top of Figure . Contrary to curiosity, the agent
also chooses the least complex object type. As a result, it chooses the most familiar object
type. This is an object type with properties the agent knows well (see bottom of Figure

).

Reinforcement Learning Model of Non-Exploration

Similar to the direct model, the reinforcement model of non-exploratory motivation
inverses the motivational mechanism of an exploratory motivation. In this case, the rein-
forcement learning model of creativity is used. Instead of receiving a positive reward for
the amount of reclassified objects, the agent receives a positive reward, if it chose an object
that did not change its knowledge (see Equation @ The creativity reward is subtracted
from half of the size of all object types (%')7 so that the reward is positive. Since every split
divides the objects in two classes, the creativity reward can never concern more than half

of the object types.

¢ i

TnonExploratory = E — Tereative (9)

In the example in Figure the agent with non-exploratory motivation would receive
a reward of 4 for choosing raspberry. If flyAgaric is chosen by the agent, it would receive
a “punishment” in the form of a lower reward of 2. Accordingly, mountain would lead to
a reward of 1.

5.4 Socially Oriented Intrinsic Exploration Motivation

When the agent chooses the interaction object it is most interested in, it can profit
from the other agent’s experiences and knowledge. To account for cooperation, agents will
be able to play in groups (see Desideratum . This way, they can share knowledge more
quickly and profit from the knowledge of other agents without having to interact with each
of them individually.

Interacting with a group of agents (AL), requires an agent a to choose other agents.
Similar interaction partners lead to an exploitation and consolidation of existing knowledge,
whereas dissimilar interaction partners might challenge existing knowledge and introduce
as well as explore new knowledge. Consequently, socially oriented exploratory agents will
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choose interaction partners that are dissimilar or not very well-known. Non-exploratory
agents choose familiar agents (see Desideratum @

Curious agents will remember how often they interacted with an agent and always pick a
group of agents, they least interacted with (see Figure[12] and Desideratum|[6]). Let (a,0,d’)
describe an interaction between agent a and a’ (a # a’) with object 0 and A! be the set of
all interactions of agent a at time ¢. A curious agent would now pick one agent at a time,
that least appeared in Al until the group reached the chosen size:

A = argmin ) |{{a,0,d') € AL} (10)
=

Non-exploratory agents will choose their interaction partners inversely in accordance
with Desideratum [6] A non-exploratory agent will pick the agents it had most interactions
with so far (see Figure [12):

AL = argmax 3 [{(a,0,0) € AL (1)
A'cA a'cA’

number of interactions = 7

R number of interactions = 14
“““ ....'0
: groupof3
0.......' -.“_"
. -

———irious
NI

number of interactions = 2
number of interactions = 10

Figure 12: The curious agent will create a group with the agents it knows least. The
non-exploratory agent will pick familiar agents, it interacted with most in the past.

A creative agent will pick agents that are very dissimilar, as outlined in Desideratum [6
Dissimilarity can be measured by the amount of disagreement between agents in the past
(ascore) and their different core beliefs (bscore). Disagreement is an adequate proxy for
dissimilarity because agents that disagree a lot, will have very dissimilar knowledge. It is
measured using the percentage of failed interactions of agent a with agent a’ in their past
shared games AZ, o (see Equation. In Equation the disagreement ratio is calculated.
d®(o) describes the decision of agent a for object o. Because the agents cannot know the
other agent’s ontology (independence of the agent), similarity cannot be calculated by using
a measure of the difference between the agents’ ontologies.

Afw, = {(a,0,d') € A'}U{{d',0,a) € A"} (12)
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[{(a0,0) € A 3 d"(0) £ d” (o)} )

ascore(a,a’) =

|Az,a’|

isMen is M —en

drate = 75%
cb=is
dscore=0+ 0.75=0.75 drate = 20%
JOPTTITTI cb=ip
dscore = 0.5 + 0.2 =0.7
:, groupof3
TP w3,
m {
J J

cb=is ‘ ‘

Figure 13: Creative agents choose a group of agents, that is determined by a combination
of the core belief and the disagreement rate. In the example, the green agent wants to
create a group of 3 and picks the first and third agent.

The core beliefs concern the first class-distinction of the agent’s knowledge ontology.
Agents, that start off with very different objects, are likely to have different class-distinctions
on the top-level. By using the core belief, the agent still uses local knowledge because
agents exchange their core belief after their first interaction. If an agent did not interact
with another agent before, the core belief is by default assumed to be different. If the
top-level class distinction is equal, the bscore(a, a’) for choosing agent a and agent o’ is 0,
0.5 otherwise:

0 if O and O use the same top-level class distinction

bscore(a,a’) = { (14)

0.5 otherwise

ascore and bscore are combined to calculate the dissimilarity score dscore (see Figure
and Equation , which is used to determine the interaction partners with the highest
dissimilarity (see Equation [16)):

dscore’(a, a’) = bscore(a,a’) + ascore’(a,a’) (15)
Al = arg max dscore'(a,a’) (16)
a/CA\{a}
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6 Framework extensions

To test the models of intrinsic exploration motivation in cultural knowledge evolution,
certain changes to the experimental framework described in Chapter [3] are necessary. These
changes range from modifications to the games to new forms of how the games take place.
All models presented in Chapter [5| enable the agent to choose either an object or an object
and interaction partner. Consequently, an action space is introduced, and the agents become
active in the games.

Active agents need to access values to be able to choose. Apart from the ontology, the
agents also need to remember the seen objects and object types as well as the agents, that
they interacted with. Other values, that are necessary to compute the intrinsic reward as,
for example, specificity or the amount of affected objects, are calculated during runtime.
This means that the agent gets “a memory”. In the following, the interaction object and
interaction partner choice in the direct models are addressed first. Afterwards, changes
necessary for reinforcement learning are addressed.

6.1 Interaction Object & Partner Choice

Interaction Object Choice

First, in all models, agents will be able to choose the interaction object. In the original
framework, the creation of a game consists in retrieving two different random agents and
a random object from the environment. Now, the first agent determines the object of the
game. According to its motivation, the agent chooses which method to use to determine the
interaction object. An exception has to be made for the direct models as the agents already
have a pre-learned ontology, but do not remember the objects from the initial training
phase. Therefore, the agent will aim to first interact with each object once and then starts
to choose based on the direct model. Moreover, every time the agent does not have sufficient
information to act, it chooses randomly.

Interaction Partner Choice

A social agent plays with a group of agents and adapts to the majority decision. Hence,
the games have to be extended by the possibility to have multiple interaction partners.
During the creation of the game, the group size is determined randomly. The lower bound
is a group of two agents, as a game needs at least two agents that interact. It has been found
necessary, that there is a maximal group size to avoid that the agents converge too fast.
If all agents interact at once, they all agree after the interaction and no agent can change
its decision for this object any more. The upper bound of the group size is parametrisable.
The first agent of the game chooses partners, according to its motivation. Similar to the
interaction object choice, a creative or curious agent will first interact with all agents before
it acts according to the model described in Section

Contrary to the object choice, the group games also require changes to the adaptation
mechanisms of the game. In the individual setting, the agents played tasks to assess their
competence. The agent, that performed worse, adapts to the better performing agent. Now,
the agents adapt to the relative majority decision. All agents, that did not disclose the
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relative majority decision, adapt. The majority is determined by weighting the decision of
the agent with its competence. This has been found necessary to maintain environmental
pressure on the agent’s knowledge because the agents would lose any contact with the
environment without it. If there are multiple majority decisions with the same weight, a
random decision is chosen. There are multiple agents that are the “winners” of the game.
Winners are the agents, that disclosed the decision that was the relative majority decision.
Each “loser” of the game (the agents which did not disclose a decision, equal to the majority
decision) randomly picks a winner to adapt their knowledge to preserve knowledge diversity.

6.2 Reinforcement Learning

Reinforcement learning requires even further modifications, as the action policy has
to be learned in advance. It needs a proper new game to learn before the games of the
experiment. The game used by the reinforcement learning will be referred to as a learning
game. This learning game is based on the normal games{ﬂ The agent interacts with the
other agent(s) and the object in the same way as in the normal games. But, afterwards, it
has to additionally return its new state and the reward it internally received for the action
to the reinforcement learning.

Learning Game

In reinforcement learning, the agents’ interaction with the unknown environment can be
modelled by a Markov Decision Process (MDP) (Heemskerk, 2020 7; Mafi et al 2011} 1).
MDP is a statistical model which describes a sequence of possible events, in which each of
the events’ probability depends on the state resulting from the previous event. An agent is
in a state s € S, which here is the structure of the agents’ knowledge: the agent’s ontology
(O%) and the objects it saw (Z...,) at time ¢. Using an action policy m, the agent selects a
possible action a depending on the current state (s € S) from a set of possible actions, the
action space: a ~ 7(-|s). Here, the action consists in choosing an object. The action space
contains all object types (I), that are in the environment. After executing an action a, a
new state s’ is returned according to the transition dynamics (¢T,s" ~ P(:|s,a,¢T)). P is
a probability distribution over all possible states (Liu et al., 2021, 2). In this experiment,
the transition dynamics includes the addition of the interaction object and partner to the
agent’s “memory”. Furthermore, it covers the execution of the game and, in case of an
interaction failure, the adaptation of the agent’s ontology. Hence, the new state contains
the changed agent’s ontology (O.™!) as well as the changed seen objects and partners (Zt1L
and A1), After multiple iterations, the states and rewards are fed into a neural network
to learn and improve the action policy. The action policy reflects the intrinsic motivation

of the agent (Guckelsberger et al., 2017, 4).

Since agents do not share parameters during learning (see Chapter, the learning agent
learns in a condition where only this agent chooses objects based on the policy. The learning
agent is the agent that is trained with reinforcement learning. This is very different from
the situation the agents will find themselves in later on. Other agents will also interact
and choose objects. It has been found that this improves the policy because it makes the

17 Normal games are games, that are played during the experiment. Their structure and procedure
is described in detail in Chapter @
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learning scenario more similar to the real scenario in the experiments. But opposed to the
interactions initiated by the learning agent, the other agents interactions are not used for
the learning. Moreover, the other agents will randomly take either the same object or a
random object. This accounts for the fact that agents might behave according to the same
or another non-random action policy.

State Representation

Agent a: O° a=[1001,b=[0,10],c = [00,1]

T > a

T >a—b

T sa—-b—c

T > —-a—b

}
} o

}

}

T 5 -a—b—c

oo = [=[=][=o][=]=]=] =l== [o]=]o][=]=]-]

(=]

0 T % —-a—-b—c

Figure 14: An example of how an agent’s ontology is represented as a vector for rein-
forcement learning. The black parts of the ontology show the current state of the agent’s
ontology. The gray parts show what the complete ontology would look like. The thick lines
are the classes with not negated properties. These are used for the one-hot encoding.

For the learning, the reward, and state are critical. How the reward is calculated,
is described in detail in Sections and To have similar conditions as in the
direct models, the agent’s ontology (O%) and the objects it saw (Z{,.,,) are used to describe
the state. But as reinforcement learning works on vectors (the state vector), the agent’s

knowledge has to be transformed.

The state vector can be split in two parts. A first part, that describes the ontology,
and a second part, that represents the objects. The ontology is represented using one-hot
encodinﬁ In a fixed traversal order through the tree, all classes are listed. Each class is

18 One-hot encoding is used for categorical values with no fixed ordinal relation. Ordering these
values artificially usually results in poor performance during learning. Therefore, the artificial or-

43



represented using the hot-encoded property of the last class distinction. For the objects,
each row is assigned a fixed object and the number in the field shows how often the object
was seen.

Figure shows the representation of an agent’s ontology in the state vector for re-
inforcement learning. The agent’s ontology is traversed from top to bottom and left to
right. All classes, that are not in the ontology, but would be found in a complete ontology,
are contained in the vector. A complete ontology is an ontology that has a leaf for every
object type. But only every not negated class is saved in the vector. As the ontology is a
binary tree, it is sufficient to save the not negated properties. The previous class distinc-
tion (property) is used to describe the class. To facilitate learning, the property is one-hot
encoded.

[0] —a,—b,—c seen objects:
1] —a,-b,c a, b,—c
0] —a, b,-c a, b, c

3] —a, b, ¢ —-a, b, ¢
0] a,-b,—c —-a, b, ¢

o | a,—b,c —-a, b, ¢
2] a, b,—c a, b,—c
I a, b, c -a, b, ¢

Figure 15: An example of how the seen objects of an agent are represented as a vector for
reinforcement learning.

Figure[15|shows an example of the representation of the seen objects. All possible object
types are listed from top to bottom. They are only indirectly represented, as the order of
the objects — just like the order of the tree traversal — is never changed. The field, which
represents an object type, contains the amount of objects the agent saw of this object type.

Learning

For the learning, Deep Q)-Learning is used because of the problem complexity. Reinforce-
ment learning defines the optimisation goal and algorithmic frame, whereas Deep Learning
using @)-Learning is used to reach the goal and learn the optimal function for the action
(object-choice). For agents, Q-Learning is an easy way to learn what action to take in an
MDP. The mechanism works by successfully improving the prediction of the effects that a
specific action has at a given state. Unlike Q-Learning, Deep Q-Learning allows tackling
more complex problems because Deep Learning has better generalisation capabilities and
strongly fits training data (Tan et al., [2017, 475ff; Watkins and Dayan, (1992, 1).

der is transformed into binary variables (Why One-Hot Encode Data in Machine Learning?, Jason
Brownlee, Machine Learning Mastery, 28" June 2017. https://machinelearningmastery.com/
why-one-hot-encode-data-in-machine-learning/. Last access: 15 September 2023, 1:43pm.).
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7 Intrinsically Motivated Agents in Cultural Know-
ledge Evolution

After outlining the changes to the experimental framework to equip the agents with
intrinsic motivation, the experiments will now be outlined and performed. As a reference,
the experimental framework (see Chapter [3) without changes and intrinsic motivation is
taken as the baseline scenario. The baseline scenario was extended by socially oriented
agents, but unless otherwise stated, it is always assumed that individual agents are involved.
Various hypotheses are put forward, outlined in Section based on the measures of
accuracy, diversity, success rate, completeness, and object as well as partner exploration
(see Section. Afterwards, the experimental plan (Section is described, followed by
a brief presentation of the methodology (Section [7.4)).

7.1 Hypotheses

direct model

choose the object that enlarges the
number of classes of the ontology

RL - indirect model

exploring with unknown others

direct model

choose the object that changes the ontology,
such that most seen objects are reclassified

RL - indirect model

exploring with different others

curious creative non-exploratory
loring unknown knowledge exploring implausible knowledge exploring familiar knowledge
chooss the tost ;"I:;(d ofi'i;t t;':s sheis s :‘;‘;le’;““g/ choose only well-known objects

direct model

choose the object that does not lead to
change of the ontology

RL - indirect model

exploring with similar others

regularly play in groups of 3 to 6 agents and adapt to the maj

choose the least known agents choose the most dissimilar agents choose only familiar agents

Figure 16: The hypotheses.

Intrinsic motivation was added to the baseline scenario, so that agents can explore.
Therefore, intrinsically motivated agents will act according to their motivational mechanism.
They should be able to fulfil their motivation to either explore or exploit (see Hypothesis
1). Exploration describes how the objects and partners the agent chooses are different from
the objects and partners it interacted with before.
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Hypothesis 1 Agents will be able to fulfil their motivation in terms of increased explora-
tion (exploratory motivations) and decreased exploration (non-exploratory motivation).

From the models of curiosity, creativity and non-exploratory motivation, various hypo-
theses can be induced. They were introduced because agents can get stuck in local optima.
Agents with curiosity or creativity explore, whereas non-exploratory agents exploit their
knowledge. Therefore, curious or creative agents should be able to explore in the environ-
ment. Exploitation should lead to a higher accuracy whereas exploration should increase
completeness (see Hypothesis . Accuracy describes how correct the agents’ knowledge
is regarding the decisions, and completeness describes how correct the agent’s knowledge
is regarding the classes in its ontology. Contrary to curiosity, creativity is more radical.
Therefore, convergence of the agents’ knowledge should be slower (see Hypothesis [3]).

Hypothesis 2 Agents with exploratory motivation will be more complete, but less ac-
curate than the baseline and non-exploration.

Hypothesis 3 Curious agents will be more accurate and complete, but converge
slower in comparison with creativity.

In simple settings, exploration is very likely to be successful in terms of accuracy and
completeness, even with agents that are not motivated. A simple setting is an environment
with only a few agents and objects. But the more complex — the more objects and agents
— the setting gets, exploration might be more profitable because not all objects can be
covered randomly any more. Apart from accuracy and completeness, the agents should
have more diverse knowledge in complex settings (distance), as their ontologies can develop
more differently because of the higher number of properties.

Hypothesis 4 In more complex settings (higher number of agents and properties), explor-
ation leads to more completeness, accuracy, distance and faster convergence than
the baseline.

Contrary to exploratory agents, non-exploratory agents should exhibit opposite effects
(see Hypothesis . Non-exploratory agents stick to familiar knowledge and therefore should
not improve their knowledge regarding completeness.

Hypothesis 5 Agents with non-exploratory motivation will be less accurate and com-
plete than the baseline.

Contrary to individual exploration, socially oriented agents, consider other agents’ know-
ledge, when choosing partners. This should lead to a decrease in knowledge diversity as
agents play in groups and exchange with more other agents at a time. Moreover, socially
oriented agents should also agree faster and therefore have more success in their games.
Success reflects how often the agents agree (see Hypothesis [6). As reinforcement learning
is said to increase agent’s autonomy and has proven to find unforeseen optimal strategies.
It should lead to higher accuracy and completeness (see Hypothesis [7)).
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Hypothesis 6 Agents with socially oriented intrinsic motivation will have less diverse
knowledge, but agree more and converge faster than agents with individual intrinsic
motivation.

Hypothesis 7 The indirect learning models have a higher accuracy and completeness
than the direct models.

As outlined before, different ratios of motivated agents can lead to different results.
Experiments with only creative agents can be problematic because creativity very radic-
ally changes knowledge and there is no stabilising counterforce. Therefore, it is likely that
heterogeneously motivated agents might be better for accuracy and completeness (see Hypo-
thesis . “Heterogeneously motivated agents” describes a group of agents that has different
ratios of curious, creative and non-exploratory agents. Contrary, “homogeneously motivated
agents” describes a group of agents where all agents have the same motivation.

Hypothesis 8 Heterogeneously motivated agents will have a higher accuracy and com-
pleteness, but lower diversity and converge slower than homogeneously motivated
agents.

7.2 Measures

A few measures are taken over from previous experiments for reasons of comparability
and assessability. These are knowledge accuracy, interaction success rate and distance. The
measures have been previously used within the Lazy lavender framework. Furthermore,
additional measurements specifically for intrinsic motivation will be introduced: exploration
and completeness. The measurements of the experiment e are taken after each iteration n

(each game): e".

Measure 1 knowledge accuracy measures, how correct the agents’ knowledge is.

Knowledge accuracy is assessed by testing all agents’ knowledge on all objects after
each iteration n (see Equation [I7). Therefore, it is external to the agent and can only
be used as a measure. A is the set of all agents, and the accuracy of its ontology OF is
measured by going through all object types o and comparing whether the agent’s decision
is equal to the correct decision: d7(0) = d*(0) (see Equation [L8).

ZaG.A CLCC(OZLL)
Al
_ [{o € 7]|dz(0) = d*(0)}|

acc(OF) = 7] (18)

accuracy(OF) = (17)

Measure 2 interaction success rate describes how often the agents agreed and can be
used to measure the performance and the development of agreement.
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The next measurement is the interaction success rate, which is calculated using the ratio
of all successful interactions s(e;) divided by the amount of all interactions n.
> imo s(ei)

srate(ep) = Ee— (19)

(1) 0, if interaction ¢ was a disagreement (failure)
s(e;) =
' 1, if interaction ¢ was an agreement (success)

Measure 3 distance describes how big the distance between the agents’ ontologies is, and
it is useful to determine whether the agents maintain knowledge diversity.

The distance measure always compares two agents by calculating the difference between
their ontologies @% and O (Equation . The number of equivalent classes (equiv(O,O")
in the two ontologies is divided by the larger — in terms of number of classes — ontology

(22).
equiv(0, O")

dist N=1—- —— 21
ist(0,0") maz([O],|O]) (21)
equiv(0,0") = [{(C,C") € O x 0'|0,0" =C =C'}] (22)
The distance measure is calculated between each distinct pair of agents:
/ dist OZL, OZ/
distance(OL, O) = Loch Laer(a) ( ) (23)

| Al < (JA] = 1)

Measure 4 completeness measures how correct the agent’s knowledge is regarding the
classes.

Whereas accuracy measures for how many object the agent takes the correct decision,
completeness measures whether the classes in the agent’s ontology only contain objects that
share the same decision. This means, that a class, that is aligned with a wrong decision but
contains only objects that have the same decision according to the oracle, is also correct
regarding completeness. It is measured whether the agent groups all objects correctly.

Completeness can be measured by calculating a completeness-score (see Equation for
every agent and averaging it. The completeness-score is calculated by dividing the highest
number of objects, that have the same decision (d*(0) = d*(0')) in a leaf class C € L!, by all
objects classified by the leaf (see Equation [25| and . Ll contains all leaf classes of agent

a at time t.

m(L"
compl(Ly) = ZGGAFOH (La) (24)
» corr(C
COI”(ﬁZ’) = X:Ce[rtn’() (25)
m , d* = d*(o
corr(C) = aXoeC,0'eC\{o} (0) (o) (26)

€|
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Measure 5 exploration describes either object exploration or interaction partner
exploration. Object exploration measures how different the chosen object is with respect to
the previously chosen objects. The interaction partner exploration measures the difference
between an agent and the interaction partner(s), that it chose.

Object exploration (see Equation is measured by comparing the object, that was
chosen, with a set of past interaction objects of the same agent. The size of the set of past
interaction objects is equal to 25% of all object types. It is used because the measurement
will otherwise always converge towards the average. The comparison is performed by getting
the average ratio of different properties (see Equation :

oexpl(o) = 2oc0 ‘cg]’ﬁc(o, 7) (27)

diff (0, = L= ‘(70))‘ Rt (28)

Interaction partner exploration is measured, using the distance measure described above,
in Equation 21} The only difference is, that the average distance between the ontologies
of only those agents, that participated in the last interaction (A™), is measured after each
game. The distance measure, on the other hand, compares the all agents’ ontologies to all
other agents’ ontologies after each game.

’ ac A a'eAr\{a dist Oa’(r)a’
peapl(07, 0 = Zuci & T e (29)

7.3 Experimental Plan

The experiments are performed with Lazy lavender — a simulation environment for cul-
tural knowledge evolution, including the running of randomised experiments, the interaction
of agents with their environment, the adjustment of knowledge by agents and their com-
munication. Lazy lavender provides detailed reports as well as extracted data at different
states of the experiment. To account for sensitivity and derivation problems, that commonly
occur in multi-agent simulations, a full factorial plan is executed. Different parameters are
varied, and the experiments are run multiple times (see Figure. The experiments are run
nbRuns=5 times, taking the average of all runs. Each run contains nblterations=40.000
iterations, which describes the number of games that are played (see Figure Fixed —
Standard Parameters).

Because Hypothesis [§] concerns the number of agents (noOfAgents), the experiments
will include a small (| 4] = 2), a medium-sized (|.A| = 15) and a large set of agents (|.A| =
30). The same goes for the number of properties, which influences the number of objects
(noOfFeatures): |P| € {4, 6,8} (see Figure[l7] Unfixed — Standard Parameters). The number
of objects could affect the performance of the different models.

Different ratios of intrinsically motivated agents and not motivated agents are tested.
It has been shown that populations with only one type of agent can perform worse than
populations with a counterpart type of agent (compare |Gabora and Tseng, 2017, 414). As a
baseline comparison, experiments without intrinsic motivation are run (motivation=|0, 0, 0]).
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FIXED - STANDARD PARAMETERS UNFIXED - STANDARD PARAMETERS

adaptOp oneCom noOfAgents 3,15, 30
adaptFreq 1 noOfFeatures 4,6,8
noOfClasses 4
envCoeff 1
envDiscount 0.9
nbRuns 5
nblterations 40,000
FIXED - NEW PARAMETERS UNFIXED - NEW PARAMETERS
maxGroupSize 3 motivation [0:0:0],
INolterati 40,000 [1:0:0],
rINolterations X [0:1:0],
riSteps 100,000 [0:0:1],
[0.5:0.5:0],
rlEpochs 10,000 [0.5:0:0.5],
rIMaxExpRepl 100,000 [0:0.5:0.5],
0.3:0.3:0.3
rIBatchSize 64 [ ]
social true, false
direct true, false

Figure 17: The parameters of the experiment.

Experiments with intrinsically motivated agents will explore by choosing objects according
to their intrinsic motivation instead of randomly: motivation=|curiosityRatio, creativityRatio,
nonExploratoryRatio]. Settings with 100% of curious or creative or non-exploratory agents
are tested, but also settings with all combinations of two motivational mechanisms and
all three motivations equally distributed. These ratios are only tested within one setting:
neither social and individual nor direct and reinforcement learning models are mixed. To
be able to compare the direct and reinforcement learning models (direct) as well as the
individual and social motivational models (social), both parameters are also varied (see
Figure [17| Unfixed — New Parameters).

It has previously been explained that the agents in the experimental framework adapt
to the agent which is found to overall perform better (see Section [3.2). This is done by
using a so-called environment bias (envCoeff and envDiscount). Without this bias, agents
usually do not converge to high accuracy. Convergence is furthermore influenced by the
agent’s adaptation. adaptOp describes how the agents adapt. Here, the agents only use one
property and not multiple properties to create new classes during adaptation. Furthermore,
the agents always adapt, if there is a failure (adaptFreq=1). Apart from the number of
features, the number of classes also influences the agent’s ontology. The number of decisions
(noOfDecisions: |DJ) is fixed to 4 (see Figure 17| Fixed — Standard Parameters).

Concerning the group games, it has been said, that the upper bound of the group size is
parametrisable. As the experiments do not contain a large amount of agents and large group
size will make the agents converge faster, the group size is mazGroupSize=5. If there are
less than maxGroupSize agents in the experiment, the number of agents in the experiment
is taken as an upper bound for the group size.
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The reinforcement learning is performed using a batch size of 64, many steps riNolter-
ations=40,000 and several epochs of 10,000 (rlEpochs). As the learning takes place with a
single agent and there is no parameter-sharing, a high number of epochs allows simulating
many games, in each of which the agent starts off having learned a different initial ontology.
The number of iterations is as high as in the experiment, to simulate the whole experiment
and the values for riSteps and riMaxExpRepl are upper bounds for the iteration (see
Figure [17| Fixed — New Parameters).

7.4 Methodology

To evaluate the hypotheses, the experiments can be used to measure the effects of the
different exploration motivations on the agents’ knowledge. The significance of the observed
effects are tested with one-way analysis of variance (ANOVA). These tests allow determ-
ining the significance of the effect that an independent variable of the experiment has on a
dependent variable. For example, the effect of using a direct model on knowledge accuracy.
In contrast to the t-test, ANOVA allows testing and compares more than one group. In
the given experiments, the independent variables are the exploration motivation, whether
the model is direct or indirect, how many agents and objects exist in the environment and
whether the agents are socially oriented or not. The dependent variables are knowledge ac-
curacy, interactions success rate, ontology distance, exploration scores (object and partner
exploration) and completeness. ANOVA only proves, that there is a statistically significant
effect of one independent variable on a dependent variable. But it does not inform how
the dependent variable is affected. Therefore, a post-hoc Tukey HSD (honestly significant
difference) test is performed as well.

Overall, a total of 288 experiments are performed using the parameters described in
Section [7.3] A result is statistically significant if p < 0.01. The experiments with six
parameters and 15 agents will be taken as a reference point for the analysis. They are an
adequate reference because the values for properties and agents are in the middle of all
tested values.

The necessary material and instructions to reproduce the experiment can be found
on https://sake.re (with the experiments on https://sake. re/20230822—IKEM/E|) and
the result dataset is available at https://zenodo. org/record/837531ﬂ In the following
chapters, the results of the experiments are tested and analysed regarding the hypotheses.
Then, the results are discussed, and an outlook is given.

19 Last access: 25" September 2023, 9:32am.
20 Last access: 25" September 2023, 2:00pm.
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Part IV

Analysis, Discussion and
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8 Analysis

The aim of this thesis is to investigate whether and how intrinsically motivated agents
can be modelled in cultural knowledge evolution and how this affects the agents’ knowledge.
In the following analysis, it is researched how different forms of intrinsic motivation influ-
ence the agents’ knowledge accuracy, ontology distance, success rate, completeness, and
exploration. In Section the results for exploratory and non-exploratory motivation are
presented. Afterwards, the results for social and individual agents are outlined (see Section
. The analysis continues with the results for the direct and indirect models (see Section
and for different ratios of intrinsically motivated agents (see Section [8.4). A complete
overview and summary of the analysis is given in Section [8.5
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Figure 18: The object exploration score (left column) is higher for the direct (top) and
the indirect (lower) exploration motivations compared to the baseline scenario. The partner
exploration score (right column) is similar for the direct (top) and indirect (bottom). [0:0:0]
is the baseline scenario, [1:0:0] stands for curiosity, [0:1:0] represents creativity and [0:0:1]
is non-exploration.
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The first hypothesis claims that agents can act according to their motivation (see Hy-
pothesis . Figure [18] shows, that the object exploration score is indeed higher for curious
([1:0:0]), creative ([0:1:0]) and even non-exploratory agents ([0:0:1]) compared to the baseline
([0:0:0]). The same applies for the partner exploration score (see Figure [18| bottom). In
the top row, the direct models of the exploration motivation are compared to the baseline
scenario. The bottom subfigure shows the object and partner exploration of the indirect
models, as well as the baseline scenario.

Table |3 (see Appendix) displays the results of two one-way ANOVA tests. One ANOVA
was performed, testing only the direct models and baseline. The other ANOVA tested only
the indirect models and baseline. Because of the difference of the approach behind the direct
and indirect models, they are tested separately. It can be seen, that both the direct models
and the indirect models have a statistically significant effect on the object exploration score
and the partner exploration score. The post-hoc Tukey HSD test (see Appendix — Table
shows, that the influence of the exploration motivation is always significant regarding
the baseline scenario.

Non-exploratory agents have the goal to explore less, and therefore the object explor-
ation should be lower than the baseline. This is not the case. But the motivation of
curious and creative agents to explore more objects is nevertheless given (see higher object
exploration regarding the baseline in Figure [18]).

8.1 Exploratory & Non-Exploratory

This section goes into more detail concerning the different kinds of exploratory mo-
tivations. Hypothesis [2| states that exploratory motivations lead to more complete and
less accurate knowledge. In Figure it is shown that the baseline plot always converges
to a higher knowledge accuracy and completeness than curiosity and creativity. The non-
exploration plot always converges to a lower knowledge accuracy and completeness. Regard-
ing non-exploration, exploratory agents have a higher completeness. But, they also have
more knowledge accuracy, contrary to the hypothesis. It has to be considered that some
results for knowledge accuracy are not statistically significant. Exploratory agents converge
to a lower accuracy and completeness than the baseline. This contradicts hypothesis
regarding completeness, but confirms that the knowledge accuracy is lower.

Again, two ANOVA tests were performed, testing the results for the direct and indirect
model. Table 4| (see Appendix) reveals that there is a statistically significant effect of
the different exploration motivations on the completeness and knowledge accuracy of the
agents’ knowledge. According to the post-hoc Tukey HSD test (see Appendix — Table ,
the exploratory motivations (curiosity and creativity) compared with the baseline (non-
exploration and baseline) show a significant effect concerning completeness in both (direct
and indirect) models. But no statistically significant effect for knowledge accuracy between
the exploration motivations and non-exploration can be found. Knowledge accuracy is
significant for the exploration motivations regarding the baseline.
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Figure 19: The knowledge accuracy and completeness of the baseline are higher than those
of the exploratory motivations for the direct (top) and the indirect (bottom) approach.
Compared to non-exploration, the exploratory motivations have a higher knowledge accur-
acy and completeness.

Curiosity & Creativity

It has been predicted that knowledge accuracy and completeness are higher for curiosity
than creativity, but converge slower (see Hypothesis [3). Convergence can be observed in
the success rate. If the success rate stabilises, the agents do not disagree any more, and
thus there are no changes in their knowledge any more. As before, the direct and indirect
models are tested separately. In Figure[20]on the left, it can be seen that the direct models
are very similar. Table |5 (see Appendix) confirms that no significant effect can be found.
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For the indirect models, on the other hand, a statistically significant effect can be found
(see in Appendix — Table [5| and in Appendix — Table . As hypothesised, curiosity
converges more slowly, but to higher knowledge accuracy and completeness than creativity
(see Figure [20]).
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Figure 20: In the top, the direct models are compared. Knowledge accuracy and complete-
ness of curiosity are very close to the knowledge accuracy and completeness of creativity. In
the bottom, the indirect models are compared. Curiosity has a higher knowledge accuracy
and completeness. It also converges more slowly than creativity.

Curiosity & Creativity in Complex Settings

It has also been hypothesised that exploration leads to more completeness, knowledge
accuracy, ontology distance and faster convergence in more complex settings (Hypothesis
. As visible in Figure the completeness of the baseline always converges to a higher
value than curiosity and creativity in the direct and indirect models (see Figure , except
for the simple setting with indirect models. The knowledge accuracy of the baseline is
higher in the normal setting than the knowledge accuracy of the direct and indirect models
of curiosity and creativity. But in the complex setting, the knowledge accuracy for the
baseline is lower than for curiosity and creativity. The ontology distance of the baseline
is — except for the simple settings — always lower. Overall, the baseline takes longer to
converge for all dependent variables compared to the exploratory motivations. Surprisingly,
the ontology distance starts very low in the simple setting and very high in the complex
setting. This strongly suggests that there is likely another variable — in this case the number
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Figure 21: In this figure, the direct models are compared. The left column shows the
simple setting (three agents, four properties). The middle column shows the normal setting
(15 agents, six properties), and the right column shows the complex setting (30 agents,

eight properties).
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Figure 22: In this figure, the indirect models are compared. The left column shows the
simple setting (three agents, four properties). The middle column shows the normal setting
(15 agents, six properties), and the right column shows the complex setting (30 agents,

eight properties).
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of properties — strongly influencing and dominating the results. With few properties, the
ontologies are very similar whereas a high amount of properties results in very dissimilar
ontologies.

The ANOVA in Table |§| (see Appendix) shows that there are no significant results for
the simple setting with three agents and four properties. For the normal setting (15 agents,
six properties), the results of completeness, knowledge accuracy and ontology distance are
statistically significant. The results of the success rate are not significant for the direct
model. The results of the complex setting (30 agents, eight properties) are significant for
completeness, ontology distance and the success rate, but not for knowledge accuracy.

Looking at the post-hoc Tukey HSD for the simple setting (see Appendix — Figure ,
all results are not significant. All dependent variables in the normal setting (see Appendix
— Table , except for the success rate, of the direct and indirect models of curiosity and
creativity are statistically significant regarding the baseline. In the complex setting, the
ANOVA and post-hoc Tukey HSD show that completeness, ontology distance and success
rate are significant in the direct and indirect models. But knowledge accuracy is significant
for direct creativity (see Appendix — Figure .

To summarise, in more complex settings, exploratory motivations (curiosity and cre-
ativity) lead to faster convergence. Contrary to the hypothesis, completeness is lower even
with increasing complexity, but knowledge accuracy increases with increasing complexity.
Exploration always leads to more ontology distance with increasing complexity.
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After analysing the exploratory motivations, the non-exploratory motivation is now
examined in more detail. Hypothesis [5| claims that agents with non-exploratory motivation
are less accurate and complete regarding the baseline. In Figure this is the case for
the direct as well as the indirect model of non-exploration. An ANOVA test confirms the
significance of the results (see Appendix — Table [7]) and the post-hoc Tukey HSD shows the
effect of the motivation (non-exploration or baseline) on completeness as well as accuracy
(see Appendix — Table .

8.2 Social & Individual

Another aspect addressed by the hypotheses is the effect that socialising agents have
on the agents’ knowledge. According to Hypothesis [6] socially oriented intrinsic motiva-
tion should lead to less ontology distance as well as more and faster agreement regarding
individual intrinsic motivation. Both figures, Figure [24] and show that with socially
oriented motivation the ontology distance and success rate converge to higher values in less
iterations. There is one exception: In the indirect models of non-exploration, the values for
socially oriented agents and individual agents converge very similarly (see Figure . Over-
all, agents agree more and converge faster when they are socially motivated. Nevertheless,
their ontologies are more distanced.

The ANOVA in Table |8 (see Appendix), as well as the post-hoc Tukey HSD (see Ap-
pendix — Table show that the effect of whether agents are socially oriented or not is
mostly significant. There is no significant effect of socially oriented motivation for direct
and indirect non-exploratory motivation.

8.3 Direct & RL Models

As posed in Hypothesis [7, indirect models should have a higher knowledge accuracy
and completeness than direct models. Figure [26 shows the plots of the direct and indirect
motivations for completeness and accuracy. This time, the direct and indirect model are
compared and not analysed separately. Therefore, they are investigated separately with
individual and social agents. The results of the direct and indirect model are always very
similar, which has been confirmed by an ANOVA (see Appendix — Table |§| and the post-
hoc Tukey HSD test in Appendix — Table . Only curiosity has an effect on knowledge
accuracy and non-exploration on completeness, in the individual case. With social agents,
social creativity has an effect on knowledge accuracy and completeness and social non-
exploration has an effect on completeness. Otherwise, there are no statistically significant
results. For knowledge accuracy in the context of individual curiosity, the indirect model
has a higher accuracy. The completeness of individual non-exploration with the indirect
model is lower. Social creative and non-exploratory agents have a higher completeness for
the indirect model, but social creativity has a lower accuracy for the indirect model.
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Figure 24: In this figure, the ontology distance and success rate of social and individual
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Figure 25: In this figure, the ontology distance and success rate of social and individual
models of indirect curiosity, creativity, non-exploration as well as the baseline are compared.
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social models

o . . . .
curiosity creativity non-exploration
1.0 1.0 1.0
0.8 0.8 0.8
8 N g
é 06y = === E 064 _—-=="""77 ;E, [
© 1o} 3
= a s
£ o4 £ o4 £ 04
s s 8
8 S
0.2 0.2 0.2
0.0+ 0.0 0.0
0 10000 20000 30000 0 10000 20000 30000 0 10000 20000 30000
iterations, iterations iterations,
1.0 1.0 1.0
0.8 0.8 0.8
206 206 206
8 8 g
¢ g
04 © 0.4 804 ~"~o
0.2 0.2 0.2
0.0 0.0 0.0
10000 20000 30000 0 10000 20000 30000 0 10000 20000 30000
iterations iterations iterations

Figure 2T7:

—— direct model used=true
—==- direct model used=false
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8.4 Ratios

The last hypothesis (Hypothesis|8) concerns the ratio of the motivations. It claims that
heterogeneously motivated agents have a higher knowledge accuracy and completeness, but
lower ontology distance than homogeneously motivated agents. Moreover, these values
should converge slower than those of homogeneously motivated agents. An ANOVA was
performed to determine the significance that the motivation ratio has on the researched
variables completeness, knowledge accuracy, ontology distance and success rate (see Ap-
pendix — Table . The data of the experiments are again tested separately for the direct
and indirect models.

A post-hoc Tukey HSD reveals more information (see Appendix — Table. Overall,
most of the results are not significant. But there are many specific constellations, like direct
curiosity and creativity compared to non-exploration or indirect curiosity and creativity
compared to curiosity, et cetera, that are significant. Some of these constellations are in
line with the hypothesis like, for example, a group of curious, creative and non-exploratory
agents compared to a group of only non-exploratory agents.

8.5 Summary

After analysing the experiments regarding the hypotheses by performing statistical tests
and evaluating the plots, the results are summarised here. These results are the basis for
the discussion in the next chapter. Many hypotheses were not supported. It is likely that
this is due to the complexity of the hypotheses. As visible in Table [2], the hypotheses
and H[7] can be said to be partially supported. Some sub-hypotheses deduced from the
hypothesis are supported or are supported under certain conditions, but the hypothesis
itself is not supported.

But the divergence between hypotheses and results also leads to an interesting obser-
vation concerning the methodology. The hypotheses based on conceptual intuition were
shown to be wrong, although they seemed reasonable at first. This demonstrates that the
dynamics in cultural knowledge evolution are hard to estimate and that multi-agent systems
are capable to investigate them.

Table [2] offers a qualified view on the results shown. It shows more precisely which
sub-hypotheses are supported or not.

Agents will be able to fulfil their motivation in terms of increased ex-
[1| | ploration (exploratory motivations) and decreased exploration (non-
exploratory motivation).

v' increased exploration with curiousity
v/ increased exploration with creativity

x  decreased exploration with non-exploration
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[ DD ]

Agents with exploratory motivation will be more complete, but less
accurate than the baseline and non-exploration.

v' exploratory motivation lower accuracy wrt baseline
X exploratory motivation higher completeness wrt baseline
7 exploratory motivation higher accuracy wrt non-exploration

7 exploratory motivation higher completeness wrt non-exploration

Curious agents will be more accurate and complete, but converge
slower in comparison with creativity.

~ higher accuracy curiosity wrt creativity
~ higher completeness curiosity wrt creativity

~ curiosity converges faster wrt creativity

=~

In more complex settings (higher number of agents and properties),
exploration leads to more completeness, accuracy, distance and
faster convergence than the baseline.

- exploratory motivations faster convergence with incr. complexity

© wrt baseline

exploratory motivations higher completeness with incr. complexity

wrt baseline

»  exploratory motivations higher accuracy with incr. complexity wrt

" baseline

% exploratory motivations higher distance with incr. complexity wrt
baseline

[ O]

Agents with non-exploratory motivation will be less accurate and
complete than the baseline.

v" non-exploration motivations lower completeness wrt baseline

v/ non-exploration motivations lower accuracy wrt baseline

Agents with socially oriented intrinsic motivation will have less diverse
knowledge, but agree more and converge faster than agents with
individual intrinsic motivation.

socially oriented motivations faster convergence wrt individual mo-
tivations

socially oriented motivations higher success rate wrt individual mo-
tivations

socially oriented motivations lower ontology distance wrt individual
motivations
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The indirect learning models have a higher accuracy and complete-
ness than the direct models.

1]

indirect learning higher completeness wrt direct

indirect learning higher accuracy wrt direct

Heterogeneously motivated agents will have a higher accuracy and
[8] | completeness, but lower diversity and converge slower than ho-
mogeneously motivated agents.

?  heterogeneously higher accuracy wrt homogeneous
?  heterogeneously higher completeness wrt homogeneous

?  heterogeneously lower ontology distance wrt homogeneous

?  heterogeneously converge slower wrt homogeneous

Table 2: Summary of the analysis results regarding the hypotheses. v'stands for supported
and significant, X for not supported but significant, ? for not significant and -for significant
and supported under certain conditions. wrt means “with regard to”.
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9 Discussion

In this thesis, various models to implement intrinsically motivated agents in cultural
knowledge evolution have been proposed. Experiments were designed to test these models
and the hypotheses. In the following, the research questions are discussed. First, it is
examined whether and how agents in cultural knowledge evolution can be equipped with
an intrinsic motivation to explore. Moreover, the question of how it affects knowledge is
addressed (see Section[9.1]). Then, the limitations of the research are outlined (Section [9.2)).
Lastly, the results are compared to related work (Section [9.3).

9.1 Implications for Modelling Intrinsic Motivation

Giving agents intrinsic motivation to explore is a common method used in Al to enable
agents to learn in sparse environments. This thesis proposed different models for intrinsic
motivation and tested these. The resulting implications for modelling intrinsic motivation
in cultural knowledge evolution and the effects this has on the agents are elaborated now.

How Does Intrinsic Motivation Affect the Agents?

The models of intrinsic motivation allow agents to choose either their interaction object
or their interaction object and partner(s). Hypothesis [I| addresses whether the agents
can fulfil their motivation and act according to it. The hypothesis is supported by the
experiments for curious and creative agents. Therefore, it is possible to create agents, that
can explore objects in their environment with intrinsic motivation. But the hypothesis is
refuted for non-exploration. This is likely because the agent always picks the object, that
it knows very well, but which object it knows very well is also influenced by other agents.
After the agent chose an object, it will usually interact with other agents as their interaction
partner without choosing the interaction object itself. During these interactions, it sees
different objects and its ontology will change. Hence, the next time, the agent might choose
a different object than before. This object became its most well-known object during the
interactions where the agent did not choose the interaction object. As the object exploration
score only considers the objects, that were chosen by the particular agent, it will be high if
consecutive chosen objects are different. The exploration does not consider the objects the
agent encountered when it did not choose the interact object.

The results show the same effect for the interaction partner choice. Agents with curiosity
and creativity can fulfil their motivation, but non-exploratory agents do not achieve their
goal. Non-exploratory agents are supposed to explore less and have a lower exploration,
which is not the case. This is probably because of the way, the motivation impacts the
agents’ knowledge. With intrinsic motivation, agents’ agree quickly and do not further
improve their knowledge. Therefore, their ontologies remain very different. Because the
calculation of the partner exploration score is based on the distance between the agents’
ontologies, the partner exploration score for all intrinsic motivations is very high.

To summarise, agents can explore objects and interaction partners. The high exploration
of non-exploration is likely because of the design of the measures, which, for example, do
not consider the games that the agent played when it was not the choosing agent.
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Does It Improve the Agents’ Knowledge?

Intrinsic motivation allows agents to choose objects to explore. But how does the explor-
ation based on intrinsically motivated agents affect the agents’ knowledge? Hypotheses
and 5| address how the exploratory motivations and non-exploration influence knowledge re-
garding the baseline. The results of the analysis revealed that the exploratory motivations
lead to lower completeness and knowledge accuracy in comparison with the baseline. In
comparison with creativity, curiosity does exhibit higher knowledge accuracy and complete-
ness for the indirect models. Furthermore, non-exploration leads to lower completeness, but
higher ontology distance than the baseline.

While it is as expected that non-exploration leads to lower completeness, it is unexpec-
ted that curiosity and creativity do not result in higher completeness. Knowledge accuracy
decreases with intrinsic motivation because agents in this framework agree early during ex-
ploration. This agreement leads to lower knowledge accuracy because knowledge accuracy
only increases if agents disagree and change their ontology. A dilemma between agree-
ment<>knowledge accuracy can be observed. The exploration leads to early and quick
agreement, which results in lower knowledge accuracy. A lower completeness likely results
from the same mechanism. Because agents agree quickly during exploration, they agree on
higher levels in their ontology or more incomplete ontologies. This leads to faster conver-
gence, but limits the agents in correcting their knowledge. The lacking correction leads to
misclassification, which has an effect on completeness. Completeness, as measured in these
experiments, also means coherence.

To summarise, the intrinsic motivation did not improve the agents’ knowledge regarding
knowledge accuracy or completeness. On the contrary, completeness converges to lower val-
ues with intrinsic motivation. For knowledge accuracy, no significant effect could be found.
Intrinsic motivation does, however, allow the agents to converge quicker regarding complete-
ness, ontology distance and the success rate, especially with direct motivation. Out of all
motivations, indirect curiosity achieves the highest knowledge accuracy and completeness.

Which Effect Has Intrinsic Exploration-Motivation on Cultural Knowledge
Evolution?

Apart from the effect intrinsic motivation to explore has on the agents’ knowledge,
further effects in cultural knowledge evolution can be observed. Three different aspects
have been investigated apart from the exploration motivations themselves. The first aspect
is — as outlined in Hypothesis [4] - the complexity of the environment in terms of the number
of agents and objects in the environment. Next is the addition of socially oriented agents
(see Hypothesis @ The last aspect is the exploration motivation ratio. It was examined
how heterogeneously motivated agents perform in contrast to homogeneous agents (see

Hypothesis .

The effects of intrinsic motivation in cultural knowledge evolution change depending on
the setting’s complexity. The hypothesis claims, that exploratory motivations lead to more
completeness, knowledge accuracy and ontology distance as well as converge faster, espe-
cially in more complex settings. While the simple setting only has no significant effect, the
complex setting shows the most significant effects. This is in line with the hypothesis, that,
with increasing complexity, the effects change. The completeness and ontology distance
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show a significant effect. While the ontology distance is indeed higher in more complex
settings, the hypothesis is refuted because the completeness is lower. This is probably also
due to the fact, that the agents during exploration agree early. Even though there are
more objects, the agents agree in the same time. The graphs show a higher convergence
for curiosity and creativity for completeness than for the baseline. But agreement leads to
fewer adaptations. Although they investigate all very novel objects, this does not lead to
change in their ontology any more after their ontology stabilises. During exploration, they
agree on very incomplete stages of their ontology, which also explains the high knowledge
diversity.

This accuracy<>agreement dilemma is even amplified with socially oriented agents.
Although Hypothesis [6] claims that the ontology distance is lower with socially oriented
agents, the results refute it. For non-exploration, agents agree more and converge faster
when they are socially oriented. But again, contrary to the prediction, the ontology distance
is higher than expected. The explanation for this phenomenon is the same as before. The
faster the convergence is, the fewer are the changes in the agent’s ontology, and thus the
lower is the ontology distance. Moreover, the faster convergence and higher agreement
result from the fact, that agents interact with more agents at the same time.

On the other hand, in cases where heterogeneously motivated agents interact with ho-
mogeneously motivated agents, completeness, knowledge accuracy and ontology distance
mostly show no significant effect. Most results were not significant, but specific explor-
ation motivation ratios (like for example, direct curiosity plus creativity compared with
non-exploration) have a significantly higher accuracy and completeness. This shows that
in specific cases, the completeness, and accuracy can be higher for heterogeneous groups
of agents. The significant specific cases mainly include heterogeneously motivated agents
compared to non-exploration or sometimes creativity.

To summarise, intrinsic exploration motivation with socially oriented agents and differ-
ent exploration-ratios has a significant effect. Complexity does not strongly influence the
effect intrinsic motivation has. Socially oriented agents do influence knowledge evolution,
as they agree faster and thus decrease knowledge accuracy and completeness, but increase
the ontology distance. Heterogeneously motivated agents can outperform homogeneously
motivated agents regarding a higher completeness and higher knowledge accuracy. The
similarity might be due to the way reinforcement learning is implemented.

Reinforcement Learning as a Method to Implement Intrinsic Motivation

This work distinguished two kinds of models: the direct and indirect (RL) model. The
advantages and disadvantages of both have been discussed in detail in Section Hy-
pothesis [7| states that the indirect models should have a higher knowledge accuracy and
completeness than the direct models. A significant difference in completeness and know-
ledge accuracy could only be found for social creativity, but the indirect model of individual
curiosity also shows a significantly higher knowledge accuracy than the direct model of in-
dividual curiosity.
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Can Intrinsic Exploration-Motivation be modelled in Cultural Knowledge
Evolution?

Intrinsic exploration-motivation can be modelled in cultural knowledge evolution. Agents
can be equipped with intrinsic motivation, and it allows agents decide what they want to
do in specific situations based on their intrinsic values. This affects the agents’ knowledge.
Interestingly, for all intrinsic motivations discussed so far, the agents’ completeness and
knowledge accuracy converge faster as well as the agents’ knowledge (as can be seen in
the faster convergence of the success rate) during exploration. But intrinsic motivation in
general results in a decrease in knowledge accuracy and completeness. There is a dilemma
between agreement and knowledge accuracy. This is likely to be because of the different
objectives of intrinsic and extrinsic motivation. Extrinsic motivation optimises agreement
in the form of “who has to adapt” and seems to interfere with intrinsic motivation, which
optimises exploration and is about “which object is interesting”.

9.2 Limitations

There are a few limitations within the model. As for other work, the analysis remains
agnostic about the underlying curiosity mechanism and process, but focusses on the changes
of knowledge (compare (Dubey and Griffiths| {2020, 40)). It does not concern the epistemic
experience of curiosity or creativity, neither do the experiments investigate the psychological
process. Furthermore, it does not address the philosophical question what in the motiv-
ational system is intrinsic and what is extrinsic (Dubey and Griffiths, 2020, 6). Another
question up to debate is, whether the motivational model of the system follows its own in-
trinsic goals or the designer’s goals (Guckelsberger et al., 2017, 4), as “machines are always
built with a purpose” (Sanz et al., 2012, 385).

Can Intrinsic Motivation in Artificial Agents Exist?

As shortly outlined in this section, it is a philosophical problem whether the agent
can be referred to as an intrinsically motivated agent. It is a question of definition. In
this work, agents that choose based on intrinsic values are intrinsically motivated agents.
In light of this definition, it can be said that the agents in the experiment are intrinsically
motivated. Coming back to the weak notion of agency, the agent fulfils the criteria proposed
by (Wooldridge and Jennings, 1995, 116): they are autonomous, have social abilities, are
reactive and proactive.

9.3 Comparison to Related Work

The results obtained differ in some aspects from the results by other studies. Assikidana
(2022) used a similar setting for cultural knowledge evolution@ but found that curiosity
leads to higher precision than the baseline. Furthermore, he also found that curiosity
converges faster and has a lower recall than the baseline. The difference in the results
can be explained by the difference between the settings. In the model of Assikidana, agents

21 Assikidana, E. (2022). Intrinsic exploration motivation and incentives in cultural evolution.
Final report, Université Grenoble Alpes.
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interact with the aim of correcting their knowledge and have accurate knowledge. But, in the
models presented in this thesis, agents aim to agree. Therefore, the influence on knowledge
accuracy is only indirect. Consequently, the agents in the presented model cannot influence
accuracy with exploration as directly as in other models.

It was shown that heterogeneous groups of motivated agents can have higher complete-
ness or accuracy than homogeneous groups. This is compatible with findings for creative
agents (compare (Gabora and Tseng, [2017, 414). For curiosity, it has also been shown that
diverse groups can outperform homogeneous groupslﬂ In this thesis, it could not be shown
that this applies as a general rule for curiosity or creativity in cultural knowledge evolution.
But, contrary to the other experiments, agents with intrinsic motivation were not combined
with agents with no motivation at all.

The results found for curiosity and creativity in complex settings are compatible with
results obtained by Bourahlal (2023, 58f). He showed that there is an interaction effect
on knowledge accuracy between the number of properties, agents, and the training ratio.
As the training ratio was fixed in the experiments presented in this thesis, the accuracy
decreases with increasing complexity.

Oudeyer| (2007, 13) found that intrinsic heterostatic motivations are the most promising
for exploration. The results obtained are compatible with his finding. Curiosity and cre-
ativity — both heterostatic motivations — show a higher exploration, knowledge accuracy
and completeness than non-exploration (a homostatic motivation).

22 Seselja, Dunja. Agent-Based Modeling in the Philosophy of Science. The Stanford Encyclopedia
of Philosophy (Fall 2023 Edition). Edward N. Zalta & Uri Nodelman (eds.). https://plato.
stanford.edu/archives/fall2023/entries/agent-modeling-philscience/
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10 Conclusion

The goal of this thesis was to investigate whether and how agents with intrinsic mo-
tivation to explore can be modelled in cultural knowledge evolution and how this affects
their knowledge. To address these questions, three different kinds of motivation were com-
pared in detail with a no-motivation (the baseline scenario): curiosity, creativity and non-
exploration. Curiosity, creativity and non-exploration were modelled using a direct approach
and reinforcement learning. Moreover, intrinsic exploration motivation was modelled two-
fold: (1) Based on their intrinsic values, agents choose their interaction object to explore
the environment, which consists of these objects. (2) Based on their intrinsic values, agents
choose their interaction object and interaction partner.

Overall, it has been shown that it is possible to model agents with intrinsic motivation to
explore in cultural knowledge evolution. This can be done in various ways: with motivation
to explore in the form of curiosity or creativity, with motivation to exploit, with individual
or social agents and by using direct or reinforcement learning models. The agents can choose
their interaction object or interaction object and partner(s) based on intrinsic variables. In
doing so, they can explore the objects and agents that surround them.

Intrinsic motivation has an effect on the agents’ behaviour and knowledge. The exper-
iments revealed that the effects were not necessarily the expected ones. Contrary to the
expectation, exploration, for example, did not lead to higher knowledge completeness. This
is because of a knowledge accuracy<>agreement dilemma. The agents agree very early
during exploration with objects they do not know well. This leads to a consolidation of
wrong knowledge. Once the agents agree, they do not change their knowledge any more
and further exploration does not lead to knowledge gain. There is a disconnection between
agreement and knowledge. This also affects completeness because the ontologies of the
agents stay relatively small due to fast agreement.

10.1 Perspective

This work is a first step towards exploring intrinsic exploration motivation in cultural
knowledge evolution. The thesis proposes various models to test different approaches. It
provides a first overview of intrinsic motivation in cultural knowledge evolution.

Further research is needed to investigate the trade-off between accuracy and agreement.
Currently, a few experiments with heterogeneously motivated agents have been performed.
It has been shown, that a group of heterogeneously motivated agents can increase knowledge
accuracy and completeness compared with a group of homogeneously motivated agents.
The trade-off might be researched in more detail and find an optimal ratio for the different
motivations. Up to this point, intrinsically motivated agents were not combined with agents
that do not have any motivation at all. This might also bear fruitful insights. Another
interesting aspect might be, to investigate different forms of intrinsic motivation at different
stages of the experiment. If agents would first interact without intrinsic motivation and get
curious after some iterations, their knowledge might already be more accurate, which could
allow agents to explore more correct knowledge.

Moreover, different intrinsic motivations could be added. Within this work, only ex-
ploratory (and a non-exploratory) motivations were researched. But intrinsic motivation
does not only motivate exploration. Other forms of intrinsic motivation are discussed in

5



the context of multi-agent systems, such as social motivation. In this context, the agents
could also be equipped with other parameters such as confidence or trust, influencing which
object or partner they choose.

In this work, only a significant effect with higher completeness and knowledge accuracy
of the indirect model was found for individual curiosity, when comparing the direct and
indirect (RL) model. But reinforcement learning here is implemented in a very specific way.
Therefore, it would be of interest to try other implementations of reinforcement learning.
Parameter-sharing or multi-agent deep reinforcement learning were excluded from this work,
but are promising approaches in this context. Unlike the direct models, reinforcement
learning has the advantage that it can learn to avoid local optima like a too early exploration
of all agents.

Additionally, different goals that are optimised by the reinforcement learning could
further be explored. For example, reinforcement learning could also optimise the choice
of interaction object and partner for a single game with the goal to choose a combination
of object and partner so that the choosing agent will have to change its ontology. Or
the agent learns to choose a combination of interaction object and partner, so that it can
“teach” other agents (make them adapt to its decision) because it is an “expert” and knows
the interaction object well. This approach could be inspired by real life: Scientists, for
example, who discover something new, spread their knowledge.

To summarise, this work presented a first approach to intrinsic exploration motivation
in cultural knowledge evolution. It was able to show that intrinsic exploration motivation
leads to faster convergence of completeness, knowledge accuracy and ontology distance.
But at the same time, it leads to lower completeness, knowledge accuracy and higher on-
tology distance. Further research is needed in the areas of how exploration can avoid the
accuracy<>agreement dilemma, alternative reinforcement learning techniques for intrinsic
motivation in cultural knowledge evolution and alternative forms of intrinsic motivation.
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Appendix

ANOVAs for Hypotheses

Hypothesis 1

| PR(>F) Significance

direct object exploration score  0.000001 True
partner exploration score (0.000000 True
indirect | object exploration score  0.000144 True

partner exploration score 0.000000 True

Table 3: ANOVA of the object and partner exploration score for the direct and indirect
models of curiosity, creativity and non-exploration as well as the baseline.

Hypothesis 2

| PR(>F) Significance

direct completeness 0.000000 True
knowledge accuracy 0.000000 True
indirect | completeness 0.000000 True

knowledge accuracy 0.000000 True

Table 4: ANOVA of completeness as well as knowledge accuracy for the direct and indirect
model of curiosity, creativity and non-exploration as well as the baseline.

Hypothesis 3

| PR(>F) Significance

direct completeness 0.071245 False
knowledge accuracy 0.421446 False
success rate 0.046712 False
indirect | completeness 0.000374 True
knowledge accuracy 0.000862 True
success rate 0.000402 True

Table 5: ANOVA of completeness, knowledge accuracy, and success rate for the direct and
indirect models of curiosity and creativity.



Hypothesis 4

PR(>F) Significance

direct simple setting completeness 0.772255 False
knowledge accuracy 0.130387 False
ontology distance 0.808531 False
success rate 0.987699 False
direct normal setting completeness 0.000002 True
knowledge accuracy 0.000001 True
ontology distance 0.000000 True
success rate 0.011138 False
direct complex setting completeness 0.000000 True
knowledge accuracy 0.022147 False
ontology distance 0.000000 True
success rate 0.000000 True

indirect simple setting completeness 0.313738 False
knowledge accuracy 0.173799 False
ontology distance 0.434049 False
success rate 0.113916 False
indirect normal setting | completeness 0.000000 True
knowledge accuracy 0.000001 True
ontology distance 0.000000 True
success rate 0.000003 True
indirect complex setting | completeness 0.000000 True
knowledge accuracy 0.002801 True
ontology distance 0.000000 True
success rate 0.000000 True

Table 6: ANOVA of direct and indirect completeness, knowledge accuracy and ontology
distance in a simple (three agents, four properties), normal (15 agents, six properties) and
complex (30 agents, eight properties) setting.

Hypothesis 5

| PR(>F) Significance

direct completeness 0.000000 True
accuracy 0.000006 True
indirect | completeness 0.000000 True
accuracy 0.000001 True

Table 7: ANOVA of completeness and knowledge accuracy for the direct and indirect
models of non-exploration and baseline.
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Hypothesis 6

| PR(>F) Significance

direct curiosity ontology distance 0.000202 True

success rate 0.000011 True
direct creativity distance 0.002700 True
success rate 0.000154 True
direct non-expl. ontology distance 0.042222 False
success rate 0.000795 True
direct baseline ontology distance 0.000029 True
success rate 0.000047 True
indirect curiosity | ontology distance 0.000020 True
success rate 0.000001 True
indirect creativity | ontology distance 0.001938 True
success rate 0.003375 True
indirect non-expl. | ontology distance 0.095657 False
success rate 0.004154 True
indirect baseline | ontology distance 0.108857 False
success rate 0.025087 False

Table 8: ANOVA of direct and indirect ontology distance, success rate and partner ex-
ploration score for socially-oriented and individual motivations.

Hypothesis 7

| PR(>F) Significance

curiosity completeness 0.037175 False
knowledge accuracy 0.004212 True
social curiosity | completeness 0.234084 False

knowledge accuracy 0.439188 False

creativity completeness 0.403352 False
accuracy 0.164986 False
social creativity | completeness 0.000006 True
knowledge accuracy 0.000644 True
non-expl. completeness 0.001652 True
knowledge accuracy 0.225249 False
social non-expl. | completeness 0.000107 True

knowledge accuracy 0.663061 False

Table 9: ANOVA of completeness and knowledge accuracy for direct and indirect motiv-
ations for curiosity, creativity and non-exploration.
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Hypothesis 8

| PR(>F) Significance
direct completeness 0.000001 True
knowledge accuracy 0.001060 True
ontology distance 0.000023 True
success rate 0.001004 True
indirect | completeness 0.000000 True
knowledge accuracy 0.000000 True
ontology distance 0.000000 True
success rate 0.000000 True

Table 10: ANOVA of completeness, knowledge accuracy, ontology distance and success

rate for direct and indirect motivations for different ratios of motivated agents.

Post-hoc Tukey HSDs for Hypotheses

Hypothesis 1

‘ group 1 group 2 ‘ meandiff p-adj lower upper | reject

direct object expl. | baseline non-expl. -0.33 0.00 -0.46 -0.21 | True
baseline creativity -0.37 0.00 -0.50 -0.25 | True

baseline curiosity -0.25 0.00 -0.38 -0.12 | True

partner expl. | baseline non-expl. 0.64 0.00 0.50 0.78 | True

baseline creativity 0.58 0.00 0.44 0.72 | True

baseline curiosity 0.51 0.00 0.37 0.65 | True

indirect | object expl. | baseline non-expl. -0.33 0.00 -0.49 -0.17 | True
baseline creativity -0.25 0.00 -0.41 -0.09 | True

baseline curiosity -0.27 0.00 -0.43 -0.11 | True

partner expl. | baseline non-expl. 0.68 0.00 0.58 0.78 | True

baseline creativity 0.58 0.00 048 0.69 | True

baseline curiosity 0.42 0.00 0.32 0.52 | True

Table 11: Post-hoc Tukey HSD of the object and partner exploration score for the direct

and indirect models of curiosity, creativity and non-exploration as well as the baseline.
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Hypothesis 2

group 1 group 2 ‘ meandiff p-adj lower upper ‘ reject

direct completeness | baseline  non-expl. -0.33 0.00 -0.40 -0.27 | True
baseline  creativity -0.24 0.00 -0.31 -0.18 | True

baseline  curiosity -0.18 0.00 -0.25 -0.12 | True

non-expl. creativity 0.09 0.01 0.03 0.16 | True

non-expl. curiosity 0.15 0.00 0.08 0.22 | True

k. accuracy | baseline  non-expl. -0.37 0.00 -0.45 -0.29 | True
baseline  creativity -0.32 0.00 -0.40 -0.24 | True

baseline  curiosity -0.30 0.00 -0.38 -0.22 | True

non-expl. creativity 0.05 0.38 -0.03 0.13 | False

non-expl. curiosity 0.07 0.11  -0.01 0.15 | False

indirect | completeness | baseline  non-expl. -0.40 0.00 -0.46 -0.35 | True
baseline  creativity -0.26 0.00 -0.31 -0.21 | True

baseline  curiosity -0.13 0.00 -0.19 -0.08 | True

non-expl. creativity 0.14 0.00 0.09 0.19 | True

non-expl. curiosity 0.27 0.00 0.21 0.32 | True

k. accuracy | baseline  non-expl. -0.37 0.00 -0.45 -0.29 | True
baseline  creativity -0.34 0.00 -0.42 -0.26 | True

baseline  curiosity -0.20 0.00 -0.28 -0.13 | True

non-expl. creativity 0.03 0.69 -0.05 0.11 | False

non-expl. curiosity 0.17 0.00 0.09 0.25 | True

Table 12: Post-hoc Tukey HSD of completeness as well as knowledge accuracy for the direct
and indirect model of curiosity, creativity and non-exploration as well as the baseline.

Hypothesis 3

group 1 group 2 ‘ meandiff p-adj lower upper ‘ reject

direct completeness | creativity curiosity 0.06 0.07 -0.01 0.12 | False
k. accuracy | creativity curiosity 0.02 0.42 -0.03 0.07 | False

succ. rate creativity curiosity -0.06 0.05 -0.11 -0.00 | True

indirect | completeness | creativity curiosity 0.12 0.00 0.07 0.17 | True
k. accuracy | creativity curiosity 0.12 0.00 0.07 0.17 | True

succ. rate creativity curiosity -0.07 0.00 -0.10 -0.04 | True

Table 13: Post-hoc Tukey HSD of completeness, knowledge accuracy, and success rate for
the direct and indirect models of curiosity and creativity.



Hypothesis 4

group 1 group 2 ‘ meandiff p-adj lower upper ‘ reject

direct completeness | baseline creativity -0.04 0.84 -0.25 0.16 | False
baseline curiosity -0.05 0.78 -0.25 0.15 | False

k. accuracy | baseline creativity -0.09 0.40 -0.26 0.09 | False

baseline curiosity -0.14 0.11 -0.31 0.03 | False

o. distance baseline creativity -0.01 1.00 -0.58 0.55 | False

baseline curiosity 0.11 0.86 -0.45 0.67 | False

success rate | baseline creativity 0.00 1.00 -0.00 0.00 | False

baseline curiosity -0.00 0.99 -0.00 0.00 | False

indirect | completeness | baseline creativity 0.02 091 -0.13 0.18 | False
baseline curiosity -0.07 0.51 -0.22 0.09 | False

k. accuracy | baseline creativity 0.10 0.23 -0.05 0.25 | False

baseline curiosity 0.00 1.00 -0.15 0.15 | False

o. distance baseline creativity 0.12 0.74 -0.30 0.53 | False

baseline curiosity -0.09 0.83 -0.51 0.32 | False

success rate | baseline creativity 0.00 0.55 -0.00 0.00 | False

baseline curiosity 0.00 0.10 -0.00 0.00 | False

Table 14: Post-hoc Tukey HSD of direct and indirect completeness, knowledge accuracy
and ontology distance in a simple (three agents, four properties), normal (15 agents, six

properties) and complex (30 agents, eight properties) setting.
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group 1  group 2 meandiff p-adj lower upper | reject

direct completeness | baseline creativity -0.23 0.00 -0.30 -0.17 | True
baseline curiosity -0.18 0.00 -0.25 -0.11 | True

k. accuracy | baseline creativity -0.31 0.00 -0.40 -0.23 | True

baseline curiosity -0.30 0.00 -0.38 -0.21 | True

o. distance baseline creativity 0.31 0.00 0.24 0.37 | True

baseline curiosity 0.26 0.00 0.20 0.33 | True

success rate | baseline creativity 0.08 0.01 0.02 0.14 | True

baseline curiosity 0.04 0.20 -0.02 0.10 | False

indirect | completeness | baseline creativity -0.26 0.00 -0.31 -0.20 | True
baseline curiosity -0.13 0.00 -0.18 -0.07 | True

k. accuracy | baseline creativity -0.34 0.00 -0.42 -0.26 | True

baseline curiosity -0.20 0.00 -0.28 -0.12 | True

o. distance baseline creativity 0.32 0.00 0.27  0.37 | True

baseline curiosity 0.23 0.00 0.18 0.27 | True

success rate | baseline creativity 0.14 0.00 0.10 0.18 | True

baseline curiosity 0.08 0.00 0.04 0.12 | True

Table 15: Post-hoc Tukey HSD of completeness and knowledge accuracy for the direct

and indirect models of non-exploration and baseline.

group 1 group 2 ‘ meandiff p-adj lower upper ‘ reject

direct completeness | baseline creativity -0.11 0.00 -0.13 -0.09 | True
baseline curiosity -0.10 0.00 -0.12 -0.08 | True

k. accuracy | baseline creativity 0.03 0.02 0.01 0.06 | True

baseline curiosity 0.02 0.28 -0.01 0.04 | False

o. distance baseline creativity 0.06 0.00 0.06 0.07 | True

baseline curiosity 0.06 0.00 0.05 0.07 | True

success rate | baseline creativity 0.26 0.00 0.21 0.32 | True

baseline curiosity 0.16 0.00 0.11  0.21 | True

indirect | completeness | baseline creativity -0.26 0.00 -0.28 -0.24 | True
baseline curiosity -0.26 0.00 -0.28 -0.24 | True

k. accuracy | baseline creativity 0.03 0.00 0.01 0.06 | True

baseline curiosity 0.03 0.01 0.01 0.05 | True

o. distance baseline creativity 0.08 0.00 0.08 0.09 | True

baseline curiosity 0.08 0.00 0.07 0.08 | True

success rate | baseline creativity 0.66 0.00 0.63 0.68 | True

baseline curiosity 0.64 0.00 0.62 0.67 | True

Table 16: Post-hoc Tukey HSD of the completeness, knowledge accuracy and ontology
distance for the direct and indirect exploratory motivations in a complex setting with 30
agents and 8 properties
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Hypothesis 5

‘ ‘ group 1 group 2 ‘ meandiff p-adj lower upper ‘ reject

direct completeness | baseline non-expl. -0.33 0.00 -0.37 -0.29 | True
k. accuracy | baseline non-expl. -0.37 0.00 -0.45 -0.29 | True

indirect | completeness | baseline non-expl. -0.40 0.00 -0.44 -0.36 | True
k. accuracy | baseline non-expl. -0.37 0.00 -0.44 -0.31 | True

Table 17: Post-hoc Tukey HSD of the completeness and knowledge accuracy for the direct
and indirect non-exploratory motivation and baseline

Hypothesis 6

group 1 group 2 | meandiff p-adj lower upper | reject

dir. curiosity o. distance | individual social 0.09 0.00 0.06 0.13 | True
success rate | individual social 0.17 0.00 0.13 0.21 | True

indir. curiosity | o. distance | individual social 0.11 0.00 0.08 0.14 | True
success rate | individual social 0.12 0.00 0.10 0.14 | True

dir. creativity o. distance | individual social 0.04 0.00 0.02 0.07 | True
success rate | individual social 0.12 0.00 0.08 0.16 | True

indir. creativity | o. distance | individual social 0.05 0.00 0.02 0.07 | True
success rate | individual social 0.04 0.00 0.02 0.06 | True

dir. non-expl. o. distance | individual social 0.02 0.04 0.00 0.05 | True
success rate | individual social 0.06 0.00 0.03 0.08 | True

indir. non-expl. | o. distance | individual social 0.01 0.11 -0.00 0.03 | False
success rate | individual social -0.01 0.03 -0.01 -0.00 | True

dir. baseline o. distance | individual social 0.26 0.00 0.19 0.33 | True
success rate | individual social 0.21 0.00 0.15 0.27 | True

indir. baseline o. distance | individual social 0.27 0.00 0.21 0.33 | True
success rate | individual social 0.23 0.00 0.17 0.28 | True

Table 18: Post-hoc Tukey HSD of direct and indirect ontology distance, success rate and
partner exploration score for socially-oriented and individual motivations.
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Hypothesis 7

‘ group 1 group 2 ‘ meandiff p-adj lower upper ‘ reject

curiosity completeness | indirect direct -0.06 0.04 -0.12 -0.00 | True
k. accuracy | indirect direct -0.10 0.00 -0.16 -0.04 | True

social curiosity | completeness | indirect direct -0.01 0.23 -0.04 0.01 | False
k. accuracy | indirect direct -0.02 0.44 -0.08 0.04 | False

creativity completeness | indirect direct 0.02 0.40 -0.04 0.08 | False
k. accuracy | indirect direct 0.04 0.17 -0.02 0.10 | False

social creativity | completeness | indirect direct -0.12 0.00 -0.15 -0.10 | True
k. accuracy | indirect direct 0.07 0.00 0.04 0.10 | True

non-expl. completeness | indirect direct 0.07 0.00 0.04 0.11 | True
k. accuracy | indirect direct 0.03 0.23 -0.02 0.07 | False

social non-expl. | completeness | indirect direct -0.11 0.00 -0.15 -0.07 | True
k. accuracy | indirect direct 0.01 0.66 -0.04 0.05 | False

Table 19: Post-hoc Tukey HSD of the completeness and knowledge accuracy comparing

the direct and indirect motivations
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Hypothesis 8

‘ ‘ group 1 group 2 ‘ meandiff p-adj lower upper ‘ reject
direct completeness | all non-expl. -0.15 0.00 -0.23 -0.06 | True
all creativity -0.05 0.57 -0.13 0.04 | False

all curiosity 0.01 1.00 -0.07 0.09 | False

cur. & cre. non-expl. -0.16 0.00 -0.24 -0.08 | True

cur. & cre.  creativity -0.06 0.25 -0.14 0.02 | False

cur. & cre.  curiosity -0.01 1.00 -0.09 0.07 | False

cur. & non. non-expl. -0.13 0.00 -0.21 -0.05 | True

cur. & non. creativity -0.03 0.88 -0.11 0.05 | False

cur. & non. curiosity 0.02 0.96 -0.06 0.10 | False

cre. & non. non-expl. -0.04 0.80 -0.12 0.05 | False

cre. & non. creativity 0.06 0.19 -0.02 0.15 | False

cre. & non. curiosity 0.12 0.00 0.04 020 | True

indirect | completeness | all non-expl. -0.31 0.00 -0.37 -0.25 | True
all creativity -0.16 0.00 -0.22 -0.10 | True

all curiosity -0.02 0.91 -0.08 0.04 | False

cur. & cre.  non-expl. -0.34 0.00 -0.40 -0.28 | True

cur. & cre.  creativity -0.19 0.00 -0.25 -0.13 | True

cur. & cre.  curiosity -0.05 0.11 -0.11 0.01 | False

cur. & non. non-expl. -0.21 0.00 -0.26 -0.15 | True

cur. & non. creativity | -0.06 0.07 -0.12 0.00 | False

cur. & non. curiosity 0.08 0.00 0.02 0.14 | True

cre. & non. non-expl. -0.27 0.00 -0.33 -0.21 | True

cre. & non. creativity -0.12 0.00 -0.18 -0.06 | True

cre. & non. curiosity 0.02 0.96 -0.04 0.08 | False

Table 20: Post-hoc Tukey HSD of the completeness for the direct and indirect motivations



group 1 group 2 meandiff p-adj lower upper | reject
direct k. accuracy | all non-expl. -0.10 0.00 -0.18 -0.02 | True
all creativity -0.04 0.56 -0.12 0.03 | False
all curiosity -0.03 0.90 -0.10 0.05 | False
cur. & cre. non-expl. -0.10 0.01 -0.17 -0.02 | True
cur. & cre.  creativity -0.04 0.56 -0.12 0.03 | False
cur. & cre.  curiosity -0.03 0.94 -0.10 0.05 | False
cur. & non. non-expl. -0.09 0.01 -0.16 -0.01 | True
cur. & non. creativity -0.03 0.84 -0.11 0.04 | False
cur. & non. curiosity -0.02 0.99 -0.09 0.06 | False
cre. & non. non-expl. -0.02 097 -0.10 0.05 | False
cre. & non. creativity -0.03 0.84 -0.11 0.04 | False
cre. & non. curiosity 0.05 0.39 -0.03 0.13 | False
indirect | k. accuracy | all non-expl. -0.19 0.00 -0.30 -0.09 | True
all creativity -0.15 0.00 -0.25 -0.04 | True
all curiosity 0.01 1.00 -0.10 0.11 | False
cur. & cre.  non-expl. -0.25 0.00 -0.35 -0.14 | True
cur. & cre.  creativity -0.20 0.00 -0.31 -0.10 | True
cur. & cre.  curiosity -0.05 0.80 -0.15 0.06 | False
cur. & non. non-expl. -0.08 0.20 -0.19 0.02 | False
cur. & non. creativity -0.04 0.89 -0.14 0.07 | False
cur. & non. curiosity 0.12 0.02 0.01 0.22 | True
cre. & non. non-expl. -0.12 0.01 -0.23 -0.02 | True
cre. & non. creativity -0.08 0.21 -0.19 0.02 | False
cre. & non. curiosity 0.08 0.29 -0.03 0.18 | False
Table 21: Post-hoc Tukey HSD of the knowledge accuracy for the direct and indirect

motivations
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group 1 group 2 meandiff p-adj lower upper | reject
direct o. distance | all non-expl. 0.05 0.01 0.01 0.10 | True
all creativity 0.03 0.40 -0.02 0.07 | False
all curiosity -0.02 0.88 -0.06 0.03 | False
cur. & cre. non-expl. 0.07 0.00 0.03 0.12 | True
cur. & cre.  creativity 0.05 0.02 0.00 0.09 | True
cur. & cre.  curiosity 0.00 1.00 -0.04 0.05 | False
cur. & non. non-expl. 0.04 0.12 -0.01 0.08 | False
cur. & non. creativity 0.02 0.92 -0.03 0.06 | False
cur. & non. curiosity -0.03 0.34 -0.07 0.01 | False
cre. & non. non-expl. 0.01 1.00 -0.04 0.05 | False
cre. & non. creativity -0.02 0.85 -0.06 0.03 | False
cre. & non. curiosity -0.06 0.00 -0.11 -0.02 | True
indirect | o. distance | all non-expl. 0.16 0.00 0.10 0.22 | True
all creativity 0.12 0.00 0.06 0.18 | True
all curiosity 0.02 0.98 -0.04 0.08 | False
cur. & cre.  non-expl. 0.22 0.00 0.16 0.28 | True
cur. & cre.  creativity 0.18 0.00 0.12 0.24 | True
cur. & cre.  curiosity 0.08 0.00 0.02 0.14 | True
cur. & non. non-expl. 0.06 0.08 -0.00 0.12 | False
cur. & non. creativity 0.01 0.99 -0.05 0.07 | False
cur. & non. curiosity -0.09 0.00 -0.15 -0.03 | True
cre. & non. non-expl. 0.12 0.00 0.06 0.18 | True
cre. & non. creativity 0.08 0.01 0.02 0.14 | True
cre. & non. curiosity -0.03 0.81 -0.09 0.03 | False

Table 22: Post-hoc Tukey HSD of completeness and knowledge accuracy for direct and
indirect motivations for curiosity, creativity and non-exploration.
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group 1 group 2 meandiff p-adj lower upper | reject
direct succ. rate | all non-expl. 0.06 0.00 0.02 0.11 | True
all creativity 0.02 092 -0.03 0.07 | False
all curiosity -0.01 0.97 -0.06 0.03 | False
cur. & cre. non-expl. 0.05 0.05 -0.00 0.10 | False
cur. & cre. creativity 0.00 1.00 -0.05 0.05 | False
cur. & cre.  curiosity -0.03 0.46 -0.08 0.02 | False
cur. & non. non-expl. 0.05 0.04 0.00 0.10 | True
cur. & non. creativity 0.00 1.00 -0.05 0.05 | False
cur. & non. curiosity -0.03 0.55 -0.08 0.02 | False
cre. & non. non-expl. 0.03 0.34 -0.02 0.08 | False
cre. & non. creativity -0.01 0.97 -0.06 0.03 | False
cre. & non. curiosity -0.04 0.08 -0.09 0.00 | False
indirect | succ. rate | all non-expl. 0.12 0.00 0.10 0.15 | True
all creativity 0.08 0.00 0.06 0.11 | True
all curiosity 0.03 0.03 0.00 0.05 | True
cur. & cre. non-expl. 0.13 0.00 0.11 0.16 | True
cur. & cre. creativity 0.10 0.00 0.07 0.12 | True
cur. & cre.  curiosity 0.04 0.00 0.02 0.07 | True
cur. & non. non-expl. 0.06 0.00 0.03 0.08 | True
cur. & non. creativity 0.02 0.22 -0.01 0.05 | False
cur. & non. curiosity -0.04 0.00 -0.06 -0.01 | True
cre. & non. non-expl. 0.11 0.00 0.08 0.13 | True
cre. & non. creativity 0.07 0.00 0.05 0.10 | True
cre. & non. curiosity 0.02 0.41 -0.01 0.04 | False

Table 23: Post-hoc Tukey HSD of completeness, knowledge accuracy, ontology distance
and success rate for direct and indirect motivations for different ratios of motivated agents.
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