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Abstract. Virtual Reality (VR) is a promising immersive technology,
which provides users with place and plausibility illusions in a virtual
environment (VE). However, current immersive experiences are often
limited to those users wearing a VR head-mounted display (HMD). In
this paper we present VR Invite, a project-independent smartphone app,
which allows multiple non-immersive bystanders to observe and interact
with the VE and the HMD users. Our system renders multiple view ports
of the scene on a host computer, and transmits the data via wireless local
network to the mobile devices. Furthermore, the position and orientation
of the smartphones is tracked to change the viewpoints accordingly.
We conducted a user study with 26 participants in the context of rehabil-
itation for older adults in retirement homes, with a focus on bystander
integration. In the study, a VR user had to play multiple rounds of a
memory game, while a bystander provided support. We compared VR
Invite with a TV-gamepad-combination as interaction medium for the
support role regarding sense of presence, social presence, workload and
usability, both with purely verbal and active assistance capabilities. The
results indicate that the opportunity for direct interaction positively in-
fluences the bystander’s sense of presence in the VE and the reported
usability of the Smartphone app. However, social presence was rated
higher in passive conditions in which the real person was the center of
attention, as opposed to the avatar on the screen. Furthermore, users
valued the comfort of sitting down over active participation and agency
with room-scale movement.

Keywords: Virtual Reality, Smartphones, Collaborative Virtual Envi-
ronments, Multi-User Mixed Reality Interactions, Social VR

1 Introduction

Current virtual reality (VR) setups seldom are a collaborative or social expe-
rience for a local group of people. This is due to the requirement of VR being
rendered on a single head-mounted display (HMD), with a limited ability to
include bystanders. Typically, only passive participation is offered by either mir-
roring the video feed or rendering the scene from a third person perspective to
an external stationary monitor. To provide multi-user integration certain appli-
cations support the use of a number of HMDs connected via local area network
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(LAN) or internet. However, those are tailored to a specific use case and re-
quire substantial amounts of technical equipment and expertise to use in a local
environment.

In single HMD setups exploration of the virtual environment (VE) and social
exchange with the HMD user are difficult for bystanders, as there is a need for
input devices that are directly connected to the rendering computer, which in
turn need to be provided in tandem with the VR setup. Such devices need to be
tightly integrated and require an explicit implementation of camera control or
other forms of interaction. However, the ubiquitous availability of smartphones
allows for integrating bystanders into a social VR experience without the need
for proprietary input devices with the ”bring your own device” metaphor.

In this paper we introduce a project-independent smartphone app called
VR Invite, which connects to a self-contained package for the Unity engine on
a host computer or standalone VR headset via local wireless network. It allows
bystanders hold a view port to the VE and observe the VR from any natural angle
or position, as depicted in Figure 1. The package additionally supports transfer
of touch inputs from the smartphone to the host computer. This enables an easy
implementation of bystander interactivity for experiences that go beyond passive
or verbal participation. Furthermore, we added visualizations of the additional
view ports to increase the social presence of the HMD user. These visualizations
provide a sense of spatial relation and participation between all users.

VR Invite can be used to extend existing projects with either active or pas-
sive participation capabilities, or build applications specifically tailored for an
asymmetrical multi-user experience. To test the technical soundness of this li-
brary’s first prototype, we conducted a user study in the scope of rehabilitation
of older adults in a retirement home. Here, we measured the effect of the ability
to freely move a handheld VR view port on both an HMD user and a bystander,
primarily regarding sense of presence, social presence and usability.

To summarize, the contributions of this paper are:

– Development of VR Invite, a project-independent smartphone VR viewer
app &

– a user study to compare bystander integration techniques for the support
role in an asymmetrical rehabilitation scenario.

2 Related Work

Our work builds upon three areas of research: Collaborative Virtual Environ-
ments (CVEs), asymmetric mixed reality (XR) collaborations, and incorporation
of bystanders into XR setups.

2.1 Collaborative Virtual Environments

CVEs enable collaboration and interaction in a shared VE between users who
may either use the same physical work space or remotely connect through the
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Fig. 1. The VR Invite app allows a bystander to observe and interact with the VE
from any perspective.

internet [13]. In 1993 Carlsson et al. published DIVE, one of the first distributed
interactive virtual reality systems [11]. They focused on multi-user interaction
in VR environments and networking solutions for synchronized databases which
reference virtual objects. CVEs now have a widespread use in VR applications,
including rehabilitation, education, training, gaming and artistry. For example,
Tsoupikova et al. used VR CVEs for rehabilitation in patients that suffered from
a stroke [31]. They implemented motoric exercises for up to four patients with
a focus on the social component of therapy. Kallioniemi et al. demonstrated
how VR CVEs can be used to a help learning a foreign language [24]. In their
CityCompass VR application two users move through a virtual city and alternate
between the roles of tourist and guide. To reach a common goal, they have to
communicate in a foreign language via headset.

Regarding co-located collaboration, Billinghurst et al. [6, 7] presented sys-
tems that let users perform a variety of interactions and visualizations in aug-
mented reality collaborations. Their goal was to allow communication that is
closer to face-to-face dialogue than screen-based interactions. Jones et al. pro-
posed RoomAlive [23], following the concepts of Billinghurst et al. with an im-
plementation of projection-based co-located collaboration. They explored the
transformation of a living room into an interactive playing environment for mul-
tiple users. The diverse use of CVEs is also evident in areas such as security
training [28], medicine [12] or project planning in architecture [22].

2.2 Asymmetric Mixed Reality Collaborations

VR Invite allows a number of bystanders to observe and interact with a virtual
environment, using smartphones rather than tracked hand controllers. Hence,
their form of interaction is asymmetrical to the HMD wearing user. Several prior
works have researched asymmetric interactions in virtual or mixed reality [26,
16, 14, 22, 21, 15]. For instance, Oliveira et al. presented a distributed asymmetric
CVE for training in industrial scenarios, using screen-based GUIs to guide an
HMD wearing user [27]. Their goal was to teach a trainee to operate and repair
faulty hardware through remote avatars.

Oda et al. presented an asymmetric case study between a remote user and a
local HMD wearing user [26]. They compared the use of traditional 2D interfaces
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and VR headsets as medium for the remote user regarding their ability to explain
a certain task. The results indicate that demonstrating a task with a VR headset
was easier to understand than annotations through 2D interfaces.

Lindley et al. compared gamepad-based input to tracked body movements
for asymmetric avatar interactions. They found that natural body movements
elicited a higher social interaction when compared to predefined animations [25].

2.3 Bystanders in Mixed Reality

Gugenheimer et al. proposed two approaches regarding the incorporation of by-
standers in a VR setting. Their FaceDisplay [18] is an extension for conventional
HMDs, equipping the headset with three external touch-sensitive displays and a
depth camera. This way bystanders can see the VE from the outside and trigger
actions by touching the displays on the head. This of course comes with the
problem that an active HMD user moves their head frequently, which makes
observing the displays and interacting with them difficult. An exploratory user
study showed that the FaceDisplay led to a high degree of dominance and re-
sponsibility of the bystander over the HMD user.

With ShareVR [17] Gugenheimer et al. investigated an asymmetric gaming
scenario, with one HMD user and one bystander. The bystander is equipped
with a Vive Wand controller that has a tethered screen attached, acting as a
second view port. The scene is rendered from a second point of view on the VR
computer and transmitted via standard HDMI cable. Also, a projector shows the
VE from a top-down perspective on the floor. The setup showed an improvement
in entertainment value, sense of presence and social interaction compared to the
common TV-gamepad combination. The Master of Shapes commercial solution
used a similar setup, but replaced the Vive Wand with a standalone Vive Tracker
for positional tracking of a display [3].

Finally, Owlchemy Labs showed a prototype solution that uses a Smartphone
for positional tracking and display of the view port [4]. As long as the front of
the headset is in the smartphone’s view, their relative position can be calculated.
The view port is then rendered on the VR computer and transmitted via wireless
LAN.

3 Implementation and Setup

Similar to the approaches of Gugenheimer et al. and Owlchemy Labs we de-
signed a mobile view port solution for desktop and standalone VR experiences.
Like Owlchemy Labs we implemented positional tracking on a smartphone and
transmit the data to the VR host computer, which then renders the image and
streams it back via wireless LAN. Contrary to the aforementioned solutions, we
used Google’s ARCore library [2] to define a world anchor point, which could be
any kind of picture or easily recognized object. For simplicity’s sake we used a
QR code printed on a piece of paper, detected by ARCore’s ”Plane Detection”,
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”Augmented Images” and ”Anchors” algorithms. The anchor can be placed any-
where in the physical room and is used to calculate the relative pose of a smart-
phone to the virtual origin point. Once the anchor is established by pointing the
smartphone camera at it, ARCore builds and constantly refines a model of the
physical room. The world anchor position can be defined in the engine’s editor
or by using the current position of an arbitrary tracked input device like a Vive
Wand at runtime. This approach allows the smartphone user to look in any di-
rection while we retain knowledge about the relative position and orientation to
the VR scene’s origin point, and transitively the VR player’s position.

VR Invite was designed to be self-contained package for the Unity engine.
When imported into an existing VR solution, the networking server doesn’t
need to be configured. At runtime, the server waits for smartphone app clients
to connect to it, and then assigns them an in-engine camera object. The camera
images are compressed to JPGs, serialized and sent via networking protocol to
the client. Our current proof-of-concept prototype uses a simple TCP/IP imple-
mentation, which segments the image bytes into several chunks that can easily
be reassembled on the client due to TCP/IP’s guarantee of package order. Im-
age resolution, compression and frame rate are parameters that can be adjusted
depending on the number of clients. Figure 2 illustrates the networking scheme
used in the current version of VR Invite.

The client within our smartphone app connects directly to a VR host com-
puter by a given IP address and searches for a predefined anchor image. Upon
identification of the world anchor point, the app streams its calculated relative
pose to the anchor to the connected server. The camera’s pose within the VR
scene is now defined as the Vector from origin to world anchor position plus the
vector from world anchor position to the smartphone, as determined by the app
client.

This approach makes the combination of app and package project-independent,
as the client only sends positional tracking data and receives a video stream in
return, regardless of the scene’s content or interactivity. It also allows a theoret-
ically unlimited number of concurrent smartphone viewers, albeit at the cost of
linearly increasing computational requirements for the host computer. The app
also transmits touch inputs to the server, allowing optional implementation of
project dependent interactivity. For example, touch positions can be interpreted
as ray casts from the camera to highlight certain objects or to trigger events tied
to virtual buttons or other interactive elements. To increase the VR player’s so-
cial presence, an avatar should be displayed for each connected client. Obvious
approaches are either displaying the image rendered for the view port as floating
plane, or using a 3D model positioned where the view port is rendered from.
We chose to display a 3D model of a smartphone imitating the pose of the real
device to relay a sense of spatial relation.

The source code of both the VR Invite Unity package and smartphone app
can be found on GitHub [1].
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Fig. 2. The networking scheme of VR Invite.

4 User Study

In the context of rehabilitation for older adults in retirement homes, we con-
ducted a user study where a VR player had to play multiple rounds of a memory
game, while a bystander supported them. The VR exergame Memory of the EX-
GAVINE project [29] was chosen as a case study. This interdisciplinary project
is concerned with the development and evaluation of medically and therapeu-
tically effective VR movement games for the treatment of patients with neuro-
logical diseases. While VR Invite can be incorporated into any VR scenario, we
focused on use cases which usually have one or multiple bystanders, as opposed
to single user or explicit multi user scenarios. The use case of the rehabilitation
project is a scenario that not only fulfills this requirement, but could potentially
greatly benefit from active bystander integration. Here, bystanders are currently
not integrated at all, or only through a passive monitor setup. We expected
an increase in sense of co-presence for the older VR users, and thus a positive
influence on their enjoyment and engagement with the rehabilitation program.
For these reasons, we decided to use this application as a test bed for our case
study. Their Memory game is meant to be played by older adults with verbal
support from family members or nursing staff for training physical and mental
capabilities. The term ”exergame” is a portmanteau of ”exercise” and ”gaming”
and describes fitness driven game designs. Our goal was to extend the exergame
with VR Invite as an uncomplicated and intuitive form of interactivity to in-
crease engagement between players and bystanders. Using the smartphone like
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a camera view finder was meant to be a concept that is easy to grasp without
any knowledge of interactive video games or VR applications.

The focus of the study therefore was to determine if VR Invite is a suitable
general purpose tool to observe and interact with a VR scene. To this end we
compared VR Invite to a TV-gamepad-combination as input method for the
support role regarding sense of presence, social presence, workload and usability,
each with purely verbal or active assistance capabilities. In the chosen exergame
the player is in a virtual park and has to solve a memory game with eight pairs
of tiles (cf. Figure 3). Selecting a memory tile is done by throwing a virtual ball
onto it, which simultaneously trains logical thinking and physical movement.
We tested 2× 2 combinations of independent variables: Smartphone versus TV,
and active versus passive interactivity. Thus, each participant had to perform
four trials. There was no focus on task performance due to the nature of this
exergame’s training and gradual self-improvement intent.

Passive TV represents the most common local VR scenario, where one or
many bystanders can observe the real HMD user and have a TV screen or monitor
showing the viewpoint of the VR user. Active TV adds input and a 3rd person
perspective to the prior setup. Here, we gave the bystander a gamepad that
could control the position and rotation of the TV screens’s camera. Pressing any
button while a memory tile is under a center crosshair visually highlights the
tile in the VE.

The Passive Smartphone condition behaves the same as the Passive TV.
It displays the VE from the HMD user’s perspective on the smartphone screen,
without the ability to move the camera or interact with the scene. Finally, Active
Smartphone represents VR Invite. The smartphone can be used as a standalone
view port, which can be freely moved. Touching a memory tile on the screen
visually highlights it in the VE, as depicted in Figure 3. The avatar of the HMD
user always consisted of a simple head with black HMD and a representation of
the controllers. Active view ports were represented with a smartphone 3D model
in the VE.

For each condition the workload was measured by the NASA Task Load Index
(NASA-TLX) [19], the usability by the System Usability Scale (SUS) [10], the
presence by the Slater-Usoh-Steed presence questionnaire (SUSP) [30] and the
social presence by the Networked Minds Social Presence Inventory (NMSPI) [9,
8]. The NASA-TLX questionnaire consists of five 7-point Likert scales, and is
used to subjectively assess physical and mental workload. The SUS likewise is
a ten-item attitude Likert scale, which is used to subjectively assess usability of
systems and interfaces. The SUSP again uses Likert scales, with 6 items revolving
around the sense of being in a VE and the extent to which the VE becomes the
subjective dominant reality. Lastly, the NMSPI is a tool to assess the social and
co-presence, as well as psycho-behavioral interactions between multiple study
participants. We used the NMSPI version 1.2, consisting of 34 7-point Likert
scales. In addition to the questionnaires, we measured the distance covered by
the bystander in the VE as well as the duration of visual contact during active
conditions as an indication of active participation and social interaction. Here,
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visual contact was determined by checking if the avatars are within the other
participant’s camera frustum.

Based on the above described criteria, the experiment was designed as within-
subject, and the following hypotheses were formed:

– H1: Active conditions are rated higher in sense of presence by the bystander.
– H2: Active conditions are rated higher in social presence by the bystander.
– H3: Active conditions are rated higher in usability by the bystander.
– H4: The Smartphone causes a higher workload than the TV for the by-

stander.
– H5: There is no difference in sense of presence between all conditions for the

HMD user.
– H6: Active conditions are rated higher in social presence by the HMD user.
– H7: There is no difference in usability between all conditions for the HMD

user.
– H8: There is no difference in workload between all conditions for the HMD

user.
– H9: The moved distance with active smartphones is greater than with gamepads.
– H10: The visual contact duration with active smartphones is greater than

with gamepads.

Fig. 3. The virtual environment of the VR memory game. A bystander with a smart-
phone highlights a tile.

4.1 Participants and Apparatus

26 participants (9 female, 1 diverse) took part in the experiment in pairs of two.
In total, the study lasted about 90 minutes. Due to current health and hygiene
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regulations, the study had to be performed predominantly with students rather
than the intended demographic of older adults, their relatives and nursing staff
(cf. section ’Limitations’). The age range was between 19 - 62 years with an
average age of 26.81 years (SD= 10.08, M = 24.5). All participants had prior
experience with stereoscopic displays through VR headsets or 3D cinema, while
57,7% had prior experience with studies in VR. On a scale of 0 to 4, participants
reported a mean 3D gaming experience of 2.54 (SD= 1.10) and their mean
gaming time was 11.17 hours (SD= 15.99) per week. An HTC Vive Pro with
Wand controllers was used for the VR player and depending on the condition
a Google Pixel 3XL or XBox One controller for the bystander. A computer
equipped with Windows 10, an Intel Core i7-4930K, an NVIDIA GeForce RTX
2080 Ti and 16 GB of RAM was used to render both the VR and the VR Invite
view ports.

4.2 Stimuli and Procedure

After giving their informed consent and filling in a demographic questionnaire,
participants were introduced to the memory game as well as their assigned de-
vice. They were instructed to cooperatively solve the memory challenge. As
described above, each trial consisted of a full game of memory, where matching
images needed to be turned over consecutively. To select a tile, the VR user had
to throw a virtual ball at it. Not hitting two tiles with the same image con-
secutively resets the last two tiles. The trial ended when all tiles were flipped
over. While the VR user selects the tiles, the bystander could assist them purely
verbally during passive conditions and additionally by highlighting a single tile
during active conditions. The trials were arranged via latin square, each tak-
ing circa 5 minutes. Following each trial, both participants filled out the set of
questionnaires. Once all conditions were completed, the pairs switched roles and
repeated the experiment.

4.3 Results

In this section the results of the statistical analysis are presented. When the
Shapiro-Wilk test showed normal distribution of the samples, a repeated-measure
ANOVA and post-hoc paired t tests were used to test for differences between
conditions. Otherwise, the Friedman test and Wilcoxon Signed Rank test were
used. A 5% significance level was assumed, and only significant results are re-
ported.

Presence For the sense of presence the SUSP score and the arithmetic mean
of the SUSP results were considered. The wilcoxon test shows higher presence
values for Active TV (score = 1.2) than the passive conditions, Passive TV
(score = 0.3, p = .005) and Passive Smartphone (score = 0.2, p = .007). This is
also evident in the arithmetic mean by paired t tests: Active TV (M = 3.6,
SD= 1.63) is rated significantly better than Passive TV (M = 2.8, SD= 1.33,
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Fig. 4. Mean presence scores for Bystander (left) and VR user (right). Higher is better.

p = .003) and Passive Smartphone (M = 2.3, SD= 1.04, p< .0001). Active Smart-
phone (M = 3.4, SD= 1.59) is also higher than Passive TV (p = .007) and Pas-
sive Smartphone (p = 0003). In passive conditions, Passive TV performs sig-
nificantly better than Passive Smartphone (p = .019). For the VR user role, no
significant differences in sense of presence between the conditions could be ob-
served either in the SUSP score or in the arithmetic mean. Figure 4 depicts the
mean SUSP scores for both bystander and VR user.

Social Presence We found significant differences in the social presence of the
bystander. The result of Passive TV (M = 3.2, SD= 0.78) is significantly higher
than that of Active Smartphone (M = 2.8, SD= 0.82, p = .0004) and Active
TV (M = 2.7, SD= 0.87, p = .0001). Passive Smartphone (M = 3.4, SD= 0.89)
shows a significantly higher result than Active Smartphone (p = .0002) and Ac-
tive TV (p = .0001). For the VR user role, Passive TV (M = 3.3, SD= 0.90) is
higher than Active TV (M = 2.7, SD= 1.02, p = .002) and Active Smartphone
(M = 2.9, SD= 0.75, p = .022). Passive Smartphone (M = 3.2, SD= 0.79) was
rated significantly higher than Active TV (p = .007). Figure 5 depicts the NMSPI
scores for both bystander and VR user.

Visual Contact We observed that some participants deliberately positioned
themselves so that they always had the other participant in their view port’s
frustum, while others focused entirely on the memory tiles. Because of this, the
deviations are of considerable size. On average, bystanders looked at the VR
users 3.3 times with an Active Smartphone (SD= 3.58, min= 0.0, max= 14.0),
and 11.3 times (SD= 7.04, min= 1.0, max= 28.0) with an Active TV. The av-
erage total time looking at the VR user was 11.0 seconds with an Active Smart-
phone (SD= 13.34, median=7.5, min= 0.0, max= 59.0) and 82.7 seconds with
the Active TV condition (SD= 77.01, median=58.5, min= 2.0, max= 367.0).
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Fig. 5. Social presence scores for Bystander (left) and VR user (right). Higher is better.

Wilcoxon tests showed that both time (p< .0001) and number of eye contacts
(p< .0001) are significantly higher for TV overall than for the Smartphone. On
the other hand, the VR user looked at the Bystander an average of 11.5 times in
the Active Smartphone condition (SD= 10.09, min= 2.0, max= 39.0) and 8.0
times when using the Active TV (SD= 6.12, min= 0.0, max= 23.0). The aver-
age total time looking at the bystander was 65.1 s during the Active Smartphone
condition(SD= 63.38, min= 7.0, max= 309.0) and 45.6 s when using the Active
TV (SD= 64.70, min= 0.0, max= 320.0).

Usability On the SUS, bystanders rated the usability of Active TV (M = 89.5,
SD= 11.66) significantly better than all other conditions: Passive TV (M = 81.3,
SD= 13.75, p = .009), Active Smartphone (M = 81.0, SD= 14.95, p = .02) and
Passive Smartphone (M = 68.9, SD= 15.05, p< .0001). The usability value in
the Active Smartphone is significantly higher than in the Passive Smartphone
(p = .0002). The result of Passive Smartphone is significantly lower than that of
Passive TV (p = .003). No significant differences in usability were found for the
VR user role. Figure 6 illustrates the SUS score distribution for both bystander
and VR user.

Workload We found a significantly higher workload for the bystander in the
condition Passive Smartphone (M = 29.5, SD= 14.50) than in Active TV (M = 19.2,
SD= 11.56, p = .0006) and Passive TV (M = 21.4, SD= 14.23, p = .008). Ac-
tive Smartphone (M = 25.9, SD= 16.07) is significantly higher than Active TV
(p = .02). There was no significant difference between the workload results for
the VR user. Figure 7 show the NASA-TLX scores for both bystander and VR
user.
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Fig. 6. Usability scores for Bystander (left) and VR user (right). Higher is better.

Fig. 7. Workload scores for Bystander (left) and VR user (right). Lower is better.

Bystander travel For the calculation of bystander travel two participant pairs
had to be removed from the evaluation. Due short losses of ARCore’s tracking,
the measurements showed huge momentary spikes in covered distance. All other
trials showed no tracking data inconsistencies.

A significantly longer distance was covered in the Active TV condition than
in the Active Smartphone condition (p< .0001). The average distance in Active
Smartphone is 15.9 m (SD= 12.46, max= 64.1) with a minimum value of 6.0 m.
In Active TV this value is 92.1 m (SD= 75.43, max= 368.0) with a minimum
value of 8.2 m. Only one participant used the provided tools for movement
excessively, traveling 64.1 m for Active Smartphone and 368.0 m forActive TV.
When excluding this outlier, the maximum recorded values become 35.5 m for
Active Smartphone and 177.1 m for Active TV. This however has no impact on
the significance of the difference between the conditions.
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5 Limitations

As described above, relatives and nursing staff were supposed to use the VR
Invite mobile app to interact with elderly participants, who are immersed in
a VR rehabilitation training environment. However, due to current health and
hygiene regulations, it was only partially possible to perform the study with
representative participants and only single bystanders. We therefore had to pre-
dominantly rely on university students for both roles of bystander and VR user,
which will undoubtedly have skewed our collected data in regards to gaming ex-
perience and familiarity with input devices like gamepad controllers. Yet, there
is an overlap of the tested and targeted demographic for the bystander role,
which would have included family members and nursing staff. Nevertheless, the
collected data shows strong significances which cannot solely be attributed to
the selection of test subjects. VR Invite itself is a general purpose VR coopera-
tion tool, which can be used in a variety of scenarios. Therefore, we believe that
the general trends we found are representative for a wide range of use cases, but
not necessarily for the intended elderly VR users of the EXGAVINE project.

The version of VR Invite that was used during the experiment is an in-
development prototype and is not yet ready to be released. While the tracking
was consistent throughout the study, we received feedback that the frame rate
on the smartphone was not as smooth as the participants had liked it to be.
We attribute this to the naive serialization and network transportation imple-
mentation, which we chose to use for our proof of concept prototype. While the
tested solution was not optimized, we deemed it good enough for initial testing
and thus conducted the experiment. The performance of the image transfer also
had no impact on the rendering for the VR headset, as the transfer is handled
in a separate thread. To make VR Invite production ready, the networking solu-
tion will have to be exchanged for a more sophisticated image compression and
transfer stack. This in turn could possibly have a positive impact on the user
ratings for usability and possibly sense of presence as well. We don’t however
expect the reported data to drastically shift with improved frame rates, as the
results are quite unambiguous.

6 Discussion

Sense of presence The results of the study highlight the connection between
active participation in a collaborative experience and an increase in the self-
reported sense of presence. When looking at the arithmetic mean, both Active
Smartphone and Active TV received favorable ratings when compared to their
passive counterparts. As expected, the ability to independently move and inter-
act with the virtual environment is a major factor in feeling involved in a CVE,
confirming hypothesis H1 (Active conditions are rated higher in sense of pres-
ence by the bystander). However, the overall average sense of presence was at a
relatively low value of 3.025 out of 7. This can be explained by the fact that the
bystanders perceived the CE only via screens and always had the real environ-
ment in their field of vision. As mentioned in the limitations section, technical
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improvements of VR Invite could further shift the bystanders sense of presence
in the active conditions favor. We found no significant difference between the
conditions for the VR user’s sense of presence, which confirms hypothesis H5

(There is no difference in sense of presence between all conditions for the HMD
user). The displayed camera model was perceived equally as present when it was
in a fixed location as to it following the bystanders real position. This is most
likely due to the fact that bystanders had a tendency to remain standing in the
same position for the majority of the trials. They reported an initial wow-effect
and tried to move the view port around the tracking space. Once they found
a position that was out of the VR user’s range from which they could observe
the memory tiles, they remained stationary. Because of that, there was no sig-
nificant difference between the camera model’s movement from the VR user’s
perspective.

Social Presence Contrary to the hypotheses H2 (Active conditions are
rated higher in social presence by the bystander) and H6 (Active conditions are
rated higher in social presence by the HMD user), the sense of social presence
was rated significantly higher by both bystander and VR user in the passive
conditions. This might seem counter intuitive at first, but can be explained by
two factors. One, the bystander’s attention is primarily focused on the VR user
in the real world. Instead of looking at a smartphone or TV screen, and thus an
avatar, bystanders tended to spend a longer time observing the real human being.
Two, when not able to directly interact with the virtual environment, bystanders
had to go through the VR user as an intermediary by verbally communicating
with them. In the active conditions the pointing interaction was used frequently
and reported as joyful. However, the pairs spoke noticeably less with each other.
This leads us to believe that verbal communication is a more important factor for
sense of social presence than visual communication through cues and individual
agency. Thus, autonomy in bystander integration appears to negatively correlate
with social presence. Prior studies have found that current VR meetings do not
reach the same sense of social presence as a real in-person meeting, which can
be applied here as well [20].

Visual Contact Regarding visual contact, we found that the Active Smart-
phone was used significantly more often to interact with the memory tiles, while
the Active TV condition showed more visual contacts with the VR user, discon-
firming hypothesis H10 (The visual contact duration with active smartphones
is greater than with gamepads). The Active Smartphone incited the bystander
to behave autonomous and solve the memory game on their own, and in turn
giving more visual cues to the VR user than the Active TV. In a sense, Active
Smartphone users were more engaged with the experience, but less so on a social
level. On the other hand, the VR user looked at the Bystander more often and
for longer periods of time during the Active Smartphone condition, confirming
they are not within their reach to accidentally hit them with the Vive Wands
(11.5 times versus 8.0 times and 65.1 seconds versus 45.6 seconds). Thus, VR
users were actively aware of the bystander’s location.
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We also made the following noteworthy observations regarding visual contact
and collected demographic data. Male VR users held visual contact with the
Smartphone significantly longer than female users. This behaviour was inverted
during the TV conditions. Overall, while the bystanders used a Smartphone as
opposed to a controller, they looked at the VR user less often, but the VR user
looked at them more often. Vice versa for trials where the bystander used a
controller. There was a negative correlation between hours played per week and
duration of visual contacts during the Active Smartphone condition. A positive
correlation was found between age and duration of visual contacts during the
Active Smartphone condition.

Usability Bystanders rated the usability higher in the active conditions.
Active TV achieved the highest rating, followed by Active Smartphone. This
confirms hypothesis H3 (Active conditions are rated higher in usability by the
bystander). From participant comments we deduced that control over the view
port and the interaction made the game easier and more enjoyable, which aligns
with the findings of Gugenheimer et al. [17]. The mean values for Active TV,
Active Smartphone and Passive TV are above 80 points, a result close to or
exceeding the ”Excellent” usability category according to the SUS evaluation
guidelines of Bangor et al. [5]. Passive Smartphone was rated lowest with 68.9
points, which Bangor et al. classify as borderline between ”OK” and ”Good”
usability on the adjective rating scale.

As mentioned above, the technical shortcomings of our implementation could
have had an impact on the usability rating. We don’t however expect changes
to the networking stack to overcome the gap in ratings that presented itself.
Not having to actively move within the real space or holding up a smartphone
was rated significantly more usable than the opportunity for natural view port
manipulation and freedom of movement. The convenience of sitting down out-
weighed the increase in precision and naturalness of movement.

We found no significant difference for the reported usability of the VR user
between the conditions, confirming hypothesis H7 (There is no difference in
usability between all conditions for the HMD user). The visual cues did neither
increase or decrease the usability of the entire setup or the memory game as a
whole. Looking at the mean values, the active conditions at over 90 points are
slightly higher than the passive ones at an average of 88.55 points. All values
indicate a satisfactory usability. In the qualitative feedback, especially the visual
cues and the avatars were found to be helpful in cooperating with the bystander.
Overall this did however not alter the way the VR user interacts with the VE.

Workload As expected, we also could not find a significant difference for the
VR user’s workload. While additional visual guidance from the bystanders was
perceived as helpful, it also had to be mentally processed and combined with
verbal communication and their own memory of the tiles. These two factors
effectively canceled each other out, while there was no impact on the physical
aspect of the game. This confirms hypothesis H8 (There is no difference in work-
load between all conditions for the HMD user). On the Bystanders’ side, the
workload in the Smartphone conditions is reported higher than for the TV con-
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ditions. This was to be expected; holding up a phone screen is more strenuous
than sitting down with a controller. Similarly, actively walking through the real
world with a screen in hand less comfortable than sitting down and using the joy-
stick movement. This confirms hypothesis H4 (The Smartphone causes a higher
workload than the TV for the bystander.). Interestingly, bystanders reported a
higher workload for holding the Passive Smartphone to their face than actively
participating with an Active Smartphone. It is possible that the smaller screen
size compared to the TV resulted in a higher cognitive and physical challenge.
However, the average workload values do not exceed 29.5 points in any condition
and are thus in a similar range to the values of the VR users.

Travel Distance A significantly longer distance was covered in the Active
TV condition than with an Active Smartphone, with a factor of 5.8 (92.1 m ver-
sus 15.9 m). We expected participants to make use of the freedom of movement,
which they did not. This disconfirms hypothesis H9 (The moved distance with
active smartphones is greater than with gamepads). Only one participant used
the provided tools for movement excessively, traveling 64.1 m with the Active
Smartphone and 368.0 m with the Active TV. Bystanders tried to avoid the
movement radius of the VR user, and were content with a position that let them
comfortably see the entire memory board on their screen.

We found several correlations between the traveled distance and demographic
data. Participants that were not familiar with gamepad controls generally moved
less than those experienced with gamepads, and rated VR Invite more positively
overall. There was a negative correlation between Active TV and age. Older
participants moved significantly less. There was a positive correlation between
Active TV and hours of playtime per week. More hours of playtime led to a
significant increase in travel.

In short, there is an influence of 3D gaming experience on virtual scene explo-
ration. There was no such effect for the Active Smartphone. This indicates that
VR Invite is an intuitive tool that can be used independently of experience with
virtual scenes. The familiarity with smartphones in general and the metaphor of
the portable window led to a quick adoption of the technique.

Convenience Over Agency After the study participants were asked to
indicate which input method they preferred overall. Here, Active TV was chosen
18 times and Active Smartphone 8 times. Participants had an initial ”wow-
effect” with freedom of motion through VR Invite, but ultimately valued the
comfort of sitting down with a controller in hand over room-scale movement
and user agency. Screen size and having to hold up the phone over long periods
of time were quoted as reasons for preferring the TV condition. It appears that
there has to be a balance between convenience and interactivity, where avoidable
movement is seen as a cost. The payoff or the incentive for movement seemingly
has to be disproportionately big to outweigh the loss of convenience when there
is an alternative form of interaction. To summarize, convenience predominates
interactivity and agency if the payoff is not disproportionately big.
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7 Conclusion and Future Work

We proposed and evaluated a prototype of a project-independent smartphone
viewer app, which enables bystanders to explore and interact with PC or stan-
dalone VR applications with unexpected and interesting results. In the utilized
memory VR exergame, the bystanders in particular reported a higher sense of
presence and higher usability of the active conditions compared to the passive
ones. However, the self-reported social presence was significantly lower during
active than in passive conditions. Bystanders showed a higher independence and
agency when using VR Invite, focusing on the task at hand rather than the VR
user. However, agency appeared to negatively correlate with social presence in
the explored bystander scenario. This indicates that VR Invite is best suited for
implementations with active participation rather than pure observation, where a
TV screen was preferred thanks to the convenience it provided. Overall, partic-
ipants preferred the TV over VR Invite for single bystander scenarios, quoting
convenience as main driving factor. This demonstrates that while user agency
and interactivity are welcome and improve the experience over passive partic-
ipation, convenience cannot be understated as a central factor of interaction
paradigms.

VR Invite was rated to have satisfactory usability, and showed promising
results that highlight the potential of individual view ports in use cases with
multiple bystanders, where a single TV screen is not sufficient for multi user
interactivity. The active component of the TV condition can also not be applied
to multiple users, as the screen has either to be split or only one bystander can
have control. Contrary, impromptu social sessions can make use of VR Invite’s
ability to quickly join an experience, providing multiple viewing angles. TV and
VR Invite can of course be combined, with a neutral perspective on the TV
and individual view ports for each bystander for personal agency and interactiv-
ity. Regarding agency, Gugenheimer et al. reported that mobile systems could
significantly increase the enjoyment of a collaborative game [17]. Their findings
indicate that VR Invite would be best suited for deliberately designed multi-user
applications, making use of the provided touch interactivity.

Our next goal is the optimization of VR Invite with regards to image seri-
alization and networking stack to make it more pleasant and versatile to use.
This in turn will enable us to perform further studies with multiple bystanders
to investigate social presence in groups of actively supporting users and one or
multiple VR users. Furthermore, we plan to extend VR Invite to support aug-
mented and mixed reality. In XR mode, the host computer or standalone XR
device should only render the virtual objects of interest on a transparent back-
ground instead of the entire VE. The smartphone passes through its built-in
camera feed to its display, and layers the video stream received from the render-
ing host on top. Implementing and testing these capabilities remains as a target
for future work.
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