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Curves

Christina Katsamaki, Fabrice Rouillier, Elias Tsigaridas

INRIA Paris, IMJ-PRG, Sorbonne Université, Paris Université, Paris , France

Abstract

We consider the problem of the computing the boundary of the convex hull of rational parametric
curves in R2 and in R3. The boundary of the convex hull is a semi-algebraic set and an exact
representation of it breaks it down to a combination of line segments and arcs of the curve for
the 2D case, and of triangles and surface patches for the 3D case. For both plane and space
curves, we provide an algorithmic solution together with bit-complexity estimates. We show that
the computation of the convex hull’s boundary reduces in both cases to univariate and bivariate
solving and to isolating roots of a univariate polynomial with coefficients in a multiple field ex-
tension. We express the bit-complexity with respect to the bit-complexity of the latter operation.
Leveraging the results of Katsamaki and Rouillier [ISSAC ’23], offers asymptotic upper bounds
on the total bit-complexity.

Keywords: Convex hull, parametric curve, bit-complexity, polynomial system

1. Introduction

For any subset of Rn, where n ≥ 1, its convex hull is defined as the smallest convex set
that contains it, or in more technical terms, as the intersection of its supporting halfspaces [8,
Thm. 4.5]. Convex hull computations are fundamental in computational geometry with direct
applications in motion planning [46, 45], computer vision [13] and geometric modeling systems
[17, 18]. Notably, convex hulls of non-linear objects arise naturally in optimization [28, 4] and
learning theory [11, 41]. We focus on non-linear convex hulls, and in particular of parametric
curves in R2 and in R3. Let C be an algebraic curve over Rn, parametrized by

ϕ : R 99K Rn

t 7→
(
ϕ1(t), . . . , ϕn(t)

)
=

( p1(t)
q1(t)

, . . . ,
pn(t)
qn(t)

)
, (1)

where pi, qi ∈ Z[t] have degree at most d and bitsize τ and gcd(pi(t), qi(t)) = 1, i ∈ [n]. For
I ⊆ R, we denote by conv(ϕ(I)) the convex hull of ϕ(I). For the rest of this paper, ϕ(I) is a
compact subset of Rn. When n = 2, the boundary of conv(ϕ(I)) consists of a combination of
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Figure 1: (a) A plane curve and its convex hull; the boundary consists of the green line segments and the orange arcs. (b)
A curve in R3 and its convex hull; the boundary consists of one triangle and four ruled (developable) surface patches (in
red and in blue).

smooth curved arcs and segments joining two points on the curve (Fig. 1(a)). When n = 3,
it is a combination of triangles and ruled (developable) surface patches (Fig. 1(b)). We design
algorithms for the boundary description in these cases and we study their bit-complexity.

Parametric curves stimulated our interest since the parametric representation has already been
proven advantageous in the topology computation; for parametric curves in Rn the bit-complexity
is linear in n, whereas for the implicit case the dependence in n seems to be exponential. In
particular, for plane curves the bit-complexity of the implicit and parametric case coincides [24]
but for space curves the bit-complexity gap is already of order O(d2), where d is the degree of the
polynomials involved [9]. Parametric curves come up in various applications in control theory
[27], in machine learning [42] or in chemical engineering [10].

Previous work. There is a series of combinatorial algorithms for computing the convex hull of
plane curved arcs in parametric form [37, 15, 1, 20]. However, in all these approaches, there are
assumptions on the monotonicity and/or the total curvature of the arcs and they rely on several
oracles whose running time can be expensive, e.g., oracles for the computation of bitangents, that
are lines tangent to the curve at two points. Bitangents’ computation is a problem of independent
interest; among other works (e.g. [30, 33]), of particular interest is the one of Johnstone [21],
that reduces the problem of finding common tangents between a pair of parametric curves to the
intersection of parametric curves in a dual space. Then, he applies his method on the convex
hull computation of a smooth paramatric plane curve [22]; the bitangents now correspond to
multiple points of the dual curve. After computing the bitangents, he constructs the convex hull
by walking along the curve, starting from a point on the convex hull and leaping, every time a
bitangent is found, to the other end of the segment. Essentially, with this method we walk along
the curve by walking along the parameter interval. However, it applies only to smooth curves. A
more general approach for plane parametric curves with possible self-intersections is proposed
by Elber et al. [16]. They find the parameter intervals that correspond to the arcs of the curve on
the boundary, by means of a projection of a plane curve. Then, they sort the arcs with respect
to their normal angles and connect them accordingly with segments whenever there is a gap.
So, here, the sorting compensates for the fact that now the curve has self-intersections and the
connections of the arcs of the curve are not trivial. In practice, computing the arcs of the curve
that are on the boundary of the convex hull and sorting them is not straightforward. For an exact
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algorithm and an analysis of its bit-complexity, a precise algebraic formulation of the problem is
needed. Moreover, the presence of cusps is not considered.

For space curves, Sedykh provides a detailed study of the singularities of the convex hull’s
boundary [38]. Nevertheless, in our case, a complete classification is not necessary. Seong et al.
[40] present an algorithm for the computation of the convex hull, that is extension of the work
of [16] for plane curves. They describe the boundary of the convex hull as a combination of
developable surface patches and plane patches (triangles). The plane patches are found by solv-
ing systems of polynomial equations and the developable surface patches by tracing an implicit
plane curve that expresses a bitangent condition. As with the algorithm for plane curves, cusps
are not treated and there are no bit-complexity estimates. There is a series of important works
that nevertheless do not give any information on the facial structure of the boundary; this includes
the computation of the algebraic boundary [35, 36] or the representation as the projection of a
spectrahedron [19, 43].

Contribution. We propose an algorithm for the convex hull computation of plane parametric
curves, as well as one for parametric curves in R3. The algorithms apply to any curve, as long as it
is properly reparametrized (see [34] for an algorithm and [24] for an analysis of its complexity)
and require in the input a parameter interval I ⊂ R, such that ϕ(I) is compact (Rem. 1). The
algorithms share the basic idea and they both rely on our Support predicate (Sec. 3) that applies
to any dimension and checks if a given hyperplane is a supporting hyperplane for the curve
(see Sec. 2 for a definition). The latter problem is reduced to a condition of sign-invariance of
a univariate polynomial. We remark that for implicit curves designing such a predicate is not
straightforward.

The boundary of the convex hull of plane parametric curves comprises of arcs of the curve
and line segments, whose types we classify in Def. 2. The first step of the algorithm is to compute
all these line segments, by solving some polynomial systems. However, among the solutions we
obtain segments that do not lie on a supporting line to the curve and thus, they are not on the
boundary of conv(ϕ(I)) (see Fig. 2 for an example). The second step consists of decomposing
the curve at the endpoints of these segments; in this way, every arc of the decomposition is either
entirely on the boundary of the convex hull, or it is contained in its interior. This is equivalent
to decomposing the parameter interval I at the parameters that correspond to the segments’ end-
points. At the third step, we start from a point on ϕ(I), we follow the branches of the curve
one by one and we check for every branch if it is on the boundary of the convex hull by calling
the Support predicate for an arbitrary tangent line at the interior of the branch. The last step,
amounts to connecting the branches that are on the boundary accordingly with line segments. If
the endpoint of a branch is smooth, then determining the segment is trivial, since it lies on the
tangent line (and the other endpoint has been found at the first step). When the endpoint is not
smooth (i.e., cusp or endpoint of ϕ(I)), we check all the possible segments by employing the
Support predicate of Sec. 3.

The boundary of the convex hull of curves in R3 consists of a combination of triangle facets,
whose types we classify in Def. 8, and of some surface patches (Def. 9). The surface patches
are ruled (they are generated by line segments connecting two points on the curve) and also de-
velopable. They are part of the bisecant surface (Eq. (8)), which is traced through the bisecant
curve (Eq. (7)), an implicit plane curve in the space of parameters. Finding the surface patches
on the boundary is equivalent to determining certain branches of the bisecant curve. The algo-
rithm follows the same line as in the 2D case. First, we compute the triples of parameters that
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correspond to triangle facets, through solving some polynomial systems. At the second step, we
split the graph of the bisecant curve into branches by computing a special purpose Cylindrical
Algebraic Decomposition (CAD) of I. The third step is to identify the surface patches that are
on the boundary of the convex hull. They correspond to branches of the bisecant curve. The
Support predicate is used again to find the branches of the bisecant curve that correspond to
surface patches. At the last step, we connect the surface patches with triangle facets. Triangles
with a smooth vertex that are on the boundary are revealed by the endpoints of the branches of
the bisecant curve. We call the predicate Support for the planes on which there are triangles that
do not have any smooth vertex. Then, the triangles that do not belong on a supporting plane are
discarded.

Our algorithms are built upon the algorithms of [16] for plane curves and of [40] for 3D
curves. These approaches present challenges when it comes to implementation and lack anal-
ysis of their computational complexity. So, our goal is to bridge the gap between a theoretical
approach and one that can be practically implemented in a working system. Moreover, lin-
ear facets (segments or triangles) with non-smooth vertices (cusps or endpoints of ϕ(I)) require
special treatment. This is done at the last step of our algorithm, where we check if the corre-
sponding lines or planes are supporting for ϕ(I). We also prove that this operation dominates
the bit-complexity. When the facets have a smooth vertex, it is not necessary, since the tangency
condition at the smooth point defines the facet uniquely.

A bit-complexity analysis, up to our knowledge, has been missing from literature. Our main
challenge was to minimize the bit-complexity by identifying the appropriate algebraic formula-
tion that could eliminate expensive operations. By exploiting the problem’s geometry, we show
that treating the linear facets with non-smooth vertices at the last step amounts to isolating the
roots of a zero-dimensional system of the form {F1(X1) = · · · = FN(XN) = F(X,Y)}. We denote
the bit-complexity of this operation by C(M,Λ,N) (Def. 3). We emphasize that the last polyno-
mial might not be square-free, if we consider it as univariate polynomial in Y . Since there has not
been extensive work on the complexity of isolating roots of systems of this form, we express the
bit-complexity with respect to d, τ and C(M,Λ,N). We employ algorithms for univariate and bi-
variate solving, and the resulting bit-complexities are in ÕB

(
d7 + d6τ

)
+C (d, τ, 2) for 2D curves

(Thm. 4), and in ÕB(d10 + d9τ) + C(d, d6τ, 1) + C(d, d + τ, 3) for 3D curves (Thm. 11). Using
[14, Prop.19] for the case where N = 1 and the results of [23], the previous bit-complexities
become ÕB

(
d10 + d9τ

)
for plane curves and ÕB

(
d13 + d12τ

)
for space curves. Alternatively,

one can employ the Las-Vegas algorithm of [7] for N × N zero-dimensional polynomial sys-
tems. Then, by denoting by ω ≈ 2.372873 the exponent in the complexity of matrix multi-
plication, the bit-complexities become ÕB(d2ω+5(d + τ)) ≈ ÕB(d9.75(d + τ)) for plane curves
and ÕB(d3ω+7(d + τ)) ≈ ÕB(d14.12 (d + τ)) for 3D curves. So, our results lead to lower bit-
complexity estimates. A preliminary version of our algorithms is implemented in Maple (exam-
ples in Sec. 6).

2. Background on rational curves

For the sake of generality, we introduce some basic notions for rational curves in Rn and their
convex hull. Let C be an algebraic curve over Rn, parametrized by ϕ in Eq. (1). Then, C is the
Zariski closure of ϕ(R). We call ϕ(t) a parametrization of C. We say that the parametrization
is of size (d, τ) when the polynomials pi, qi have degree at most d and bitsize τ, i ∈ [n]. The
parametrization is proper, if it is injective for almost all points on C [39, Ch. 4]. If it is not
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Figure 2: (a) The graph of the curve parametrized by
(
−t2+1
t2+1
, −8t(t2−1)(t4−6t2+1)

t8+4t6+6t4+4t2+1

)
, (b) segments tangent to the curve at two

points or more (in blue), (c) the ones that are on the convex hull (in red).

proper, reparametrization algorithms exist, e.g., [34] (see [24] for an analysis of its complexity).
Without loss of generality, we assume that no component of the parametrization ϕ is constant.
The point at infinity, p∞, is the point on C we obtain for t → ±∞ (if it exists). The tangent vector
of the curve at a point p = ϕ(t) is ϕ′(t).

Singular points on the curve correspond to shape features that are known as cusps and self-
intersections of smooth branches. Self-intersections are multiple points, i.e., points on C with
more than one preimages. The parameters that correspond to pairs of multiple points are obtained
by solving the square polynomial system [24, Lem. 11]:

hi(s, t) :=
pi(s)qi(t) − qi(s)pi(t)

s − t
, for i ∈ [n]. (2)

Cusps are points on the curve where the tangent vector is the zero vector. This is a necessary and
sufficient condition when the parametrization is proper [31]. It holds that hi(t, t) = ϕ′i(t)q

2
i (t), for

i ∈ [n]. Therefore, a parameter that gives a cusp of C is a root of

H(t) :=
n∑

i=1

h2
i (t, t) (3)

(see [24, Lem. 4.1]). Poles are parameters for whom ϕ is not well-defined, i.e., t ∈ R such
that

∏
i∈[n] qi(t) = 0. We adopt the definitions of [8] of a supporting halfspace and supporting

hyperplane for sets in Rn. Let C be a non-empty set in Rn. A supporting halfspace of C is a closed
halfspace K in Rn such that C ⊂ K and H ∩C , ∅, where H denotes the bounding hyperplane of
K. A supporting hyperplane of C is a hyperplane H in Rn which bounds a supporting halfspace.
If C is not contained in H, then H is a proper supporting hyperplane. Then, the convex hull of a
set in Rn, is the intersection of its supporting halfspaces.

Remark 1. Let I ⊂ R. For the convex hull conv(ϕ(I)) to be a compact subset of Rn, I has to
be either a union of closed intervals not containing any poles of ϕ or a union of such closed
intervals and intervals of the form (−∞, a], [a′,+∞), for a ≤ a′, a, a′ ∈ R, if p∞ exists.

3. Support: a predicate for parametric curves in Rn

Given the implicit equation of a hyperplane ⟨a, x⟩ + c = 0, where a, x ∈ Rn and c ∈ R, the
Support predicate decides if it is a supporting hyperplane of ϕ(I). By definition, this holds if
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Figure 3: The line ⟨a, x⟩+ c = 0 is supporting for ϕ(I); ϕ(I) lies entirely in the halfplane where ⟨a, x⟩+ c is positive. The
line segment (in red) is on the boundary of the convex hull.

the hyperplane bounds a supporting halfspace of ϕ(I). Then, the convex hull of the intersection
points of ϕ(I) and the hyperplane is a face on the boundary of the convex hull of ϕ(I) (see Fig. 3
for an example in two dimensions). Given the parametric representation of the curve, we can
reduce the support test for the hyperplane in question to a condition of sign-invariance; for the
hyperplane defined by ⟨a, x⟩ + c = 0 is supporting for ϕ(I) if and only if ⟨a, ϕ(t)⟩ + c ∈ R(t)
has at least one root in I and is sign-invariant in I. So, we just have to isolate the real roots of
⟨a, ϕ(t)⟩ + c, since this allows to determine its sign over I.

4. Convex hull of parametric curves in R2

Let ϕ(t) = (ϕ1(t), ϕ2(t)) =
(

p1(t)
q1(t) ,

p2(t)
q2(t)

)
(defined as in Eq. (1)) be a proper parametrization of a

plane curve C and I ⊆ R, s.t. ϕ(I) is compact (see Rem. 1).

Assumptions. (i) The point at infinity, if it exists and it is in ϕ(I), is not endpoint of any
segment. Otherwise, we will not be able to obtain these segments as solutions of a poly-
nomial system. We can reparametrize the curve to ensure that the point at infinity is not a
segment’s endpoint (Las Vegas algorithm in expected time ÕB(d2 + dτ) [24, Lem.7]).

(ii) The real subset I has k ∈ O(1) boundary points of constant bitsize.

The facets of conv(ϕ(I)) are line segments joining two (or more) points on the curve. The
boundary also consists of one-dimensional families of points of C, which are zero-dimensional
faces; they assemble to smooth arcs of the curve (Fig. 1(b)). We will consider these arcs also
as facets, by abuse of terminology. In the next definition, we classify the line segments on the
boundary in several types (see also Fig. 4). For the set I ⊂ R, we denote by bd(I) its boundary.

Definition 2 (Types of line segments). We distinguish the following types of line segments (I-VI)
on the boundary of conv(ϕ(I)) according to their endpoints:

I. bitangent segments: on the common tangent line of two or more smooth points of ϕ(I),
II. cusp-curve segments: connecting a cusp and a smooth point on the curve, lying on the

latter point’s tangent line,
III. cusp-cusp segments: whose endpoints are both cusps,
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(a) (b) (c)

Figure 4: Segments of type (a) I, (b) III and (c) IV and VI (in blue).

IV. endpoint-curve segments: connecting a point given by a parameter in bd(I) and a smooth
point on the curve, lying on the latter point’s tangent line,

V. endpoint-cusp segments: connecting a point given by a parameter in bd(I) and a cusp,
VI. endpoint-endpoint segments: segments connecting two points given by parameters in bd(I).

4.1. Algorithm

Step 1: Computing the segments. We compute all segments of types I to VI for ϕ(I) (Def. 2).
They form a superset of the set of segments that are on the boundary of conv(ϕ(I)) (Fig. 2). Each
segment has a type (I to VI) and it is determined by two parameter values, say a and b, such that
ϕ(a) and ϕ(b) are the segment’s endpoints respectively. We find the parameters that correspond
to each type of segments by solving a polynomial system and we denote by S the set of all these
pairs of parameters. We assume that for a given pair of parameters in S we can determine the
type of the corresponding segment in constant time.

We consider the equations in Z(s, t)

⟨ϕ(s) − ϕ(t), (−ϕ′2(s), ϕ′1(s))⟩ = 0 ,
⟨ϕ(s) − ϕ(t), (−ϕ′2(t), ϕ′1(t))⟩ = 0 .

(4)

We can easily verify that the pairs of parameters corresponding to segments of Types I to III
satisfy these equations. We divide them by (s − t)2, since it is always a factor and we let
H1(s, t),H2(s, t) ∈ Z[s, t] be their numerators respectively. We now have to compute the iso-
lated roots of the system {H1(s, t) = H2(s, t) = 0} over R2. This system has as roots also the tuple
of parameters that correspond to multiple points of the curve and the tuples of poles. The pairs
that correspond to multiple points can be viewed as bitangents of length zero, and thus do not
harm the correctness of the algorithm. As for the pairs of poles, they can easily be excluded, by
checking if any parameter is also a root of q1(s) · q2(s). For the segments of types IV and V, that
have an endpoint of the form ϕ(a), with a ∈ bd(I), we isolate the roots of H1(s, a) ∈ Q[s] and we
consider all the pairs (s, a) such that s is a root of H1(s, a). For segments of type VI we just have
to consider all pairs of parameters in bd(I). In that way, we can construct the set S, containing
all the pairs of parameters.

Step 2: Decomposition of the curve. We subdivide I into a finite number of open intervals
and points, where the points of the decomposition are the parameters of all pairs in S. Let
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Rt(s) = rest(H1,H2). The points of the decomposition are roots of the polynomial

P(s) := Rt(s)
∏

a∈bd(I)

(s − a) · H1(s, a) . (5)

Now, every sub-interval corresponds to a parametric arc that does not contain endpoints of any
segment and thus, it is either contained in the boundary of conv(ϕ(I)) or in its interior.

Step 3: Computing the arcs. For every interval I j of the decomposition of I computed in
Step 2, we work as follows: We pick any rational u ∈ I j; ϕ(u) is always a smooth point on C
since the singular points are given by parameters that are among the points of decomposition
of I. We check if ϕ(u) is on the boundary of conv(ϕ(I)), which is the case if and only if there
is a supporting line of ϕ(I) passing from ϕ(u) [8, Thm.4.3]. But since ϕ(u) is smooth, the only
possible supporting line is the tangent line to C at ϕ(u). So we call the predicate Support for the
tangent line at ϕ(u). Its equation is ⟨(x, y) − ϕ(u), (−ϕ′2(u), ϕ′1(u)⟩ = 0 . Let ℓu(λ) ∈ Q[λ] be the
numerator of the tangent line equation after substituting (x, y) with the parametrization ϕ(λ). We
isolate the real roots of ℓu(λ) in order to determine its sign in I. If it is supporting to ϕ(I), then
the parametric arc ϕ(I j) is on the boundary of conv(ϕ(I)).

Step 4: Connecting the facets. Having determined the curved facets on the boundary at the
previous step, we now describe how they connect with each other. In other words, we compute
the segments, among the ones found in the first step, that are on the boundary of the convex hull.
Two neighboring facets, intersect at a point of the curve. Since this point is on the boundary,
there has to be a supporting line to the curve passing from it [8, Thm.4.3]. If it is a smooth point,
then the supporting line can only be the tangent line. When the point is not smooth, there is not
a unique possible choice for the supporting line. So, for every arc of the curve that is on the
boundary, we check each of its endpoints:

• If the endpoint is smooth, then the parametric arc is adjacent to the bitangent segment
passing from this point.

• If the endpoint is not smooth but it belongs to a segment that has only one non-smooth
point, then, the segment will be found with this procedure from the other one of its two
adjacent curved facets.

• If the endpoint is not smooth and it belongs to a segment with two non-smooth endpoints,
that is cusp-cusp (type III), endpoint-cusp (type IV) and endpoint-endpoint (type V) seg-
ment, we need to check every possible combination to find the ones that contribute to the
boundary. Thus, for every such segment we check if it lies on a supporting line to the
curve by calling the predicate Support. The parameters corresponding to cusp-cusp seg-
ments are also among the solutions of the system {H(s) = H(t) = 0}. The equation of the
line passing through ϕ(s) and ϕ(t) is ⟨ϕ(s) − (x, y), (−(ϕ2(s) − ϕ2(t)), (ϕ1(s) − ϕ1(t))⟩ = 0 .
We substitute (x, y) with ϕ(λ) in the previous equation. Let L(s, t, λ) ∈ Z[s, t, λ] be the
polynomial obtained after clearing the denominators . Calling the predicate Support for
all the lines connecting cusps, amounts to computing the isolated roots of

H(s) = 0 ,
H(t) = 0 ,

L(s, t, λ) = 0 .
(6)
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For the segments of type V, for all a ∈ bd(I), we compute the polynomial L(a, t, λ) ∈ Q[t, λ]
and then solve the system {H(t) = L(a, t, λ) = 0}. For the endpoint-endpoint segments, we
solve for λ the polynomials L(a, b, λ) ∈ Q[λ] for every a, b ∈ bd(I).

Complexity analysis. The following definition serves in expressing the bit-complexity.

Definition 3. We consider the zero-dimensional polynomial system

{F1(X1) = · · · = FN(XN) = F(X1, . . . , XN ,Y) = 0}

in Z[X1, . . . , XN ,Y]. If all the polynomials have degree O(M) in each variable and bitsize
in Õ(Λ), then C(M,Λ,N) is the bit-complexity of computing isolating intervals for the roots.
C(M,Λ,N) is linear in Λ and is increasing with N.

The next theorem summarizes our result. Its proof follows in the next subsection.

Theorem 4. Let C be a curve with a proper parametrization ϕ(t) as in Eq. (1), of size (d, τ). Let
I ⊂ R such that ϕ(I) is compact in R2. There is an algorithm that computes the convex hull of ϕ(I)
in ÕB(d7 + d6τ)+C(d, d + τ, 2). The output of the algorithm is a circular doubly linked list (with
N ∈ O(d2) elements), containing the parameter intervals and the corresponding parametriza-
tions for each facet; the image of the interval over the parametrization is a parametric arc or a
segment on the boundary of conv(ϕ(I)).

Corollary 5. Using the bit-complexity results of [23] for C(d, d + τ, 2), the bit-complexity of the
previous theorem becomes ÕB(d10 + d9τ).

4.2. Proof of Theorem 4

4.2.1. Correctness
The correctness of the algorithm is based on the fact that the Support predicate, correctly

detects the curve branches that are on the boundary of the convex hull (Step 3). On connecting the
curve branches with segments, we refer to the selection criterion of the gift-wrapping algorithm
for the set of points ϕ(I); given a point p on the boundary of the convex hull, the next point
with whom it connects, is a point q ∈ ϕ(I) such that the line that passes from p and q is strictly
supporting for the convex hull. The connection phase in Step 4 respects this criterion.

Remark 6 (Degeneracies). In a degenerate situation, several line segments on the boundary of
the convex hull can lie on the same supporting line (e.g., Fig. 2). Consequently, each segment
will be accounted for multiple times with different pairs of endpoints. However, this problem can
be resolved during a post-processing stage, where the systems’ solutions from the first step are
analyzed to identify such situations.

4.2.2. Bit-complexity
Step 1. We compute the polynomials H1,H2 in ÕB(d3 + d2τ): To construct the numerator of
each Hi we perform multiplications of univariate polynomials in the variable s and in the variable
t; this costs ÕB(d2τ) [44, Ch.8]. The bi-degree of the resulting expression is in (O(d),O(d)) and
its bitsize in Õ(τ). Then, we divide by (s − t)2 and this costs ÕB(d3 + d2τ) by adapting [44,
Ex.10.21] to the bivariate case. The polynomials H1 and H2 are then of size (O(d), Õ(d + τ)).
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Isolating the isolated roots of the system {H1(s, t) = H2(s, t) = 0} costs ÕB(d6 + d5τ) [26]. If
it is not zero-dimensional, then we have first to compute the gcd of H1 and H2 and their gcd-free
parts. This is done in ÕB(d6 +d5τ). We can also compute the resultant of H1 and H2 with respect
to s or t at no extra cost. Notice that both resultants are the same polynomial, since the system
is symmetric. Let Rt(s) = rest(H1,H2). It is of size (O(d2),O(d2 + dτ)) [2, Prop. 8.46]. For the
segments of types IV-V, for every a ∈ bd(I), we construct the polynomial Ha(t) by performing
O(d) evaluations of polynomials of size (O(d), Õ(d + τ)) at a in ÕB(d(d + τ)) [6, Lem. 6]. Then
we isolate its roots in ÕB(d3 + d2τ) [32, Thm. 5].

Step 2. We decompose I at the endpoints of all the segments, which are roots of the polynomial
P (Eq. (5)). Every endpoint is approximated by an isolating interval, so what it suffices, is that for
two consecutive parameters in the sorted list, the respective isolating intervals do not overlap. The
polynomial P is of size (O(d2), Õ(dτ)) and we find isolating intervals of its roots in ÕB(d6 + d5τ)
[32, Thm. 5]. Every endpoint of an isolating interval is a rational of size Õ(σi), and for all of
them the bitsizes sum to Õ(d3τ).

Step 3. We take a rational inside every interval of the decomposition, say ui with i = 1, . . . ,O(d2).
The sum of their bitsizes is again in Õ(d3τ). For every ui, ℓui (λ) ∈ Q[λ] is a polynomial of size
(d, Õ(dσi+τ)), so we isolate its roots in ÕB(d3σi+d2τ) [32, Thm. 5]. In the same bit-complexity
we can decide if ℓui (λ) is non-negative in I. Summing for all i we get a total bit-complexity in
ÕB(d6τ).

Step 4. To keep only the zero dimensional part of the solutions of the system in Eq. (6) we
work as follows: Let L(s, t, λ) = lD(s, t)λD + · · · + l1(s, t)λ + l0(s, t), where D = O(d). For
i = 1, . . . ,D, we compute Rs

i (s) = rest(li(s, t),H(t)) and Rt
i(t) = ress(li(s, t),H(s)) in ÕB(d5τ)

[29, Lem. 4]. We compute the gcd of Rs
0(s), . . . ,Rs

D(s) in ÕB(d7 + d6τ) [24, Lem. 2] and then
the gcd of the later with H(s) in ÕB(d3τ) [5, Lem. 4]. Let h̃s(s) the gcd-free part of H(s). It has
bitsizeO(d+τ) [5, Lem. 4]. Analogously, we compute the gcd of Rt

0(t), . . . ,Rt
D(t),H(t) and we let

h̃t(t) be the gcd-free part of the last polynomial. Then, the system {h̃s(s) = h̃t(t) = L(s, t, λ) = 0}
is zero-dimensional and gives the isolated solutions of the system in Eq. (6). The bit-complexity
of isolating its roots is C(d, d + τ, 2).

Examining the multiplicities of the roots, allows to find the pairs (s0, t0) for whom L(s0, t0, λ)
is sign-invariant in I, and therefore decide which segments are on the boundary of the convex
hull. For the segments of type V, for all a ∈ bd(I), we compute the polynomial L(a, t, λ) and then
solve the system {H(t) = L(a, t, λ) = 0}. Since the number of boundary points is assumed to be
in O(1), this cost is C(d, τ, 1). Step 4 requires also manipulating the output data structure; we
perform O(d2) updates, each one in constant time.

So, it total the bit-complexity of the algorithm is in ÕB(d7 + d6τ) +C(d, d + τ, 2).

4.2.3. Output of the algorithm
The output is circular doubly linked list L; this data structure consists of a sequence of

records, each one corresponding to a facet of the convex hull. Every record contains the data
required to describe the facet and a link to a previous and a next record. The data is a pa-
rameter interval, say [t1, t2], together with a parametrization; the image of the interval over the

10



(a) (b) (c)

Figure 5: In green (a) a tangent triangle, (b) a cuspidal triangle and (c) an endpoint triangle.

parametrization is an arc of ϕ(I) or a segment on the boundary of conv(ϕ(I)). The link to the
previous record points to the neighboring facet containing ϕ(t1), and the link to the next record
points to the neighboring facet containing ϕ(t2). Note that the intervals that are contained in the
data of each record are all bounded sub-intervals of I, except from at most one which may be of
the form (−∞, a] ∪ [b,+∞) (Rem. 1).

For the size of the output, we have that N ∈ O(d2) by taking into account the degrees of the
systems entailed in the computation of segments of the different types and Assumption 4(ii).

Remark 7. If the curve is smooth, without self-intersections, we have that N ∈ O(d). [16]; this
is since there are O(d) inflection points and poles. If there is a bitangent connecting two smooth
points ϕ(t1), ϕ(t2) with t1 < t2 then in the interval [t1, t2], there exists at least one parameter that
corresponds to an inflection point or a pole. Moreover, since there are O(d) cusps, the number of
Type II and III segments that are on the boundary of the convex hull is also in O(d). The segments
of Type IV, V, VI are already in O(1) (Assumption 4(ii)).

5. Convex hull of parametric curves in R3

Now ϕ(t) = (ϕ1(t), ϕ2(t), ϕ3(t)) =
(

p1(t)
q1(t) ,

p2(t)
q2(t) ,

p3(t)
q3(t)

)
is defined as in Eq. (1). We make again the

simplifying Assumptions 4 of Sec. 4. The facets of the convex hull are triangles with vertices
points on the curve. In addition, it includes one-dimensional families of segments with endpoints
on the curve, which are one-dimensional faces. These families assemble to two-dimensional
surface patches, to which we refer from now on as facets, with abuse of terminology. The next
definition classifies the triangles on the boundary of the convex hull in several types (see Fig. 5
and Rem. 14).

Definition 8. We distinguish the following types of triangles on the boundary of conv(ϕ(I)) ac-
cording to their vertices:

I. tangent triangles: there is at least one vertex that is a smooth point of C and the triangle
lies on a tangent plane to C at this point. The other two vertices of the triangle are either
smooth points, at which the plane is also tangent, or cusps,

II. cuspidal triangles: the three vertices of the triangle are cusps,
III. endpoint triangles: there is at least one vertex of the triangle that is given by a parameter

in bd(I).

The one-dimensional families of segments on the boundary of the convex hull form devel-
opable surface patches, that can be also classified (see Fig. 6).

11



(a) (b) (c)

Figure 6: (a) A bitangent surface patch, (b) a cuspidal surface patch, (c) an endpoint surface patch.

Definition 9. We distinguish the following types of surface patches according to the vertices of
the spanning segments:

I. bitangent surface patches: the segments’ endpoints are smooth points of C and the segment
lies on the plane tangent to the curve at these two points,

II. cuspidal surface patches: all segments have a common endpoint that is a cusp,

III. endpoint surface patches: all segments have a common endpoint that is given by a param-
eter in bd(I).

The pairs of parameters that give these type of segments, are points of a plane curve. Let
E(s) :=

∏
a∈bd(I)(s − a). We define the bisecant curve as the zero set of the equation

G(s, t) :=
det(ϕ(s) − ϕ(t), ϕ′(s), ϕ′(t)) · E(s) · E(t)

(s − t)4 = 0 . (7)

We divided by (s − t)4 since it is a factor of the numerator. We multiplied by both E(t) and
E(s) to preserve the symmetry. A point (s, t) ∈ R2 satisfying Eq. (7) is such that:

• ϕ(s) − ϕ(t), ϕ′(t), ϕ′(s) , 0 and there is a bitangent plane to C at ϕ(s) and ϕ(t), or

• ϕ(s) = ϕ(t) and/or ϕ′(t) = 0 and/or ϕ(s) = 0, i.e., ϕ(t) is a multiple point and/or ϕ(t) is a
cusp and/or ϕ(s) is a cusp, or

• s ∈ bd(I) or t ∈ bd(I).

Now, we consider all the segments ϕ(s)ϕ(t), with s and t satisfying G(s, t) = 0. This gives
rise to the bisecant surface in R3:

B =

{
T ϕ(s) + (1 − T ) ϕ(t) |T ∈ [0, 1],G(s, t) = 0

}
. (8)

The bisecant surface is ruled, since through every point of the surface there is a straight-line
segment that lies on it, and it is also developable [3, §5.1]. The surface patches of Def. 9 are part
of this surface. Only certain parts of the bisecant surface are on the boundary of the convex hull.
We will use the bisecant curve to find and describe these parts.

12



5.1. Algorithm
Step 1: Computing the triangles. We compute all triangles of types I to III for ϕ(I). Each
triangle has a type (I to III) and is determined by three parameter values, say a, b and c, such
that ϕ(a), ϕ(b) and ϕ(c) are the triangle’s vertices. We find the parameters that correspond to
each type of triangles by solving a polynomial system and we denote by S the set of all such
triples. We assume that for a given triple of parameters in S we can determine the type of the
corresponding triangle in constant time. To find the different types of triangles, it is easier to
factorize G (Eq. (7)) and consider each type separately. We know that cusps of C are given by
parameters that are among the roots of H(s) (Eq. (3)). So, in the case where there are cusps, the
polynomial G can be factorised as Ĥ(s) · Ĥ(t) · Ĝ(s, t) · E(s) · E(t), where Ĥ corresponds to the
parameters that give cusps. We consider the equations in Z(s, t, u):

det(ϕ(u) − ϕ(t), ϕ′(t), ϕ′(s))
(s − t)(t − u)2 = 0 , (9)

det(ϕ′(s), ϕ′(t), ϕ′(u))
(s − t)(t − u)(s − u)

= 0 . (10)

Let (s, t) ∈ R2 such that Ĝ(s, t) = 0. Then, ϕ(s) and ϕ(t) are both smooth points, since we
have excluded the factors that correspond to cusps. Let P be the common tangent plane passing
from ϕ(s) and ϕ(t). Then, Eq. (9) expresses the fact that the plane P intersects the curve at
ϕ(u). Eq. (10) expresses the condition that the three tangent vectors, ϕ′(s), ϕ′(t), and ϕ′(u) lie
on the same plane and so P is also tangent to C at ϕ(u), if it is smooth. Let H1,H2 ∈ Z[s, t, u]
be the numerators of Eq. (9) and Eq. (10) respectively. From the isolated roots of the system
{Ĝ = H1 = H2 = 0} we can obtain the tangent triangles with three or two smooth vertices (when
ϕ(u) is a cusp). We consider the equations in Z(s, t, u):

det(ϕ(u) − ϕ(s), ϕ(u) − ϕ(t), ϕ′(u))
(t − u)2(s − u)2(s − t)

= 0 ,

det(ϕ(u) − ϕ(s), ϕ(u) − ϕ(t), ϕ′(s))
(t − u)(s − u)2(s − t)2 = 0 .

Let H3,H4 ∈ Z[s, t, u] be their numerators respectively. For the tangent triangles with one smooth
vertex and two cusps, we solve the system:

H(s) = 0 ,
H(t) = 0 ,

H3(s, t, u) = 0 .
(11)

The system has also as roots the parameters corresponding to cuspidal triangles, since ϕ(u) can
be a cusp. For the endpoint triangles, for every a ∈ bd(I), to find the planes that go through it,
we solve the system

H1(s, t, a) = 0 ,
H4(s, t, a) = 0 .

(12)

For any a, b ∈ bd(I), to find the planes that go through ϕ(a), ϕ(b), we solve the equation

H4(s, a, b) = 0 . (13)
13



(a) (b)

Figure 7: (a) An arc of the graph of the bisecant curve G and (b) the surface patch that corresponds to the part of the arc
between (s0, t0) and (s′, t′) (in purple).

Step 2: Decomposition of the bisecant curve. We consider the graph of G and we compute
a special purpose Cylindrical Algebraic Decomposition (CAD) of the s-axis. In a CAD we
decompose the s-axis into a finite number of points and open intervals delimited by these points
over which the graph of the bisecant curve G has a cylindrical structure, i.e., the number of
branches of the graph of the curve is constant. We call the points defining the decomposition
special values. Special fibers are the points on the curve above the special values. Regular fibers
are the points on the curve above additional points between two special values.

In a CAD the special values are the projections of the s-critical points and the vertical asymp-
totes. We refine the decomposition by further subdividing the intervals at the projections of the
t-critical points and at the parameters of all triples corresponding to the triangles computed in
the previous step. Let (s0, t0) be a point on the graph of G, such that the line segment connecting
ϕ(s0) and ϕ(t0) is on the boundary of the convex hull and is on a bisecant surface patch. If we
move along the arc of the graph of G around the point (s0, t0) and we take a neighboring point
(s′, t′) that is sufficiently close, then, the segment ϕ(s′)ϕ(t′) is also on the boundary of the convex
hull, part of the same bisecant surface patch (see Fig. 7). In particular, by moving along the arc in
both directions starting from (s0, t0), we get bitangent segments that are on the bisecant surface
patch, and thus, obtain a way to trace it. We continue until we find point (s′′, t′′) that corresponds
to a segment that is on the intersection of the bisecant surface patch with another facet. This
point can be such that:

• ϕ(s′′) and ϕ(t′′) are vertices of triangle (so, s′′ and t′′ are both special values of the decom-
position), or

• (s′′, t′′) is a self-intersection point of G, i.e., there are two surface patches that intersect at
the segment with endpoints ϕ(s′′) and ϕ(t′′). So, in this case s′′ is an s-critical point and
therefore a special value of the decomposition.

All the previous discussion suggests that an arc of the decomposition of G (that is obtained
by the decomposition of the s-axis) corresponds to a surface patch that is either on the boundary
of the convex hull or in its interior.

Step 3: Computing the bisecant surface patches. We want to find the arcs of G that corre-
spond to the bisecant surface patches on the boundary of the convex hull. The following lemma
gives a criterion. It is a direct consequence of the discussion in Step 2.
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Lemma 10. We consider a smooth and monotonous arc on the graph of G, with A = (s1, t1) and
B = (s2, t2) its endpoints. If there is no point on the arc that corresponds to a bitangent segment
belonging on a triangle, then, if any interior point on the arc corresponds to a bitangent segment
on the boundary of the convex hull then the entire arc corresponds to a bitangent surface patch
on the boundary of the convex hull.

Over every open interval of the decomposition of the s-axis there are several arcs of the graph
of G, corresponding to bitangent surface patches. From Lem. 10, in order to determine if a patch
is on the boundary it suffices to take an interior point of the arc and check if the corresponding
tangent plane is supporting for ϕ(I), using the Support predicate.

For every (open) interval I j of the decomposition, we work as follows: We pick any rational
u ∈ I j and we solve G(u, t) = 0. For every v such that G(u, v) = 0, we have that ϕ(u) and ϕ(v)
are always smooth points on C since the singular points are given by parameters that are among
the points of decomposition of the s-axis. We check if the segment connecting ϕ(u) and ϕ(v)
is on the boundary of conv(ϕ(I)), which is the case if and only if there is a supporting plane of
ϕ(I) passing from ϕ(u) and ϕ(v). But since both points are smooth, the only possible supporting
plane is the tangent plane to C at ϕ(u) and ϕ(v). So we call the predicate Support for this plane.
Its equation is det((x, y, z) − ϕ(u), ϕ′(u), ϕ′(v)) = 0 . Let ℓu,v(λ) ∈ Q[λ] be the numerator of the
tangent line equation after substituting (x, y) with the parametrization ϕ(λ). We isolate the real
roots of ℓu,v(λ) in order to determine its sign in I. If the plane is supporting to ϕ(I) then the arc
of G over I j, containing the point (u, v), corresponds to a bisecant surface patch that is on the
boundary of conv(ϕ(I)).

Step 4: Connecting the facets. Having determined the bisecant surface patches on the bound-
ary at the previous step, we now describe how they connect with each other. In other words, we
compute the triangles, among the ones found in the first step, that are on the boundary of the
convex hull. Two neighboring facets intersect at a line segment with endpoints that are points on
the curve. Let ϕ(s) and ϕ(t) be the endpoints of such a segment. Since this segment is on the
boundary, there has to be a supporting plane to the curve containing it. If at least one point is
smooth, then the supporting plane can only be the plane tangent to the curve at the smooth point
and passing from both. If none of the points is smooth, then the supporting plane is not uniquely
defined. So, for every arc of the graph of G corresponding to a bisecant surface patch on the
boundary, we check each of its endpoints. Let (s, t) be one of them.

1. If at least one of ϕ(s) and ϕ(t) is a smooth point, say ϕ(s), then the plane that is tangent
to C at ϕ(s) and passes from ϕ(t) is uniquely defined. This plane passes from a third point
ϕ(u) on C, that was found in Step 1. So, there is only one possible plane facet (if there
are no degeneracies) that is neighboring, and this is the triangle with vertices ϕ(s), ϕ(t)
and ϕ(u). In a degenerate situation, there will be more than one u, corresponding to the
multiple interections of the plane with the curve, and the different triangles that belong on
the same plane will be considered multiple times (see Rem. 13).

2. If both ϕ(s) and ϕ(t) are cusps or endpoints of ϕ(I), then we need to check every possible
combination in order to find the triangle containing this segment that is on boundary.
For the cuspidal triangles, let (s, t, u) ∈ R3 be a triple of parameters corresponding to
cusps. Then, ⟨(ϕ(s) − ϕ(u)) × (ϕ(s) − ϕ(t)), ϕ(s) − (x, y, z)⟩ = 0 is the implicit equation of
the plane in R3 that goes through ϕ(s), ϕ(t) and ϕ(u). We substitute (x, y, z) with ϕ(λ) in the
previous equation. Let L(s, t, u, λ) ∈ Z[s, t, u, λ] be the polynomial obtained after clearing
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the denominators. Calling the predicate Support for all these planes, amounts to isolating
the roots of the system

H(s) = 0 ,
H(t) = 0 ,
H(u) = 0 ,

L(s, t, u, λ) = 0 .

(14)

For the triangles with non-smooth vertices that involve an endpoint, we distinguish three
cases for the system that we solve:

• If one vertex is an endpoint and the other two cusps, the system is of the form {H(s) =
H(t) = L(s, t, a, λ) = 0}, where a ∈ bd(I),

• If two vertices are endpoints and the third one is a cusp, the system is of the form
{H(s) = L(s, a, b, λ) = 0}, where a, b ∈ bd(I),

• If all the vertices are endpoints, then we just have to solve the univariate equation
L(a, b, c, λ) = 0, where a, b, c ∈ bd(I).

So, for a surface patch that corresponds to an arc of the graph of G with endpoints (s1, t1) and
(s2, t2), the neighboring facets from each side can be determined.

Complexity analysis. For the bit-complexity analysis of the algorithm we use C(M,Λ,N)
(Def. 3) to express it. The proof is given in detail in the next subsection.

Theorem 11. Let C be a curve in R3 with a proper parametrization ϕ(t) as in Eq. (1), of size
(d, τ). Let I ⊂ R such that ϕ(I) is compact in R3. There is an algorithm that computes the
boundary of the convex hull of ϕ(I) in

ÕB

(
d10 + d9τ

)
+C(d, d6τ, 1) +C(d, d + τ, 3) .

The output of the algorithm is a doubly connected linked list describing the facets of conv(ϕ(I)),
which are O(d3).

Corollary 12. Using the bit-complexity results of [23] for C(d, d+τ, 3) and [14] for C(d, d6τ, 1),
the bit-complexity of the previous theorem becomes ÕB(d13 + d12τ).

5.2. Proof of Theorem 11

5.2.1. Correctness
The correctness of the algorithm is based on Lem. 10 and the fact that the Support predi-

cate correctly detects the bisecant surface patches that are on the boundary. On connecting the
bisecant surface patches with triangles, we refer to the selection criterion of the gift-wrapping
algorithm for the set of points ϕ(I). Given a segment that is on the boundary of the convex hull
(and also on the boundary of a surface patch), the next point with whom it connects, is a point
q ∈ ϕ(I) such that the plane that contains the segment and passes from q is strictly supporting for
the convex hull. The connection phase in Step 4 respects this criterion.
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Remark 13 (Degeneracies). In a degenerate situation, several triangles on the boundary of the
convex hull can lie on the same supporting plane (e.g., Fig. 11) or several surface patches can
be included in a bigger surface patch. Consequently, each boundary element will be accounted
for multiple times. However, this problem can be resolved during a post-processing stage, where
the systems’ solutions from the first step are analyzed to identify such situations.

Remark 14. If we consider all the possible combinations of the three vertices of a triangle
(smooth point, cusp, endpoint), we see that there exist ten different configurations. Among them,
three correspond to tangent triangles, one to cuspidal triangle and six to endpoint triangles. We
divide them in the three categories of Def. 8 due to the following reasons:

• To define uniquely a plane that passes from a smooth point of C and is tangent to the curve
at this point, we need to specify another point belonging on the plane. Therefore, the plane
in which the tangent triangle belongs is not affected by the smoothness (or not) of the two
other vertices.

• The cuspidal and endpoint triangles can be obtained as solutions of a polynomial system
of special structure, which is simpler comparing to the system corresponding to tangent
triangles.

5.2.2. Bit-complexity
Step 1. We construct the polynomials G,H1,H2,H3,H4 in ÕB(d3τ) [44, Ch. 8]. We factorize
G as Ĥ(s) · Ĥ(t) · Ĝ(s, t) · E(s) · E(t) in ÕB(d4 + d3τ) [14, Prop. 21], by considering G(s, t) as a
polynomial in s or in t and then finding the gcd of the coefficients.

To find the triangles with two or three smooth vertices we need to find the isolated roots
of the system {Ĝ(s, t) = H1(s, t, u) = H2(s, t, u) = 0}. In particular, we are only interested in
the first two coordinates of the roots; if (a, b, c) is a solution to the system and ϕ(u) is smooth,
then all the possible permutations of a, b, c are solutions as well. So, we can obtain the triples
corresponding to tangent planes with smooth vertices just by the (s, t)-projections. We take the
resultant R1(s, t) := resu(H1,H2) ∈ Z[s, t]. It is a polynomial of degree O(d2) in each variable
and bitsize in Õ(dτ) [2, Prop. 8.72]. It is computed in ÕB(d7τ). Then, we consider the system
{Ĝ = R1 = 0}. We take the resultant R2(s) := rest(Ĝ,R1) ∈ Z[s]. It is of size

(
O(d3), Õ(d2τ))

)
[26, Cor. 5] and is computed in ÕB(d8τ) [26, Lem. 6]. At last, we isolate the roots of {R2 = Ĝ = 0}
in ÕB(d9 + d8τ) [26] (if the system is not zero-dimensional we first compute the gcd and the gcd-
free parts).

Tangent triangles with two smooth vertices can be found by computing the isolated roots of
the system {Ĝ(s, t) = H(u) = H1(s, t, u) = 0}. In particular, we are only interested this time
in the last two coordinates of the roots; if (a, b, c) is a solution to the system and ϕ(a), ϕ(b) are
smooth, then (b, a, c) is a solution as well. Thus, we can group the triples corresponding to the
same triangle. The resultant R3(s, u) := rest(Ĝ,H1) ∈ Z[s, u] is of size (O(d2), Õ(dτ)) and is
computed in ÕB(d7τ). We isolate the roots of {H(u) = R3(s, u) = 0} in ÕB(d8 + d7τ).

For the triangles with one smooth point and the cuspidal triangles, we find the isolated roots
of the system of Eq. (11) in ÕB(d7 + d6τ) in the same way as for the system in Eq. (6).

At last, for every a ∈ bd(I), we compute H1(s, t, a) and H4(s, t, a) by performing O(d2)
evaluations at a; this costs ÕB(d3τ) and the resulting polynomials have bitsize in Õ(d + τ) [6,
Lem.7]. Then, we solve the bivariate systems of Eq. (12) in ÕB(d6+d5τ). For all a, b ∈ bd(I), we
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compute H4(s, a, b) (Eq. (13)) in ÕB(d3τ) [6, Lem.7]. These polynomials have bitsize in Õ(d+τ)
and so we isolate the roots in ÕB(d3 + d2τ) [32, Thm. 5].

Step 2. The decomposition points of the s-axis are:

• s-projections of critical points of G, and thus roots of rest(G, ∂G/∂t). The graph of G is
symmetric with respect to the line s = t, so we do not consider also rest(G, ∂G/∂s),

• The s-values where vertical asymptotes occur. These values are roots of the leading coef-
ficient of G(s, t), when considered as a polynomial in t,

• parameters corresponding to a triangle, and thus roots of

H(s) · R2(s)
∏

a∈bd(I)

(s − a) · rest(H1(s, t, a),H4(s, t, a))
∏

b∈bd(I)

H4(s, a, b)

 .
The product of these polynomials is of size (O(d3), Õ(d2τ)). We isolate its roots in ÕB(d9 +

d8τ) [32, Thm. 5]. Every endpoint of an isolating interval is a rational of size Õ(σi), and for all
of them the bitsizes sum to Õ(d5τ).

Step 3. We take a rational point qi inside every interval of the decomposition (e.g. the mid-
point); it has bitsize Õ(σi). We construct the polynomial G(qi, t) by performing O(d) evaluations
of univariate polynomials at qi. Then, calling the predicate Support for every intersection point
on the graph of G, amounts to isolating the roots of the system

G(qi, t) = 0
H1(t, qi, λ) = 0

This costs C(d, dσi, 1). Summing for all i, since C is linear in the bitsize, we obtain C(d, d6τ, 1).

Step 4. To keep only the zero dimensional part of the solutions of the system in Eq. (14) we
work as follows: Let L(s, t, u, λ) = lD(s, t, u)λD + · · · + l1(s, t, u)λ + l0(s, t, u), where D = O(d).
For i = 1, . . . ,D, we compute

Rs
i (s) = resu(rest(li(s, t, u),H(t)),H(u)) ∈ Z[s] ,

Rt
i(t) = resu(ress(li(s, t, u),H(s)),H(u)) ∈ Z[t] ,

Ru
i (u) = rest(ress(li(s, t, u),H(s)),H(t)) ∈ Z[u] .

This is done in ÕB(d8τ) [26, Lem. 6]. by successive resultant computations. They are polynomi-
als of size

(
O(d3), Õ(d2τ)

)
[2, Prop.8.72]. For v = s, t, u, we compute the gcd of Rv

0(v), . . . ,Rv
D(v)

in ÕB(d10 + d9τ) [24, Lem. 2] and then the gcd of the later with H(v) in ÕB(d6τ) [5, Lem. 4].
Let h̃v(v) the gcd-free part of H(v). It has bitsize O(d + τ) [5, Lem. 4]. Then, the system
{h̃s(s) = h̃t(t) = h̃u(u) = L(s, t, u, λ) = 0} is zero-dimensional and gives the isolated solutions
of the system in Eq. (14). The bit-complexity of isolating its roots is C(d, d + τ, 3). Computing
the isolated roots of the other systems in this step is dominated by the previous computations.

So, the bit-complexity of the algorithm is in

ÕB

(
d10 + d9τ

)
+C(d, d6τ, 1) +C(d, d + τ, 3) .
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5.2.3. Output of the algorithm
We will use the half-edge data structure, or doubly connected edge list (DCEL), to represent

the output [12, Ch.2.2]. This data structure is used to represent an embedding of a planar graph
in the plane by maintaining the following records: vertices, edges and faces. By extension, it is
widely used to describe the boundary of three-dimensional convex polyhedra and is also conve-
nient to describe the boundary of the convex hull of ϕ(I). In our case, a face is a 2-dimensional
facet of the convex hull, that can be either a triangle or a bisecant surface patch. An edge is
intersection of two facets, i.e, a parametric arc or a segment connecting two points of the curve.
A vertex is the intersection of two edges of the convex hull, i.e., a point on the curve.

The principle of this data structure is to ‘decompose’ every edge into two half-edges with
opposite directions. All the records are associated to a half-edge and this allows to encode all
the combinatorial information of the planar graph, or of the boundary of the convex hull in the
present case. In particular:

• a vertex is associated to one (arbitrary) halfedge with the vertex as starting point,

• an edge is associated to one halfedge,

• a face is associated to some halfedge on its boundary,

• a halfedge is associated to the vertex that is its origin, to a ”twin” halfedge, that is the
halfedge with the opposite direction, and to the face that is incident to the edge on the left
side, when we traverse it from the origin to its endpoint.

Although it is a combinatorial data structure, we can also store geometrical information on
the records, by giving them extra attributes:

• For a vertex, since it a point on the curve, we store the corresponding parameter,

• For an edge, if it is a parametric arc we store the corresponding parameter interval. If it is
a bitangent segment, it is described by the two parameters that correspond to the endpoints
of the segment,

• A face can be either a triangle or a bisecant surface patch. In the first case, it is described
by the parameters of the incident vertices. In the second case, it is described by the refer-
ence to its corresponding arc of the graph of G. An arc is described by its endpoints, its
projection on the s-axis and its ordering with respect to other branches over the interval.

For the number of the facets on the boundary of the convex hull, we consider the degrees of
the systems entailed in the computation of triangles and Assumption 4(ii).

6. Implementation and Examples

We provide some examples using our prototype implementation in Maple. It is built upon
the real root isolation routines of Maple’s RootFinding library and the PTOPO package [25], to
compute the topology and visualize parametric curves in two and three dimensions.
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(a) (b)

Figure 8: (a) The curve of Example 15 (in green) and the segments computed at the first step of the algorithm (in blue).
(b) The segments on the boundary of the convex hull (in red).

Example 15. We consider a curve in R2 parametrized by

ϕ(t) =
(
−

2
(
12t2 + 7t − 12

) (
1679t4 + 2688t3 − 5074t2 − 2688t + 1679

)
15625

(
t2 + 1

)3 ,

(t − 7) (7t + 1)
(
2929t4 + 2688t3 − 2574t2 − 2688t + 2929

)
15625

(
t2 + 1

)3

)
.

The parametrization is proper. We take I = R. We compute the polynomials

H1(s, t) =128092t4s4 + 86016t3s4 + 43008t4s3 − 159912t2s4 + 292544t3s3 − 25000t4s2−

− 43008t s4 + 43008t2s3 + 129024t3s2 + 34364s4 − 187456t s3 + 265264t2s2−

− 187456t3s + 34364t4 − 129024t s2 − 43008t2s + 43008t3 − 25000s2+

+ 292544st − 159912t2 − 43008s − 86016t + 128092 ,

H2(s, t) = − 128092t4s4 − 43008t3s4 − 86016t4s3 + 25000t2s4 − 292544t3s3 + 159912t4s2−

− 129024t2s3 − 43008t3s2 + 43008t4s − 34364s4 + 187456t s3 − 265264t2s2+

+ 187456t3s − 34364t4 − 43008s3 + 43008t s2 + 129024t2s + 159912s2−

− 292544st + 25000t2 + 86016s + 43008t − 128092 .

We isolate the real roots of the system {H1 = H2 = 0}; they correspond to the blue segments
in Fig. 8(a). Then R is decomposed at the s-projections of the roots (Fig. 9). The segments
on the boundary of the convex hull are shown in red in Fig. 8(b) and the parameter intervals
corresponding to the arcs on the boundary of conv(ϕ(R)) are annotated in orange in Fig. 9.

Figure 9: Decomposition of the parameter interval in Example 15.

Example 16. We consider a curve in R3 parametrized by

ϕ(t) =
(
−(t + 3)(3t − 1)

5(t2 + 1)
,

2(t − 2)(2t + 1)
5(t2 + 1)

,
8(t − 2)(2t + 1)(t + 3)(3t − 1)(7t2 + 2t − 7)(t2 − 14t − 1)

625(t2 + 1)4

)
.
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The parametrization is proper. We take I = R. The bisecant curve is defined by:

G(s, t) =64 (5s2t2 − s2 + 12st − t2 + 5)(17s2t2 + 62s2t + 62st2 − 17s2 − 68st − 17t2 − 62s−

− 62t + 17) · (31s2t2 − 34s2t − 34st2 − 31s2 − 124st − 31t2 + 34s + 34t + 31) .

The curve has neither cusps nor endpoints. We compute H1,H2 and R1 = resu(H1,H2) and we
solve the system {G = R1 = 0}. There are 96 real roots. For simplicity, in Fig. 10(a) we show only
24 of them on the graph of G; they correspond to the boundary segments of the triangle facets
on the boundary of conv(ϕ(R)). Then, for the second step of the algorithm, we decompose the
s-axis at the s-projections of these roots and of the critical points of G and at the values where G
has a vertical asymptote; there are 46 decomposition points in total. The branches of the bisecant
curve that correspond to bitangent surface patches on the boundary are annotated in Fig. 10(b).
By sampling points on the graph of the bisecant curve, we construct the bisecant surface in
Fig. 11(a). At last, again by sampling but only on the annotated branches of the bisecant curve
we construct the convex hull in Fig. 11(b). It consists of 8 surface patches and triangle facets that
assemble to two squares.

(a) (b)

Figure 10: (a) The graph of the bisecant curve of Example 16. (b) The arcs of the bisecant curve that correspond to
bisecant surface patches are shown in orange.

Example 17. We consider the curve in R3 parametrized by

ϕ(t) =
(
−

3t2 − 1
t2 + 1

,−
t (3t2 − 1)
(t2 + 1)2 ,−

(t6 − 1)(3t2 − 1)
(t2 + 1)4

)
.

The parametrization is proper. We take I = R. The bitangent curve is defined by:

G(s, t) = − 8(s + t)(63s7t7 + 81s7t5 − 33s6t6 + 81s5t7 + 45s7t3 − 159s6t4 − 201s5t5−

− 159s4t6 + 45s3t7 + 27s7t + 13s6t2 + 195s5t3 + 295s4t4 + 195s3t5 + 13s2t6+

+ 27s t7 + 11s6 + 93s5t + 211s4t2 + 375s3t3 + 211s2t4 + 93s t5 + 11t6 + 13s4−

− 31s3t − 169s2t2 − 31s t3 + 13t4 + 17s2 + 31st + 17t2 + 15) .
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(a) (b)

Figure 11: (a) The bisecant surface and (b) the convex hull of the curve of Example 16.

The graph of G is shown in Fig. 12(a). There are no triangle facets on the boundary of the convex
hull. The convex hull consists of two surface patches (Fig. 12(b)); the red one corresponds to the
factor (s + t) of G, and the blue one corresponds to the other factor.
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