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Abstract. Several notions of reversibility exist in the literature. On the
one hand, causal reversibility establishes that an action can be undone
provided that all of its consequences have been undone already, thereby
making it possible to bring a system back to a past consistent state. On
the other hand, time reversibility stipulates that the stochastic behavior
of a system remains the same when the direction of time is reversed,
which supports efficient performance evaluation. In this paper we show
that causal reversibility is a sufficient condition for time reversibility. The
study is conducted on extended labeled transition systems. Firstly, they
include a forward and a backward transition relations obeying the loop
property. Secondly, their transitions feature an independence relation
as well as rates for their exponentially distributed random durations.
Our result can thus be smoothly applied to concurrent and distributed
models, calculi, and languages that account for performance aspects.

1 Introduction

Reversible computing is a paradigm allowing computational steps to be executed
not only in the standard forward direction, but also backwards so as to recover
past states. It has attracted an increasing interest due to its applications in
many areas, including low-power computing [14,2], program debugging [7,28,18],
robotics [21], wireless communications [38], fault-tolerant systems [5,41,15,40],
biological modeling [34,35], and parallel discrete-event simulation [31,37]. How-
ever, different communities instantiated the idea of reversible computing in dif-
ferent ways, in order to better fit the intended application area.

In the field of concurrent and distributed systems, a critical aspect of re-
versibility is that there may not be a total order over executed actions, hence
the idea of “undoing actions in reverse order” used in other settings does not ap-
ply. This triggered the proposal of causal reversibility [4], whereby an action can
be undone provided that its consequences, if any, have been undone beforehand.
Notably, in this setting the concept of causality is used in place of the concept
of time to decide whether an action can be undone or not.

In the field of performance evaluation, instead, the notion of time reversibility
is considered [11]. It studies the conditions under which the stochastic behavior
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of a system remains the same when the direction of time is reversed. In addi-
tion to its theoretical interest, this property allows one to tackle the problems
related to state space explosion and numerical stability often encountered when
solving performance models, especially those based on continuous-time Markov
chains [12,39], where rates of exponential distributions govern state changes.

The two notions evolved independently until very recently. As far as we know,
they were jointly investigated only in the setting of the reversible Markovian
process calculus of [3]. After defining its syntax and semantics by following the
method for reversing process calculi of [33], the calculus was shown to satisfy
causal reversibility by construction through the application of the axiomatic
technique of [20] after importing the notion of concurrent transitions from [4].
On the other hand, two sufficient conditions for time reversibility were provided.
The former requires that every backward rate is equal to the corresponding
forward rate regardless of the syntactical structure of process terms, whilst the
latter requires that parallel composition does not occur within the scope of action
prefix or alternative composition regardless of the values of backward rates.

In [3] it was conjectured that the entire calculus should be time reversible by
construction, which would imply the full robustness of the method of [33] with
respect to both forms of reversibility. In this paper we show that the conjecture
is indeed true by proving that time reversibility follows from causal reversibility.

To be precise, the latter alone is not enough, as it accounts for actions but
not for rates at which actions take place. Causal reversibility stipulates that it
is possible to backtrack correctly, i.e., without encountering previously inacces-
sible states, and flexibly, i.e., along any causally equivalent path, which is a path
where independent actions are undone in an order possibly different from the one
in which they were executed when going forward. The simplest case is given by a
commuting square, which is formed by four transitions t : s

a17−→ s′1, u : s
a27−→ s′2,

u′ : s′1
a27−→ s′′, t′ : s′2

a17−→ s′′ where t and u are independent of each other. To en-
sure time reversibility, in addition to causal reversibility we need to require that
rate(t) · rate(u′) = rate(u) · rate(t′) and rate(u′) · rate(t) = rate(t′) · rate(u) where
underlines denote reverse transitions. Requiring identical rate products along a
commuting square is more general than requiring that opposite transitions in the
commuting square have the same rate, where the latter is the case when doing
or undoing two exponentially timed actions that are causally independent.

Our study is conducted on labeled transition systems [10] featuring a forward
and a backward transition relations obeying the loop property [4]: between any
two states there can only be pairs of identically labeled transitions, of which
one is forward and the other is backward. Moreover, transitions are enriched
with an independence relation [36] as well as rates of exponentially distributed
random durations. Thus our result can be smoothly applied to concurrent and
distributed models, calculi, and languages including performance aspects. In
particular, those already shown to meet causal reversibility would automatically
satisfy time reversibility too, as identical rate products usually holds for them.

This paper is organized as follows. In Section 2 we recall some background
notions and results about causal and time reversibilities. In Section 3 we present
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our investigation of the relationships between the two forms of reversibility on
the suitably extended model of labeled transition system. In Section 4 we provide
an illustrating example based on dining philosophers. In Section 5 we conclude
with some final remarks and directions for future work.

2 Background on Reversibility

2.1 Causal Reversibility of Concurrent Systems

The behavior of computing systems can be represented through state-transition
graphs in which transitions are labeled with actions whose execution causes state
changes. Reversibility in a computing system has to do with the possibility of
reverting the last performed action. In a sequential system this is very simple as
there is just one last performed action, hence the only challenge is how to store
the information needed to reverse that action.

In a concurrent system the situation is much more complex, because the last
performed action may not be uniquely identifiable. Indeed, there might be several
concurrent last actions. A good approximation is to consider as last action every
action that has not caused any other action yet. This is at the basis of the notion
of causal reversibility5, which combines reversibility with causality [4].

Intuitively, an executed action can be undone provided that all of its conse-
quences, if any, have been undone beforehand, so that no previously inaccessible
state can be encountered. On the other hand, some flexibility is allowed while
backtracking in the sense that one is not required to preserve history, i.e., to fol-
low the same path undertaken in the forward direction. Indeed, one can take any
path causally equivalent to the forward one, i.e., any path in which independent
actions are performed in an order possibly different from the forward one.

Following [20] we introduce a behavioral model consisting of a labeled tran-
sition system [10] extended with an independence relation over transitions [36].
Since we are interested in reversible systems, the model is equipped with two
transition relations – a forward one and a backward one – such that, for all
actions, between any pair of states either there are no transitions labeled with
that action, or there are two such transitions with one being forward and the
other being backward. This is the so-called loop property, which establishes that
any executed action can be undone and any undone action can be redone [4].

Definition 1 (reversible LTS with independence). A reversible labeled

transition system with independence (RLTSI) is a tuple (S,A,−→, 99K, ι) where:

– S 6= ∅ is an at most countable set of states.
– A 6= ∅ is a countable set of actions.

– −→ ⊆ S ×A× S is a forward transition relation.
– 99K ⊆ S ×A× S is a backward transition relation.
– Loop property: for all s, s′ ∈ S and a ∈ A, (s, a, s′) ∈ −→ iff (s′, a, s) ∈ 99K.

5 It is often called causal-consistent reversibility in the literature after [16].
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– ι ⊆ 7−→ × 7−→ is an irreflexive and symmetric independence relation over

transitions, where 7−→ = −→ ∪̇ 99K (disjoint union).

We use s and r to range over states, t and u to range over transitions,
and a and b to range over actions. A forward transition from s to s′ labeled

with a (a-transition for short) is denoted by s
a−→ s′ instead of (s, a, s′) ∈ −→.

The notation is similar, i.e., s′
a
99K s, for a backward transition. Given a for-

ward (resp. backward) transition t, we denote by t the corresponding backward
(resp. forward) transition, whose existence is guaranteed by the loop property.
If t is a transition from s to s′, we call s the source and s′ the target of t. Two
transitions are said to be coinitial if they have the same source and cofinal if
they have the same target. Two transitions are composable when the target of
the first transition coincides with the source of the second transition.

A possibly empty, finite sequence of pairwise composable transitions is called
a path. We use ω to range over paths, ε to denote the empty path, and |ω| to
indicate the length of ω expressed as the number of transitions constituting ω.
The notions of source, target, coinitiality, cofinality, and composability naturally
extend to paths. We call cycle a nonempty path whose source and target coincide.
If ω is a forward (resp. backward) path, then we denote by ω the corresponding
backward (resp. forward) path – in which the actions appear in the reverse order
– whose existence is again guaranteed by the loop property.

According to [20] we formalize causal reversibility over RLTSI models through
the property of causal consistency. We start with the notion of commuting square,
a fragment of RLTSI consisting of two pairs of identically labeled transitions,
say t : s

a17−→ s′1 and t′ : s′2
a17−→ s′′ together with u : s

a27−→ s′2 and u′ : s′1
a27−→ s′′.

Across the two pairs we have two coinitial and independent transitions (t and u)
as well as two cofinal transitions (t′ and u′), such that each coinitial transition
is composable with only one of the two cofinal transitions and along the two
resulting paths (t u′ and u t′) the actions turn out to commute (a1 a2 and a2 a1).
This can be viewed as the effect of doing or undoing two actions (a1 and a2)
that are causally independent of each other.

Definition 2 (commuting square). Transitions t, u, u′, t′ form a commuting
square iff:

– t : s
a17−→ s′1, u : s

a27−→ s′2, u′ : s′1
a27−→ s′′, t′ : s′2

a17−→ s′′.
– (t, u) ∈ ι.

As observed in [20], if four forward transitions form a commuting square,
it is reasonable to expect that the four corresponding backward transitions form
a commuting square too, and vice versa. This is achieved by applying several
times the propagation of coinitial independence6 property. It allows indepen-
dence to propagate from the initial corner of a commuting square to one of the
two adjacent corners by exploiting reverse transitions so as to ensure coinitiality.

6 It was called coinitial propagation of independence (CPI) in [20].
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Definition 3 (propagation of coinitial independence). An RLTSI meets
propagation of coinitial independence (PCI) iff it holds that (t, u′) ∈ ι for all
commuting squares t, u, u′, t′.

Then we introduce the notion of causal equivalence over paths [4], which
relies on two operations. Swap has to do with commuting squares and identifies
the two coinitial and cofinal paths of length 2 constituting each such square.
Cancellation identifies with the empty path ε any path of length 2 formed by
a transition and its reverse. Causal equivalence is closed with respect to path
composition by definition, i.e., when each of two causally equivalent paths is
composed with a third path, then the two resulting paths are causally equivalent
too. Unlike [4], this is formalized below by explicitly plugging the swap and
cancellation operations into the context of two arbitrary paths, as it will turn
out to be useful for a suitable treatment of cycles in the main result of our paper.

Definition 4 (causal equivalence). Causal equivalence is the smallest equiv-
alence relation � over paths that satisfies the following for all paths ω1, ω2, ω3, ω4

that are composable with the transitions mentioned in the two operations below:

(swap) For all t, u, u′, t′ forming a commuting square, ω1 t u
′ ω2 � ω1 u t

′ ω2.
(cancellation) For all transitions t, ω1 t t ω2 � ω1 ω2 and ω3 t t ω4 � ω3 ω4.

As noted in [20, Lemma 4.9], there is a relationship between causally equiv-
alent paths in terms of the number of transitions labeled with a certain action.

Proposition 1. For all paths ω1, ω2 and actions a, if ω1 � ω2 then the number
of a-transitions in ω1 is equal to the number of a-transitions in ω2, where each
such forward (resp. backward) transition is counted +1 (resp. −1). In particular,
if ω1 and ω2 are both forward or both backward, then |ω1| = |ω2|.

We are finally in a position of defining causal consistency, which guarantees
the correctness and flexibility of rollbacks.

Definition 5 (causal consistency). An RLTSI meets causal consistency (CC)
iff every two coinitial and cofinal paths ω1, ω2 satisfy ω1 � ω2.

As shown in [20, Corollary 3.8], when CC holds there can be at most one
pair7 of identically labeled transitions – of which one is forward and the other is
backward – between any two distinct states. Moreover, we observe that under CC
there cannot be self-loops, i.e., transitions whose source and target coincide. In
both cases – relevant in Section 3 – the reason is that, according to Definition 4,
a path formed by a single transition is causally equivalent only to itself.

Definition 6 (uniqueness of pairs). An RLTSI meets uniqueness of pairs

(UP) iff, for all states s, s′, whenever s
a17−→ s′ and s

a27−→ s′, then a1 = a2.

Proposition 2. If an RLTSI meets CC, then it meets UP too.

Definition 7 (absence of self-loops). An RLTSI meets absence of self-loops

(AS) iff, for all states s, there is no action a such that s
a7−→ s.

Proposition 3. If an RLTSI meets CC, then it meets AS too.
7 A property called unique transitions (UT) in [20].
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2.2 Time Reversibility of Continuous-Time Markov Chains

A different notion of reversibility is considered in the performance evaluation
field. Given a stochastic process, which describes the evolution of some random
phenomenon over time through a set of random variables, one for each time
instant, reversibility has to do with time. We illustrate it in the specific case
of continuous-time Markov chains, which are discrete-state stochastic processes
characterized by the memoryless property [12]: the probability of moving from
one state to another does not depend on the particular path that has been
followed in the past to reach the current state, hence that path can be forgotten.

Definition 8 (continuous-time Markov chain). A stochastic process X(t)
taking values from a discrete state space S for t ∈ R≥0 is a continuous-time
Markov chain (CTMC) iff Pr{X(tn+1) = sn+1 | X(ti) = si, 0 ≤ i ≤ n} =
Pr{X(tn+1) = sn+1 | X(tn) = sn} for all n ∈ N, time instants t0 < t1 < · · · <
tn < tn+1 ∈ R≥0, and states s0, s1, . . . , sn, sn+1 ∈ S.

A CTMC can be equivalently represented as a labeled transition system or
as a state-indexed matrix. In the first case, each transition is labeled with some
probabilistic information describing the evolution from the source state s to the
target state s′ of the transition itself. In the second case, the same information is
stored into an entry, indexed by those two states, of a square matrix. The value
of this probabilistic information is, in general, a function of time.

We restrict ourselves to time-homogeneous CTMCs, in which conditional
probabilities of the form Pr{X(t + t′) = s′ | X(t) = s} do not depend on t, so

that the information considered above is given by limt′→0
Pr{X(t+t′)=s′|X(t)=s}

t′ .
This limit yields a number called the rate at which the CTMC moves from state s
to state s′ and characterizes the exponentially distributed random time taken by
the considered move. It can be shown that the sojourn time in any state s ∈ S
is independent from the other states. Moreover, it is exponentially distributed
with rate given by the sum of the rates of the moves from s. The average sojourn
time in s is the inverse of such a sum and the probability of moving from s to s′

is the ratio of the corresponding rate to the aforementioned sum.
A CTMC is irreducible iff each of its states is reachable from every other

state with probability greater than 0. A state s ∈ S is recurrent iff the CTMC
will eventually return to s with probability 1, in which case s is called positive
recurrent iff the expected number of steps until the CTMC returns to it is finite.
A CTMC is ergodic iff it is irreducible and all of its states are positive recurrent.
Ergodicity coincides with irreducibility in the case that the CTMC has finitely
many states as they form a finite, strongly connected component.

Every time-homogeneous and ergodic CTMC X(t) is stationary, which means
that (X(ti + t′))1≤i≤n has the same joint distribution as (X(ti))1≤i≤n for all
n ∈ N≥1 and t1 < · · · < tn, t

′ ∈ R≥0. In this case, X(t) has a unique steady-state
probability distribution π = (π(s))s∈S that fulfills π(s) = limt→∞ Pr{X(t) = s |
X(0) = s′} for any s′ ∈ S because the CTMC has reached equilibrium.

These probabilities are computed by solving the linear system of global bal-
ance equations π ·Q = 0 subject to

∑
s∈S π(s) = 1 and π(s) ∈ R>0 for all s ∈ S.
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The infinitesimal generator matrix Q = (qs,s′)s,s′∈S contains, for each pair of
distinct states, the rate of the corresponding move, which is 0 in the absence
of a direct move between them. In contrast, qs,s = −

∑
s′ 6=s qs,s′ for all s ∈ S,

i.e., every diagonal element contains the opposite of the total exit rate of the
corresponding state, so that each row of Q sums up to 0. Therefore, π ·Q = 0
means that, once reached equilibrium, for every state the incoming probability
flux equals the outgoing probability flux. Self-loops are not taken into account
in the construction of Q, which is akin to the AS property in Definition 7.

Due to state space explosion and numerical stability problems, the calculation
of the solution of the global balance equation system is not always feasible [39].
However, it can be tackled in the case that the behavior of the considered CTMC
remains the same when the direction of time is reversed [11,22,23,24,25,26].

Definition 9 (time reversibility). A CTMC X(t) is time reversible (TR) iff
(X(ti))1≤i≤n has the same joint distribution as (X(t′−ti))1≤i≤n for all n ∈ N≥1

and t1 < · · · < tn, t
′ ∈ R≥0.

In this case X(t) and its reversed version Xr(t) = X(−t), t ∈ R≥0, are
stochastically identical. In particular, they are stationary and share the same
steady-state probability distribution π. The following two necessary and suffi-
cient conditions for time reversibility of stationary CTMCs were provided in [11].

Theorem 1. Let X(t) be a stationary CTMC. Then the following statements
are equivalent:

1. X(t) is time reversible.
2. For all distinct s, s′ ∈ S, it holds that π(s) · qs,s′ = π(s′) · qs′,s.
3. For all distinct s1, . . . , sn ∈ S, n ≥ 2, it holds that qs1,s2 · . . . · qsn−1,sn · qsn,s1

= qs1,sn · qsn,sn−1 · . . . · qs2,s1 .

Condition 2 is based on the partial balance equations π(s) ·qs,s′ = π(s′) ·qs′,s,
called detailed balance equations in [11]. In order for them to be satisfied, it is
necessary that both qs,s′ and qs′,s are equal to 0 or different from 0, i.e., between
any pair of distinct states s and s′ there must be either no transitions, or exactly
one transition from s to s′ and one transition from s′ back to s, which is a
variant of the loop property in Definition 1. It is worth observing that the sum
of the partial balance equations for s ∈ S yields the global balance equation
π(s) · |qs,s| =

∑
s′ 6=s π(s′) · qs′,s. Condition 3, requiring products of rates along

forward and backward cycles to coincide, is the one that we will exploit to prove
the main result of our paper. It is trivially satisfied when the considered distinct
states do not form a cycle, as in that case at least one of the rates is 0.

A well-known example of time-reversible CTMCs is given by stationary birth-
death processes [11]. A birth-death process comprises a totally ordered set of
states, such that every state different from the final one has a (birth) transition
to the next state and every state different from the initial one has a (death)
transition to the previous state. Time reversibility extends to tree-like variants of
birth-death processes [11], where each such variant comprises a partially ordered
set of states such that every non-final state may have several birth transitions,
while every non-initial state has one death transition to its only parent state.
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3 Relationships between Causal and Time Reversibilities

3.1 Extending RLTSI with Rates

In this section we introduce a Markovian extension of RLTSI, in which transitions
are labeled not only with actions but also with positive real numbers representing
rates of exponentially distributed random durations. It can also be viewed as
an action-labeled CTMC equipped with a transition independence relation as
well as a generalization of the loop property, called rate loop property, in which
the rates of corresponding forward and backward transitions are allowed to be
different. From now on we use λ, µ, ξ, δ, γ to range over rates.

Definition 10 (reversible Markovian LTS with independence). A re-
versible Markovian labeled transition system with independence (RMLTSI) is a

tuple (S,A× R>0,−→, 99K, ι) where:

– S 6= ∅ is at most countable and A 6= ∅ is countable.

– −→ ⊆ S × (A× R>0)× S and 99K ⊆ S × (A× R>0)× S.
– Rate loop property: for all s, s′ ∈ S and a ∈ A, there exists λ ∈ R>0 such

that (s, a, λ, s′) ∈ −→ iff there exists µ ∈ R>0 such that (s′, a, µ, s) ∈ 99K.
– ι ⊆ 7−→×7−→ is irreflexive and symmetric, where 7−→ = −→ ∪̇ 99K.

The notions of corresponding forward and backward transitions/paths, com-
muting square, propagation of coinitial independence (PCI), causal equivalence
(�), causal consistency (CC), uniqueness of pairs (UP), and absence of self-
loops (AS) extend to RMLTSI models along with their related propositions by
abstracting from rates, whereas time reversibility (TR) and its necessary and
sufficient conditions extend to RMLTSI models by abstracting from actions.

Between any two different states of an RMLTSI there may be several forward
transitions (and as many corresponding backward transitions) where the forward
(resp. backward) transitions differ for their actions or their rates. In this case, the
two entries indexed by those two states in the infinitesimal generator matrix Q
of the underlying CTMC would respectively contain the sum of the rates of the
forward and backward transitions. Likewise, any state of an RMLTSI may have
several self-loops differing for their actions or their rates, but they would be
all ignored due to the definition of the diagonal elements of Q. We recall from
Propositions 2 and 3 that, under CC, the RMLTSI meets UP and AS too.

3.2 From Causal Reversibility to Time Reversibility

We now prove the main result of our paper, i.e., that CC implies TR, by exploit-
ing the necessary and sufficient condition for TR related to products of rates
along corresponding forward and backward cycles, i.e., Theorem 1(3).

To this purpose, denoting by rate(t) the rate labeling transition t, given
a path ω formed by the pairwise composable transitions ti, 1 ≤ i ≤ |ω|,
we indicate with rateprod(ω) =

∏
1≤i≤|ω| rate(ti) the product of the rates

labeling the transitions in ω, where rateprod(ω) = 1 when |ω| = 0.
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We observe that positive real numbers with multiplication and unit form a
cancellative monoid, i.e., for all λ, µ, ξ ∈ R>0 it holds that λ · ξ = µ · ξ =⇒ λ = µ
and ξ · λ = ξ · µ =⇒ λ = µ. This fact will be exploited in the proof of the
forthcoming lemma from which the main result will follow.

CC alone is not sufficient to obtain TR. The reason is that CC relies on
� that in turn relies on commuting squares, where these squares now include
rates among which we do not know whether specific relationships exist. Given
a commuting square t, u, u′, t′, we consider the property according to which its
two coinitial and cofinal paths t u′ and u t′ feature the same product of rates,
and this holds for u′ t and t′ u in the reverse commuting square too. Note that
this is more general than requiring that opposite transitions in the commuting
square have the same rate, which is what we would get when doing or undoing
two exponentially timed actions that are causally independent of each other.

Definition 11 (product preservation along squares). An RMLTSI meets
product preservation along squares (PPS) iff, in all commuting squares t, u, u′, t′,
rate(t) · rate(u′) = rate(u) · rate(t′) and rate(u′) · rate(t) = rate(t′) · rate(u).

As a preliminary result, we show that under CC and PPS, whenever we
consider two coinitial and cofinal paths, say ω and ω′, the product of the rates
along ω (resp. ω′) is equal to the product of the rates along the corresponding
reverse path iff the same holds true for ω′ (resp. ω). From this it will follow that,
in the case of a cycle, the product of the rates along the cycle is equal to the
product of the rates along the corresponding reverse cycle.

Lemma 1. If an RMLTSI meets CC and PPS, then for all coinitial and cofinal
paths ω, ω′ we have rateprod(ω) = rateprod(ω) iff rateprod(ω′) = rateprod(ω′).

Theorem 2. If an RMLTSI meets CC and PPS, then for all cycles ω we have
rateprod(ω) = rateprod(ω).

Corollary 1. If an RMLTSI meets CC and PPS and its underlying CTMC is
stationary, then it meets TR too.

3.3 Discussion

The result in Corollary 1 supersedes the two sufficient conditions for TR in [3],
respectively relying on identical forward and backward rates and on process syn-
tax constraints, and confirms the conjecture at the end of [3], i.e., the reversible
Markovian process calculus of [3] is time reversible by construction. As a conse-
quence, the method for reversing process calculi of [33] is robust not only with
respect to causal reversibility, but also with respect to time reversibility.

The additional constraint, i.e., PPS, is trivially satisfied in a stochastic pro-
cess algebraic setting like the one of [3]. Indeed, in the case of two exponentially
timed actions that are causally independent of each other, i.e., respectively exe-
cuted by two process terms composed in parallel, the corresponding transitions
would naturally form a commuting square in which opposite transitions are la-
beled not only with the same actions, but also with the same rates.
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Our result has been proven in the newly introduced model of RMLTSI,
which relies on the LTSI model studied in [36]. The latter has been considered
within a classification of concurrency models such as Petri nets [32], process alge-
bras [30,8], Hoare traces [9], Mazurkievicz traces [27], synchronization trees [43],
and event structures [42], which are all based on atomic units of change – transi-
tions, actions, events – from which computations are built and differ for the fact
of being behavioral vs. system models, interleaving vs. truly concurrent models,
or linear-time vs. branching-time models.

RMLTSI generalizes LTSI in such a way that our result applies to concur-
rent and distributed models, calculi, and languages including performance as-
pects. In addition to the reversible Markovian process calculus of [3], we think
of Markovian extensions of models like reversible Petri nets [29], calculi like
RCCS [4], CCSK [33], and reversible higher-order π [17], and languages like re-
versible Erlang [19,13]. Since all of them have already been shown to meet causal
reversibility, they automatically satisfy time reversibility too as they enjoy PPS.

Even if we started from an RMLTSI instead of a description provided in one
of the formalisms above, proving TR via CC and PPS may be simpler than the
direct proof of TR based on Theorem 1(3). One reason is that the latter requires
identifying all the cycles in the RMLTSI while the former works with commuting
squares. The other is that, following [20, Propositions 3.6 and 3.4], CC can be
proven by showing that the RMLTSI meets the square property – whenever two
coinitial transitions are independent then there exist two transitions respectively
composable with the previous two such that a commuting square is obtained –
backward transitions independence – any two coinitial backward transitions are
independent – and well foundedness – there are no infinite backward paths. Note
that if this sufficient condition for CC does not apply to the RMLTSI, it can
nevertheless provide some diagnostic information, in the form of which of the
three properties fails and for which transitions, that could be useful for TR.

We conclude by mentioning that the proof of our main result has been veri-
fied with the assistance of the interactive theorem prover Matita [1]. The proof
does not make use of the irreflexivity of the independence relation ι over the
transitions of the RMLTSI. As far as the properties considered in the present
paper are concerned, this means that it is safe to assume every transition to be
independent from itself, which is consistent with the fact that a path formed
by a single transition is causally equivalent to itself due to the reflexivity of �.
We finally observe that the requirement of being stationary does not mean that
the state space of the CTMC underlying the RMLTSI has to be finite.

4 An Application to the Dining Philosophers Problem

4.1 The Problem

Dining philosophers [6] is a classical concurrency problem, which is formulated
as follows. There are k ≥ 2 philosophers sitting around a circular table, who
alternately think and eat. At the center of the table there is a large plate of
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noodles. A philosopher needs two chopsticks to take and eat a helping of noodles.
Unfortunately, only k chopsticks are available, with a single chopstick being
placed between each pair of philosophers and every philosopher being allowed to
use only the neighboring chopsticks, i.e., the one on the right and the one on the
left. Since each pair of adjacent philosophers is forced to share one chopstick,
but two of them are required to eat, it is necessary to set up an appropriate
synchronization policy for governing the access of philosophers to chopsticks.

If the philosophers behave the same – i.e., everyone thinks, takes the right
chopstick, takes the left chopstick, eats, releases the left chopstick and, finally,
releases the right chopstick – then a deadlock may occur. There are several
solutions to the dining philosophers problem, such as breaking the symmetry
among the philosophers – by letting one of them to get the chopsticks in a
different order – or introducing randomization with respect to the order in which
chopsticks are taken – by having every philosopher flipping a coin. In particular,
the algorithm in which every philosopher takes the right and left chopsticks in
one atomic operation is one of the most well known and studied in the literature,
even from a quantitative point of view (see, e.g., [44] and the references therein).

4.2 The RMLTSI Model

In our reversible setting, we consider the case in which every philosopher, after
taking the right chopstick, may also release it without eating, which happens
when the left one is not available within a short amount of time. This can be
viewed as the abortion of an operation because of a timeout expiration.

More formally, let Ik = {1, . . . , k} for k ≥ 2 be the index set for philosophers,
with index increments and decrements being circular, i.e., i+ 1 = 1 when i = k
and i− 1 = k when i = 1. The RMLTSI DPk describing the dining philosophers
problem with k philosophers and k chopsticks, which is illustrated in Figure 1 for
k = 2 (backward actions coincide with the forward ones), is defined as follows:

– The set of states is:

Sk = {(n1, . . . , nk) ∈ {0, 1, 2}k |
k∑
i=1

ni ≤ k, ni = 2⇒ ni+1 = 0 for i ∈ Ik}

where ni ∈ {0, 1, 2} denotes the number of chopsticks held by philosopher i,
who is eating iff ni = 2, and (0, . . . , 0) is the initial state.

– The set of actions is:
Ak = {pri , pli | i ∈ Ik}

where pi stands for pick up in the forward direction or put down in the
backward direction (taking and releasing chopsticks are inverse operations),
r stands for right, and l stands for left.

– The set of rate metavariables is:
{λi, µi, ξri , ξli | i ∈ Ik}

where λi accounts for the thinking time and the time to take the right chop-
stick, µi describes the eating time and the time to release the left chopstick,
and ξri (resp. ξli) models the time to release the right (resp. take the left)
chopstick; clearly φ� ψ, hence 1/φ� 1/ψ, for φ ∈ {λi, µi} and ψ ∈ {ξri , ξli}.
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– The transition relation −→ comprises forward transitions of the form:

tri : (n1, . . . , ni, . . . , nk)
pri ,λi−−−→ (n1, . . . , ni + 1, . . . , nk) if ni = 0 ∧ ni−1 6= 2

tli : (n1, . . . , ni, . . . , nk)
pli,ξ

l
i−−−→ (n1, . . . , ni + 1, . . . , nk) if ni = 1 ∧ ni+1 = 0

representing the fact that the i-th philosopher thinks and picks the right
(resp. picks the left) chopstick up with action pri (resp. pli) at rate λi (resp. ξli)
when the philosopher to the right (resp. left) is not holding it.

– The transition relation 99K comprises the backward transitions tli and tri
corresponding to the forward transitions defined above:

tli : (n1, . . . , ni, . . . , nk)
pli,µi

9999K (n1, . . . , ni − 1, . . . , nk) if ni = 2

tri : (n1, . . . , ni, . . . , nk)
pri ,ξr
9999K (n1, . . . , ni − 1, . . . , nk) if ni = 1

representing the fact that the i-th philosopher eats and puts the left (resp.
puts the right) chopstick down with action pli (resp. pri ) at rate µi (resp. ξri )
when holding both chopsticks (resp. only the right chopstick).

– The independence relation ι is the smallest irreflexive and symmetric re-
lation over transitions satisfying the PCI property and such that for all
squares t, u, u′, t′ it holds that (t, u) ∈ ι. The commuting squares have all
one of the following forms or rotations thereof – depicted in Figure 2 –
where, for the sake of simplicity, we denote by (i : vi, j : vj) any state
(n1, . . . , ni, . . . , nj , . . . , nk) with ni = vi, nj = vj , 1 ≤ i, j ≤ k, and i 6= j:

• t : (i : 0, j : 0)
pri ,λi7−−−→ (i : 1, j : 0), u : (i : 0, j : 0)

prj ,λj7−−−→ (i : 0, j : 1),

u′ : (i : 1, j : 0)
prj ,λj7−−−→ (i : 1, j : 1), t′ : (i : 0, j : 1)

pri ,λi7−−−→ (i : 1, j : 1).

• t : (i : 1, j : 1)
pli,ξ

l
i7−−−→ (i : 2, j : 1), u : (i : 1, j : 1)

plj ,ξ
l
j7−−−→ (i : 1, j : 2),

u′ : (i : 2, j : 1)
plj ,ξ

l
j7−−−→ (i : 2, j : 2), t′ : (i : 1, j : 2)

pli,ξ
l
i7−−−→ (i : 2, j : 2).

• t : (i : 0, j : 1)
pri ,λi7−−−→ (i : 1, j : 1), u : (i : 0, j : 1)

plj ,ξ
l
j7−−−→ (i : 0, j : 2),

u′ : (i : 1, j : 1)
plj ,ξ

l
j7−−−→ (i : 1, j : 2), t′ : (i : 0, j : 2)

pri ,λi7−−−→ (i : 1, j : 2).

• t : (i : 1, j : 0)
pli,ξ

l
i7−−−→ (i : 2, j : 0), u : (i : 1, j : 0)

prj ,λj7−−−→ (i : 1, j : 1),

u′ : (i : 2, j : 0)
prj ,λj7−−−→ (i : 2, j : 1), t′ : (i : 1, j : 1)

pli,ξ
l
i7−−−→ (i : 2, j : 1).

4.3 Time Reversibility and Performance Evaluation

Based on the main result of this paper, we show that DPk meets TR by prov-
ing that it meets CC and PPS. As already mentioned in Section 3.3, CC can
in turn be proven by showing that DPk meets the square property, backward
transitions independence, and well foundedness [20]. The proof turns out to be
simple, especially compared to the direct proof that DPk meets TR based on
Theorem 1(3)

Proposition 4. For all k ∈ N≥2, DPk meets CC and PPS and hence TR.
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Fig. 1: RMLTSI DP2 – the overall behavior of two dining philosophers

Since DPk meets TR, by exploiting the partial balance equations in Theo-
rem 1(2) we derive a product-form expression for the steady-state probability
distribution πk. This allows us to perform a quantitative analysis of the DPk
problem by computing first the unnormalized steady-state probabilities as in
Proposition 5 and then their normalized expressions thanks to Proposition 6.

For simplicity, we assume the same rate metavariables λ, µ, ξr, ξl. The value
of the normalizing constant Gk is provided in the case ξr = ξl.

Proposition 5. For all n̄ = (n1, . . . , nk) ∈ Sk, we have πk(n̄) = 1
Gk
·
k∏
i=1

ni∏
j=1

(
δj
γj

)
where λi = δ1, ξri = γ1, ξli = δ2, µi = γ2 for all i ∈ Ik and Gk ∈ R>0.

Proposition 6. For ξr = ξl = ξ, Gk = k·
(
λ
ξ

)k−1

·2F1

(
1
2−

k
2 , 1−

k
2 ;−k;− 4ξ2

λµ

)
+(

λ
ξ

)k
·2F1

(
1
2−

k
2 ,−

k
2 ;−k;− 4ξ2

λµ

)
+
(

1+λ
µ

)
·
k−2∑
t=0

(
λ
ξ

)t
·
(
k
t

)
·2F1

(
1
2−

t
2 ,−

t
2 ;−k;− 4ξ2

λµ

)
where the hypergeometric function is defined as 2F1(u, v;x; z) =

∞∑
n=0

(u)n·(v)n
(x)n

· z
n

n!

with (q)n = q · (q + 1) · . . . · (q + n− 1) being the Pochhammer symbol.

We conclude by showing in Figure 3 the plots of the total throughput and
the normalized throughput of DPk, where by throughput we mean the average
number of philosophers completing the eating phase per unit of time:

Tk = µ ·
∑
n̄∈Sk

πk(n̄) · |{i ∈ Ik | ni = 2}|

= 1
Gk
· µ ·

k∑
t=2

bt/2c∑
e=0

e·(k−e)!
e!·(t−2·e)!·(k−t)! ·

(
λ
ξ

)t−2·e
·
(
λ
µ

)e
+

1
Gk
· µ ·

k−2∑
t=0

bt/2c∑
e=0

(e+1)·(k−e)!
e!·(t−2·e)!·(k−t)! ·

(
λ
ξ

)t−2·e
·
(
λ
µ

)e+1

= 1
Gk
· ξ

2

λ · (k − 1) ·
k∑
t=2

(
λ
ξ

)t
·
(
k−2
t−2

)
· 2F1

(
1− t

2 ,
3
2 −

t
2 ; 1− k;− 4·ξ2

λ·µ

)



14 M. Bernardo, I. Lanese, A. Marin, C. Mezzina, S. Rossi, C. Sacerdoti Coen

(i : 0, j : 0)

(i : 1, j : 0) (i : 0, j : 1)

(i : 1, j : 1)

(i : 2, j : 1)

(i : 1, j : 1)

(i : 1, j : 2)

(i : 2, j : 2)

(i : 0, j : 1)

(i : 1, j : 1) (i : 0, j : 2)

(i : 1, j : 2)

(i : 1, j : 0)

(i : 2, j : 0) (i : 1, j : 1)

(i : 2, j : 1)

pri , λi

ξri

prj , λj

ξrj

prj , λj

ξrj

pri , λi

ξri

pli, ξ
l
i

µi

plj , ξ
l
j

µj

plj , ξ
l
j

µj

pli, ξ
l
i

µi

pri , λi

ξri

plj , ξ
l
j

µj

plj , ξ
l
j

µj

pri , λi

ξri

pli, ξ
l
i

µi

prj , λj

ξrj

prj , λj

ξrj

pli, ξ
l
i

µi

Fig. 2: Commuting squares inside the RMLTSI DPk

The analysis of the model, obtained by applying the expression of Tk above,
illustrates the impact of the concurrency level on the throughput. In particular,
Figure 3b reveals that an odd number of philosophers has a negative impact on
the normalized throughput. Indeed, when passing from 2 to 3 philosophers, the
total throughput does not increase by a significant amount. This effect tends to
vanish as the number k of philosophers grows.

In conclusion, we observe that the reversible nature of DPk allows us to obtain
an explicit expression for the stationary distribution and for the throughput, in
contrast with non-reversible models that, in general, require a purely numerical
approach with higher computational complexity.

5 Conclusions

In this paper we have shown that CC and PPS ensure TR, thus validating the
conjecture according to which the Markovian process calculus of [3], which is
causally reversible by construction, is time reversible by construction as well.
This witnesses in turn the robustness of the method for reversing process calculi
of [33] with respect to both forms of reversibility.

In the future, we plan to investigate whether constraints less demanding than
PPS exist under which causal reversibility still implies time reversibility. More
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(a) Total throughput (b) Normalized throughput

Fig. 3: Numerical evaluation of the throughput of DPk for λ = 3, µ = 1, ξ = 20

interestingly, we would like to study the opposite direction, i.e., under which
conditions time reversibility implies causal reversibility.

For example, it is well known from [11], and stressed in [3], that birth-death
processes and their tree-like variants are time reversible. Furthermore, our result
shows that also concurrent variants satisfying PPS are time reversible. In these
stochastic processes there is an order on states such that causality can never
be violated when going backwards. However, a notion of independence between
transitions departing from the same state is lacking, essentially because those
transitions are such that the death (backward) transition retracts the premises
(causes) for the birth (forward) transition.

Moreover, if we consider a circular variant of birth-death process, which may
not be necessarily time reversible if backward rates are not equal to their corre-
sponding forward rates, the number of performed death (backward) transitions
may exceed the number of performed birth (forward) transitions. In the termi-
nology of [20], this amounts to a violation of well foundedness, i.e., the absence
of infinite backward paths, which is exploited to prove causal reversibility.

From a practical point of view, we plan to exploit our techniques to simulate
biochemical systems, which are naturally reversible (as shown, e.g., in [34,35])
since the direction of computation depends on physical conditions such as tem-
perature or pressure.

MARCO: Applicazioni del risultato a sistemi biologici e random walk.

Data availability. The machine-checkable proof of the result in Section 3 has
been accepted by the QEST 2023 artifact evaluation and is available at https:
//github.com/sacerdot/Causal2TimedFormalization.
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A Proofs of Results

Proof of Proposition 3.
If state s admits a forward self-loop, i.e., s

a−→ s, then due to the loop property

s admits also the corresponding backward self-loop, i.e., s
a
99K s, and vice versa.

The two self-loops are coinitial and cofinal, hence under CC they are causally
equivalent, but a path of length 1 is causally equivalent only to itself according
to Definition 4. Therefore, under CC there cannot be self-loops.

Proof of Lemma 1.
Since ω and ω′ are coinitial and cofinal, from CC it follows that ω � ω′.
We proceed by induction on the number n ∈ N of swap and cancellation
operations necessary to achieve ω � ω′.
If n = 0 then ω = ω′ and the result trivially follows.
Let n > 0 and suppose that the result holds for all coinitial and cofinal paths
whose causal equivalence can be established with at most n−1 operations. There
are two cases depending on the first operation applied to derive ω � ω′:

Swap: The paths ω and ω′ differ with respect to a commuting square t, u, u′, t′

for the fact that one traverses the square along subpath t u′ while the other
along subpath u t′, i.e., ω = ω1 t u

′ ω2 and ω′ = ω′1 u t
′ ω′2. Therefore:

– rateprod(ω) = rateprod(ω1) · rate(t) · rate(u′) · rateprod(ω2).
– rateprod(ω) = rateprod(ω2) · rate(u′) · rate(t) · rateprod(ω1).
– rateprod(ω′) = rateprod(ω′1) · rate(u) · rate(t′) · rateprod(ω′2).
– rateprod(ω′) = rateprod(ω′2) · rate(t′) · rate(u) · rateprod(ω′1).

Since ω1 and ω′1 (at the beginning of ω and ω′) as well as ω2 and ω′2 (at the
end of ω and ω′) form a pair of coinitial and cofinal paths requiring less than
n operations, from the induction hypothesis we derive that:

– rateprod(ω1) = rateprod(ω1) iff rateprod(ω′1) = rateprod(ω′1).
– rateprod(ω2) = rateprod(ω2) iff rateprod(ω′2) = rateprod(ω′2).

Therefore rateprod(ω) = rateprod(ω) iff rateprod(ω′) = rateprod(ω′) because
rate(t)·rate(u′) = rate(u)·rate(t′) as well as rate(u′)·rate(t) = rate(t′)·rate(u)
by virtue of PPS.

Cancellation: The paths ω and ω′ differ for the fact that one of them, say ω,
contains the subpath t t while the other does not. Therefore:

– rateprod(ω) = rateprod(ω1) · rate(t) · rate(t) · rateprod(ω2).
– rateprod(ω) = rateprod(ω2) · rate(t) · rate(t) · rateprod(ω1).
– rateprod(ω′) = rateprod(ω′1) · rateprod(ω′2).
– rateprod(ω′) = rateprod(ω′2) · rateprod(ω′1).

Since ω1 and ω′1 (at the beginning of ω and ω′) as well as ω2 and ω′2 (at the
end of ω and ω′) form a pair of coinitial and cofinal paths requiring less than
n operations, from the induction hypothesis we derive that:

– rateprod(ω1) = rateprod(ω1) iff rateprod(ω′1) = rateprod(ω′1).
– rateprod(ω2) = rateprod(ω2) iff rateprod(ω′2) = rateprod(ω′2).

Therefore rateprod(ω) = rateprod(ω) iff rateprod(ω′) = rateprod(ω′).
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Proof of Theorem 2.
Since a cycle ω is not empty by definition, it contains at least one transition.
Let t be its first transition. Since ω and tt are coinitial and cofinal, from CC it
follows that ω � tt. Since the reverse path of tt is formed by the reverse of t
followed by the reverse of t and hence coincides with tt itself, the product of the
rates along tt and its reverse is the same. Then from Lemma 1 it immediately
follows that rateprod(ω) = rateprod(ω).

Proof of Corollary 1.
A straightforward consequence of the necessary and sufficient condition for TR
recalled in Theorem 1(3).

Proof of Proposition 4.
To prove CC, according to [20, Propositions 3.6 and 3.4] it suffices to show that
DPk meets the following three properties:

Square property: By construction, since the only independent transitions are
the ones inside the commuting squares in Figure 2.

Backward transitions independence: Let us consider two coinitial back-
ward transitions. By inspection they both end up with releasing a chopstick
and need to be executed by two philosophers i and j with i 6= j. Therefore,
executing either transition does not disable the other, as the enabling condi-
tion is local to the philosopher releasing the chopstick. Moreover, executing
them in any order does not change the final result, as either transition only
changes the state of the philosopher releasing the corresponding chopstick.
In conclusion, the two transitions result in a square, hence by definition of ι
they are independent as required.

Well foundedness: Since the RMLTSI DPk is finite state, we only need to
show that there are no cycles composed of backward transitions. This fol-
lows by noticing that each backward transition releases a chopstick and the
number of chopsticks is finite.

PPS trivially holds as can be seen on the commuting squares in Figure 2.
TR finally follows by virtue of Corollary 1 because the CTMC underlying DPk
is ergodic – as DPk is finite state and strongly connected thanks to the loop
property – and hence stationary.

Proof of Proposition 5.
For every philosopher there are only four transitions, all of which are local,
i.e., do not involve other philosophers. Two transitions are forward with rates
δ1 and δ2 (picking chopsticks up) and two are backward with rates γ1 and γ2

(putting chopsticks down).
If philosopher h ∈ Ik picks the right chopstick up, then DPk moves from state n̄
with nh = 0 to state n̄ + ēh, where ēh is a vector of 0’s with a 1 in position h.
Therefore, the partial balance equation associated with the considered transition
is the following (where the value δ1

γ1
for i = h is removed on the left because

nh = 0 and j starts from 1, while it is then reintroduced on the right because
nh = 1 there):
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δ1 · 1
Gk
·
k∏
i=1
i6=h

ni∏
j=1

(
δj
γj

)
= γ1 · 1

Gk
·
(
δ1
γ1

)
·
k∏
i=1
i6=h

ni∏
j=1

(
δj
γj

)
If philosopher h picks the left chopstick up too, thus bringing nh from 1 to 2,
then the associated partial balance equation is the following (where on the right
also δ2

γ2
is reintroduced because nh = 2 there):

δ2 · 1
Gk
·
(
δ1
γ1

)
·
k∏
i=1
i6=h

ni∏
j=1

(
δj
γj

)
= γ2 · 1

Gk
·
(
δ1
γ1

)
·
(
δ2
γ2

)
·
k∏
i=1
i6=h

ni∏
j=1

(
δj
γj

)
The last two cases consider the transitions in which philosopher h puts the left
and right chopsticks down and are respectively identical to the latter and the
former above.
Since πk as defined in the proposition statement satisfies all the aforementioned
partial balance equations for any h ∈ Ik and sums to 1 due to the presence of Gk,
it turns out that πk is the steady-state probability distribution of DPk.

Proof of Proposition 6.
In order to compute Gk, we partition Sk as:

Sk =
k⋃
t=0

bt/2c⋃
e=0

St,ek

where:

St,ek = {(n1, . . . , nk) ∈ {0, 1, 2}k |
k∑
i=1

ni = t and
k∑
i=1

1|ni=2 = e}

with 1|ni=2 = 1 if ni = 2, otherwise it is 0.
Since for all n̄ ∈ St,ek it holds that:

πt,ek (n̄) =
(
λ
ξ

)t−2·e
·
(
λ
µ

)e
we can compute Gk, by applying standard algebraic manipulations, as follows:

Gk =
k∑
t=0

bt/2c∑
e=0

∑
n̄∈St,e

k

πt,ek (n̄)

=
k∑
t=0

bt/2c∑
e=0

(k−e)!
e!·(t−2·e)!·(k−t)! ·

(
λ
ξ

)t−2·e
·
(
λ
µ

)e
+

k−2∑
t=0

bt/2c∑
e=0

(k−e)!
e!·(t−2·e)!·(k−t)! ·

(
λ
ξ

)t−2·e
·
(
λ
µ

)e+1

= k ·
(
λ
ξ

)k−1

· 2F1

(
1
2 −

k
2 , 1−

k
2 ;−k;− 4·ξ2

λ·µ

)
+(

λ
ξ

)k
· 2F1

(
1
2 −

k
2 ,−

k
2 ;−k;− 4·ξ2

λ·µ

)
+

(
1 + λ

µ

)
·
k−2∑
t=0

(
λ
ξ

)t
·
(
k
t

)
· 2F1

(
1
2 −

t
2 ,−

t
2 ;−k;− 4·ξ2

λ·µ

)
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