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Abstract

Motion segmentation is one of the main tasks in com-
puter vision and is relevant for many applications. The op-
tical flow (OF) is the input generally used to segment every
frame of a video sequence into regions of coherent motion.
Temporal consistency is a key feature of motion segmenta-
tion, but it is often neglected. In this paper, we propose an
original unsupervised spatio-temporal framework for mo-
tion segmentation from optical flow that fully investigates
the temporal dimension of the problem. More specifically,
we have defined a 3D network for multiple motion segmen-
tation that takes as input a sub-volume of successive opti-
cal flows and delivers accordingly a sub-volume of coher-
ent segmentation maps. Our network is trained in a fully
unsupervised way, and the loss function combines a flow
reconstruction term involving spatio-temporal parametric
motion models, and a regularization term enforcing tempo-
ral consistency on the masks. We have specified an easy
temporal linkage of the predicted segments. Besides, we
have proposed a flexible and efficient way of coding U-nets.
We report experiments on several VOS benchmarks with
convincing quantitative results, while not using appearance
and not training with any ground-truth data. We also high-
light through visual results the distinctive contribution of
the short- and long-term temporal consistency brought by
our OF segmentation method.

1. Introduction

Motion segmentation is a key topic in computer vision
that arises as soon as videos are processed. It may be a
goal in itself. More frequently, it is a prerequisite for dif-
ferent objectives as independent moving object detection,
object tracking, or motion recognition, to name a few. It is
also widely leveraged in video object segmentation (VOS),
but most often coupled with appearance. Motion segmen-
tation is supposed to rely on optical flow as input. Indeed,
the optical flow carries all the information on the movement

between two successive images of the video.
Clearly, the motion segmentation problem has a strong

temporal dimension, as motion is generally consistent
throughout the video, at least in part of it within video shots.
The use of one optical flow field at each given time instant
may be sufficient to get the segmentation at frame t of the
video. However, extending the temporal processing win-
dow can be beneficial. Introducing temporal consistency
in the motion segmentation framework is certainly useful
from an algorithmic perspective: it may allow to correct lo-
cal errors or to predict the segmentation map at the next
time instant. Beyond that, temporal consistency is an in-
trinsic property of motion that is essential to involve in the
formulation of the motion segmentation problem.

In this paper, we propose an original method for multiple
motion segmentation from optical flow, exhibiting temporal
consistency, while ensuring accuracy and robustness. To the
best of our knowledge, our optical flow segmentation (OFS)
method is the first one to involve short- and long-term tem-
poral consistency. We are considering a fully unsupervised
method, which overcomes tedious or even unfeasible man-
ual annotation and provides a better generalization power to
any type of video sequences.

The main contributions of our work are as follows. We
adopt an explicit space-time approach. More specifically,
our network takes as input a sub-volume of successive opti-
cal flows and delivers accordingly a sub-volume of coherent
segmentation maps. Our network is trained in a completely
unsupervised manner, without any manual annotation or
ground truth data of any kind. The loss function combines
a flow reconstruction term involving spatio-temporal para-
metric motion models defined over the flow sub-volume,
and a regularization term enforcing temporal consistency on
the masks of the sub-volume. Our method also introduces a
latent represention of each segment motion and enables an
easy temporal linkage between predictions. In addition, we
have designed a flexible and efficient coding of U-nets.

The rest of the paper is organized as follows. Section 2 is
devoted to related work. In Section 3, we describe our unsu-
pervised 3D network for multiple motion segmentation em-



bedding temporal consistency. Section 4 collects details on
our implementation. In Section 5, we report results on sev-
eral VOS benchmarks with a comparison to several existing
methods. Finally, Section 6 contains concluding remarks.

2. Related work
Motion segmentation can be addressed in different ways.

It can be 2D in the image sequence, or 3D in the scene.
Here, we will deal with 2D motion segmentation from op-
tical flow. Motion segmentation can be understood from
a general perspective as the motion-based partitioning of a
video frame, or according to more dedicated goals as the
detection of independently moving objects.

Motion segmentation has been investigated for decades
[23, 25, 48]. Very first attempts in the 90’s took two suc-
cessive images as input. Consequently, they involved both
the estimation of parametric motion models from images
for each segment, usually affine motion models, and the
segmentation of the image, which was a difficult egg-and-
chicken problem. It was solved using either clustering [41],
Markov random fields (MRF) and robust estimation [28],
maximum likelihood estimation and MDL criterion [2], or
later, level-set formulation [7, 39].

Since then, accurate and efficient methods for estimat-
ing optical flow have become available. As a consequence,
motion segmentation methods can consider optical flow as
a reliable input. Another change is nowadays the obvious
supremacy of deep learning methods in computer vision.

Different kinds of neural networks have been considered
for motion segmentation, but often with a two-mask seg-
mentation objective only. An adversarial architecture is de-
signed in [46] to generate a hiding mask on the input opti-
cal flow, while an inpainter network attempts to recover the
flow within the mask. The idea is that the optical flow can-
not be reconstructed from the surrounding optical flow, if
the mask corresponds to an independent motion, and conse-
quently, constitutes a different segment. In [45], the authors
used a transformer module, more specifically, the slot at-
tention mechanism introduced in [20]. Also, the loss func-
tion comprises a flow reconstruction term and an entropy
term to make masks as binary as possible. A different ap-
proach was followed in [44] that can address multiple mo-
tion segmentation. Stacked deep multi-layer perceptrons
were designed to learn nonlinear subspace filters, the mo-
tion segmentation problem being solved at inference by ap-
plying K-means to the output embeddings. Recently, we
derived the network loss function and the training proce-
dure, for unsupervised multiple motion segmentation, from
the Expectation-Maximization (EM) framework, while us-
ing spatial quadratic motion models [24].

Let us also mention the competitive collaboration
scheme between several networks, proposed in [33]. The
goal was to segment independent moving objects from the

estimation of optical flow, depth and camera pose, achieved
by dedicated networks, and the computation of the resulting
static scene flow, i.e., the apparent motion of the static parts
of the scene viewed by a moving camera.

The VOS problem has also leveraged motion segmen-
tation. However, VOS focuses on the segmentation of pri-
mary objects, moving in the foreground of a scene through-
out a video and possibly tracked by the camera [42]. VOS
ground truth is defined as a binary segmentation, i.e.,
(single) primary moving object versus background, in the
DAVIS2016 benchmark that is representative of the VOS
task [32]. The common approach for VOS is to jointly
take into account appearance and motion. Best perform-
ing methods are supervised or semi-supervised CNN-based
ones, as proposed in [5, 8, 10, 15, 21, 35, 38, 49]. Unsuper-
vised methods have also been considered in [24,45–47], the
two first ones using motion only. Classical approaches were
previously designed for that task, for instance in [14, 31].

The temporal dimension of the motion segmentation
problem has been somewhat considered in various ways.
First, regarding classical approaches, in [28] the motion par-
tition at time t was predicted from the one obtained at time
t− 1 using the affine motion models estimated between im-
ages t − 1 and t for each segment, within a robust MRF-
based method. The authors in [36] showed that it was ben-
eficial to introduce temporal layer constancy over several
frames to perform motion segmentation in a MRF-based
and graph-cut optimization framework. In [27], large time
windows were taken into account, allowing the use of point
trajectories within a spectral clustering method but resulting
in sparse displacement fields.

More recently, regarding deep learning approaches, seg-
mentation at a given time instant t is enforced during the
training phase of the network designed in [45], by consid-
ering several time pairs involving instants before and after
t and their corresponding optical flow fields. In [17], the
scope is a bit different, since the authors deal with amodal
segmentation, i.e., the recovery of the whole object even
in case of occlusion or temporary static state. To this end,
they introduce a multi-frame analysis comprising a trans-
former encoder, while using synthetic ground truth for train-
ing involving human annotation. In the same vein, multiple
object segmentation is addressed in [43] with the addition
of depth-ordered layer representation. A self-supervised
model for VOS has been very recently proposed in [9],
taking several consecutive RGB frames as input. Optical
flow is computed at training time. Furthermore, a tempo-
ral consistency term is added in the loss function. How-
ever, the temporal consistency is not applied to two consec-
utive segmentation maps, but for different pairings between
frame t and another (more or less distant) frame. In [10],
temporal feature propagation is an important component of
the framework of spatio-temporal transformers designed for



video object segmentation.

Another way to integrate the evolution of the video is to
involve memory modules, as in [38] where a two-stream
neural network, encompassing spatial and temporal fea-
tures, is equipped with an explicit memory designed with
convolutional gated recurrent units. Memory networks that
can be trained end-to-end are leveraged in [29] for semi-
supervised VOS. The memory is fed by frames with ob-
ject masks and can be dynamically updated. Memory is
introduced through a recurrent network for zero-shot VOS
in [40]. It is fully end-to-end trainable and involves both the
spatial and temporal domains.

Video prediction, a topic of growing importance sur-
veyed in [30], can also be mentioned in this discussion. The
objective is to forecast future frames of a video sequence
from several past frames. The authors of [1] concentrate
on the prediction of the transformations between successive
images, represented by affine models, to generate the next
frame of the sequence. In [13], the proposed framework
handles in different ways predictable moving regions and
disoccluded regions, from a confidence factor evaluated af-
ter warping. The latter regions are predicted by a dedicated
inpainting network. Motion related to actions is predicted
from previous frames in [12] in the context of robot inter-
actions, which enables to be partially invariant to object ap-
pearance. In [22], convolutional features of the Mask R-
CNN instance segmentation model are predicted to produce
the segmentation of future frames. Other works proposed
LSTM networks for semantic segmentation [26], and local
frequency domain transformer networks [11]. In a different
perspective, the prediction of probable motion patterns is
used at the training stage in [6], as a cue to learn objectness
from videos.

Our fully unsupervised approach differs from these pre-
vious works in several respects. We rely only on optical
flow and take a sub-volume of OF fields as input, provid-
ing a sub-volume of consistent segmentation maps. More-
over, we introduce space-time parametric motion models
and temporal consistency between consecutive masks.

3. Motion segmentation method

We have designed a 3D convolutional network for mul-
tiple motion segmentation from optical flow. The network
takes a sub-volume of several successive optical flow fields
as input. Temporal consistency is expressed in two main
ways at the training stage. Firstly, we introduce space-time
parametric motion models to represent the flow in each seg-
ment over the space-time sub-volume. Secondly, we define
a regularization term in the loss function enforcing stable
labeling of the motion segments over the sub-volume.

3.1. Spatio-temporal parametric motion model

For each motion segment k from a set of K segments, we
define a spatio-temporal parametric motion model f̃θk,αk

in
the (x, y, t) volume of the sequence, introducing a tempo-
ral variation of each spatial parameter of the model. For
instance, if we consider an affine spatio-temporal motion
model, it is given by:

f̃θk,αk
(x, y, t) = (θk1

+ αk1
t+ (θk2

+ αk2
t)x+ (θk3

+ αk3
t)y,

θk4 + αk4t+ (θk5 + αk5t)x+ (θk6 + αk6t)y)
T , (1)

where θk = (θk1
, .., θk6

) corresponds to the spatial part of
the motion model, and αk = (αk1

, .., αk6
) its temporal ex-

tension to account for possible variations of the flow over
time. By developing eq.(1), an equivalent formulation is:

f̃θk,αk
(x, y, t) = (θk1

+ θk2
x+ θk3

y + αk1
t+ αk2

xt+ αk3
yt,

θk4 + θk5x+ θk6y + αk4t+ αk5xt+ αk6yt)
T . (2)

Similar expressions can be straightforwardly defined for
any spatio-temporal quadratic motion model.

The spatio-temporal motion model encompasses the suc-
cessive locations of segment k in the sub-volume. In prac-
tice, we take a sub-volume of three flow fields sampled ev-
ery τ time instants, i.e., at t − τ, t, and t + τ . A typical
value for τ is 1, that is, a triplet of three consecutive flows,
but, other values can be chosen. If τ is positive, respec-
tively negative, it means that we proceed forward, respec-
tively backward, in time. We can cope with a single τ value,
or with several ones jointly, all the triplets being centered on
t. Other types of sub-volumes could be handled as well.

3.2. Network architecture

The overall principle of our unsupervised 3D multiple
motion segmentation network is illustrated in Fig.1. It is
based on the U-net architecture [34]. The network takes a
sub-volume of flow fields as input around time t and jointly
predicts the sub-volume of segmentation maps, while en-
forcing temporal consistency on them. One possibility is
to keep only the segmentation map mt, and the process is
performed again at the next time instant t + 1. However,
alternatives can be considered, as keeping the three maps.

3.3. Loss function

The loss function of our 3D motion segmentation
network is composed of two terms: a segment-wise
flow reconstruction term and a temporal consistency
one on the predictions. The first term, denoted Lr,
expresses how the estimated parametric motion models
fit the input optical flow within each segment. It writes:

Lr = 1
3

∑
s∈{−τ,0,τ}

∑
i∈I

K∑
k=1

mk(i,t+s)∥f(i,t+s)−f̃θk,αk
(i,t+s)∥1∑

i∈I
∥f(i,t+s)∥1

, (3)



Figure 1. Principle diagram of our space-time multiple motion
segmentation network ψ, taking as input a space-time sub-volume
composed of three flow fields sampled every τ time instants and
delivering a sub-volume of three coherent segmentation maps.

where i = (x, y) is a site of the image grid I, K is
the number of motion layers or segments, f(i, t) is the flow
vector at site i and time instant t, and mk(i, t) denotes the
probability of site i to belong to motion segment k at time
t, that is, the prediction (or output) of the motion segmen-
tation network. ft will designate the optical flow field at
time t, ft = {f(i, t), i ∈ I}. We use the robust norm L1

to overcome the presence of outliers in the motion segment,
especially at the beginning of the training when segments
are not yet well extracted, and to mitigate possibly wrong
flow vectors, around motion discontinuities in particular.

The second term, denoted Lc, enforces temporal consis-
tency of the motion segments. To do this, the probability of
site i to belong to segment k is assumed to be stable over
time within the considered triplet. We have:

Lc =
1

2K|I|
∑
i∈I

K∑
k=1

(|mk(i, t− τ)−mk(i, t)|

+ |mk(i, t)−mk(i, t+ τ)|), (4)

where |I| designates the number of sites over the image grid
I. For the sake of simplicity, we have adopted an Eulerian
standpoint [3], that is, we compare segment labels over time
at any given site i of the image grid. In fact, every point is
likely to move and a Lagrangian standpoint [3] would be
more appropriate. It would require the use of the optical
flow vectors to track every point over time. However, the
computed flow field may be imprecise or even erroneous
at some points, and besides, interpolation operations would
be necessary since the flow components take on real values.
The Eulerian temporal constraint does not mean that the site
should be static within the triplets, but it works as long as
the site lies on the overlap of the successive positions of the
moving parts. However, it does not make sense on occluded
or disoccluded parts. This justifies the use of the L1 norm
to deal with the latter configuration.

We further prevent from enforcing the temporal consis-
tency over occlusion areas by ignoring sites i in the sum-
mation over I in eq.(4) that exhibit a large temporal flow
difference. More precisely, we set a threshold λ so that a
quantile η of sites i is discarded as follows:

p(∥f(i, t+ τ)− f(i, t)∥1 ≥ λ) ≤ η. (5)

In practice, we take η = 1%. In doing so, we make an
implicit assumption on the overall surface of the occlusion
areas, but it seems reasonable for the datasets we deal with.
The loss function is the sum of the two terms:

L = Lr + βLc. (6)

We simply set β = 1, since the two terms of the loss func-
tion are properly normalized.

With our approach, we can easily infer a temporal link-
age between successive predictions, as explained below.

3.4. Segment selection for evaluation

To evaluate our method and compare it with similar un-
supervised methods, we use VOS benchmarks as a substi-
tute for optical flow segmentation (OFS) benchmarks, as no
such benchmarks are available. The two tasks are close.
However, the VOS one is attached to the notion of a primary
object of interest moving in the foreground (sometimes, a
couple of objects). As a consequence, we have to select the
right segments to cope with the binary ground truth of the
VOS benchmarks, as described below.

First, we link throughout the video the K segments ob-
tained at each instant t. The fact that we proceed with sub-
volumes imposing common segment labels within the sub-
volume, and that consecutive sub-volumes share two masks,
helps us establish the temporal linkage. We link segments
from one time instant to the next one, using the IoU mea-
sure (intersection over union) as linkage criterion. This is
achieved throughout the video by sub-sequences, and then,
the comparison of the K segments with the ground truth
is done at this sub-sequence level, enforcing the temporal
dimension of our approach.

This procedure is applied on the three datasets
DAVIS2016, SegTrackV2 and FBMS59. In practice, we
take sub-sequences of 10 frames. The segment association,
required to compute the Jaccard score, leverages the ground
truth, but with the notable fact that it is done only once at the
sub-sequence level, which shows the ability of our method
to supply long-term stability.

Let us mention that we are able to infer another infor-
mation related to motion. We can generate a latent rep-
resentation of the segment motion. More specifically, this
latent representation χ(Si) of segment Si is defined as the
average value of the latent vectors, normalized in mean and
variance, of the segment sites. In future work, we could es-
tablish a motion similarity measure between two segments



Si and Sj , given by the dot product of their respective la-
tent representations χj and χj . This motion similarity could
be used in the temporal linkage of the segments in addition
to IoU, or to merge segments, especially if we take a large
value for the mask number K.

More details on the different items presented in this sub-
section are provided in the supplementary material.

4. Implementation
4.1. Network coding

In this work, we explored different ways of dealing with
the input optical flow volume and especially different in-
teractions between time steps. We also wanted to use a
multi-resolution structure to segment large inputs while pre-
serving fine-grain details. In order to easily handle these
different options, we developed an original and flexible im-
plementation1 of a U-net based on the decomposition of its
structure into five modules as described in Fig.2.

The skeleton of our network is a version of the classi-
cal U-net calling abstract instances of these modules and
applying error checks to control their output. Using our im-
plementation, one can easily instantiate a novel architecture
by solely implementing desired modules without getting in-
volved in the core steps of the U-net. Since all U-net blocks
are composed of the same modules, we can stack them mak-
ing the code needed to implement a new architecture mini-
mal. The input and bottleneck layers of the U-net are han-
dled seamlessly by using a part of provided modules.

This framework makes it straightforward to implement
a multidimensional U-net, to incorporate various transfor-
mations in the transit layer (e.g., transformer as in [43] or
recurrent CNN as in [26]), or to change the sampling or up-
sampling steps, keeping the same general skeleton between
all these different architectures. For example, in our work,
we implemented a version of downsampling and upsam-
pling that is applied only on the spatial dimension, while
double convolutions are applied on both the spatial and tem-
poral dimensions. The proposed implementation encom-
passes many of the solutions described in Section 2, and
allows new ideas to be tested quickly and in a standardized
way. It is also applicable beyond motion segmentation. We
will make the code available in an open source repository.

4.2. Implementation details

As in [24, 45], we adopt the RAFT method [37] to com-
pute the optical flow fields. More specifically, we use the
RAFT implementation2 with network weights fine-tuned on
the MPI Sintel dataset [4]. We downsample them to feed
the network with 128×224 vector fields as input. Thus, we
achieve much more efficient training and inference stages.

1https://github.com/Etienne-Meunier-Inria/GeneralUnet
2https://github.com/princeton-vl/RAFT

Figure 2. Diagram of the prototype layer in our implementation
of the U-net. “Double-Conv Left” and “Double-Conv Right” are
applying several transformations of the feature maps after down-
scaling and before upscaling respectively. In classical U-net archi-
tecture, it is a 2D convolution kernel applied on the spatial dimen-
sion followed with a batch norm. “Down” is a downscaling layer
that reduces the spatial dimension of the feature map. In classical
U-net architecture, it is implemented using max pooling 2D. “Up”
is a block that increases the dimension of the feature map usu-
ally implemented with bilinear interpolation or transposed convo-
lution. “Transit” is the connection between the down path and the
up path. In classical U-net architecture, it is a skip connection.

The output segmentation maps are then upsampled to the
original frame size for evaluation w.r.t. the ground truth.

Regarding the estimation of the spatio-temporal para-
metric motion model, since the x and y coordinates are nor-
malized within [0, 1], we apply a similar normalization for
the t coordinate. For instance, if we set τ = 1, we get
as normalized time values: t − 1 = −0.33, t = 0, and
t+1 = 0.33. We use the full quadratic motion model, with
12 spatial parameters and 12 temporal ones, in all the re-
ported experiments. This type of motion model enables to
account for complex depth surfaces and movements.

We use only the prediction mk(i, t) of the network ob-
tained when considering the flow triplet (ft−τ , ft, ft+τ ) to
decide to which segment k site i belongs to at time instant
t. More precisely, we select for each point i the segment k̂
with the highest probability. In all the experiments reported
in Section 5, we simply use a single value for τ , τ = 1. We
refer the reader to the supplementary material for possible
alternatives. Let us recall that negative values of τ mean that
we proceed backward in time. A combinaison of several τ
values could also be used (see the supplementary material).

4.3. Data augmentation and network training

We perform two types of data augmentation. The first
one consists in adding a global flow to the input flow as done
in [24]. The global flow is given by a full spatio-temporal
motion model whose parameters are chosen at random. We
just make sure that the added global flow is roughly equiv-
alent in magnitude to the initial flow. The same global flow



Network Spatial quadratic Loss without Our full
modification motion model Lc method

J ↑ 70.5 33.1 73.2

Table 1. Ablation study for two main components of our method.
Only one component is modified at a time. J is computed on the
DAVIS2016 validation set.

is added to the three flow fields of the input sub-volume.
This type of data augmentation allows us to mimic different
camera motions, enforcing that the motion segments are in-
dependent of it. For the second type of data augmentation,
we corrupt one input flow out of the three ones. The idea is
to simulate a poorly estimated flow field and to compel the
temporal consistency to compensate.

Our motion segmentation method is entirely unsuper-
vised. We do not perform any manual annotation in all the
experiments. We train the 3D motion segmentation network
on the training set of DAVIS2016, once for all. Moreover,
the stopping epoch is selected from the loss function evalu-
ated on the DAVIS2016 validation set. We use Adam opti-
mizer with a learning rate of 10−4 to train the 3D network.
The estimation of the parameters {θk, αk, k = 1,K} of the
motion models is achieved with the Pytorch implementation
of L-BGFS [19]. Let us recall that we estimate the paramet-
ric motion models only at training time.

Our method is very efficient at test time. For the model
(small U-Net 3D), the computational time amounts on aver-
age to 114 fps on a P100. The impact is negligible regard-
ing the number K of masks used since only the final layer
is modified, and it is proportional to the frame size |I|.

5. Experimental results
5.1. Datasets

We have carried out experiments on three VOS datasets:
DAVIS20163 [32], SegTrackV24 [18], and FBMS59 [27].

DAVIS2016 consists of 50 videos (and 3455 frames) that
are split in a training set of 30 videos and a validation set of
20 videos. They contain diverse moving objects. Only the
primary moving object is annotated in the ground truth. The
criteria for evaluation on this dataset are the Jaccard score
(denoted J ), and the contour accuracy score (denoted F).

SegTrackV2 includes 14 videos (with a total of 1066
annotated frames), and FBMS59 contains 59 videos (720
annotated frames), both involving one moving object but
sometimes a couple of moving objects. For FBMS59, we
use the 30 sequences of the validation set for evaluation. As
done in [45], if there are several moving objects, we group
them into a single foreground mask for evaluation.

3https://davischallenge.org/index.html
4https://paperswithcode.com/dataset/segtrack-v2-1

5.2. Ablation study

We have conducted an ablation study to assess two main
components of our method related to the temporal dimen-
sion. We proceeded by modifying only one component at a
time. The two network components concerned are: i) use of
a spatial quadratic motion model per frame instead of the
spatio-temporal one, ii) specification of the loss function
without the consistency term Lc. All the ablation experi-
ments were run on the DAVIS2016 validation set. Results
are collected in Table 1. We can observe that the spatio-
temporal motion model improves the performance of the
method, by taking into account the possible motion evo-
lution within the sub-volume. Above all, the introduction
of the temporal consistency term Lc in the loss function is
drastically beneficial. The ablation study demonstrates the
pivotal role of the two components acting at two levels of
temporal consistency in the flow segmentation

5.3. Quantitative and comparative evaluation

We report in Table 2 the results obtained by our
method on the three datasets DAVIS2016, SegTrackV2 and
FBMS59, along with those obtained by other existing meth-
ods. Since our method is fully unsupervised and only uses
optical flow as input, we focus on similar methods for a fair
comparison. We consider the method categories that we
proposed in [24] regarding input and training, by the way
very close to other propositions. We have added a category
w.r.t. the network input for two very recent methods, [6, 9],
that only use RGB images as imput at test time, the optical
flow being only involved in the loss function. Additionally,
the OCLR method [43] exploits human-annotated sprites to
generate realistic shapes in the synthetic data used in the
training. We consider the OCLR version taking only op-
tical flow as input. The post-processing added to the CIS
method [46], based on Conditional Random Fields (CRF),
is an heavy one, which leads most authors to retain only the
version without post-processing for a fair comparison.

Overall, our method shows convincing performance
w.r.t. comparable methods, namely, unsupervised meth-
ods taking optical flow as input. Temporal consistency was
properly handled by our method and gave quite satisfying
results. More specifically, our method shows an excellent
performance on DAVIS2016 and a very good performance
on FBMS59. Regarding SegTrackV2, this dataset includes
sequences filmed with a poorly controlled handheld camera,
which leads to unstable sequences where the contribution of
our method cannot be as significant.

5.4. Qualitative visual evaluation

Fig.3 contains several visual results to demonstrate how
our method behaves on different situations. We display
result samples obtained on different videos of the bench-
marks. We can observe that the segmentation are globally



Method Training Input DAVIS2016 SegTrack V2 FBMS59
J ↑ F ↑ J ↑ J ↑

Ours

Unsupervised

Flow

73.2 70.3 55.0 59.4
EM [24] 69.3 70.7 55.5 57.8
MoSeg [45] 68.3 66.1 58.6 53.1
FTS [31] 55.8 47.8 47.7
TIS0 [14] 56.2 45.6 - -
OCLR* [43] (flow-only) 72.1 - 67.6 65.4
GWM [6] RGB (Flow in loss) 79.5 - 78.3 77.4
MOD [9] 73.9 - 62.2 61.3
TISs [14]

RGB & Flow
62.6 59.6 - -

CIS - No Post [46] 59.2 45.6 36.8
CIS - With Post [46] 71.5 62.0 63.6
DyStab - Dyn [47]

Supervised Features
Flow 62.4 40.0 49.1

DyStab - Stat&Dyn [47] RGB & Flow 80.0 73.2 74.2
ARP [16] 76.2 70.6 57.2 59.8
MATNet [49] Supervised Flow 82.4 80.7
COSNet [21] RGB 80.5 79.5 - 75.6

Table 2. Results obtained with our method (K = 4) on DAVIS2016, SegTrackV2, and FBMS59, including comparison with unsupervised
and supervised methods (scores from cited articles). The Jaccard index J expresses the correct overlap (intersection over union) between
the extracted segments and the ground truth, while F focuses on segment boundary accuracy (the higher the better). Performance is
assessed by the average score over all samples, for all datasets but DAVIS2016. For the latter, the overall score is given by the average
of sequence scores. *OCLR is not a truly unsupervised method since it relies on human-annotated sprites to get realistic shapes in the
synthetic data used in the training.

Figure 3. Results obtained with our method using four masks (K = 4), but the network may not necessarily use all the four masks. Two
groups of results. For each group, the first row depicts one image of the video, the second row contains the optical flow input represented
with the usual HSV color code, the third row displays motion segments (given by layers that are not necessarily connected) with one colour
per segment. Samples are drawn from the different datasets.

accurate. Since our method can involve K masks, we can
properly handle articulated motions, or the presence of sev-

eral moving objects in the scene, as illustrated in Fig.3. We
must keep in mind that our actual target is the OFS task,



Figure 4. Impact of temporal consistency on several situations with our method (K = 4). Two groups of results from top to bottom. First
group: two cases of amodal segmentation, in fact corresponding to a repeated image in the video file mimicking a stop (first row contains
optical flow input, second row displays motion segments). Second group: one case exemplifying the action of the temporal consistency
term Lc of the loss function (short term) and of the temporal linkage (long term) to maintain the same mask labels over time (first row
contains optical flow input, second row displays motion segments obtained without Lc, third row includes motion segments obtained with
Lc and temporal linkage).

even if we evaluate our method on VOS benchmarks. Since
the VOS benchmarks mainly deal with the segmentation of
one primary object moving in the foreground, it may occur
some discrepancies with OFS. For instance, the segmen-
tation of additional parts w.r.t. VOS ground truth makes
nonetheless sense from the OFS standpoint. Let us mention
the cases of a moving car in the background, two animals
running, ripples on the water, motion parallax due to static
objects in the foreground, as illustrated in several examples
of Fig.3. It can affect the overall scores reported in Table 2.

We gather in Fig.4 several result samples that demon-
strate the benefit of the short-term and long-term temporal
consistency provided by our method, with respectively the
Lc term of the loss function defined in eq.(4) and the tempo-
ral linkage described in Subsection 3.4. Our method is able
to recover the moving object segment when the object is
temporarily static, showing its ability to segment amodally
without any dedicated training, as shown in the first group
of Fig.4. The second group highlights how our method can
maintain the same mask labels in the video. Additional re-
sults can be found in the supplementary material.

6. Conclusion
We have designed an original unsupervised method5 for

the segmentation of multiple motions in a video. It fully

5https://github.com/Etienne-Meunier-Inria/ST-Space-Time-Flow-
Segmentation

leverages the temporal dimension of the motion segmenta-
tion problem. To the best of our knowledge, our method is
the first unsupervised network-based OFS method involv-
ing short- and long-term temporal consistency, which leads
to stable OF segmentation along the video. It introduces at
training time spatio-temporal parametric motion models in
sub-volumes, and a loss term expressing temporal consis-
tency over consecutive masks while taking care of occlu-
sions. In addition, the method allows for an easy temporal
linkage of the motion segments throughout the video.

Our 3D network is flexible by design. It can straight-
forwardly handle different choices of mask number for the
multiple motion segmentation. Different flow sub-volumes
can be envisaged as input, including forward and backward
in time. Besides, we have proposed an efficient way to code
U-nets, which can be easily generalized beyond motion seg-
mentation. Experimental results on several datasets demon-
strate its efficiency and its accuracy by providing compet-
itive results. Future work could leverage the latent repre-
sentation of the segment motion over the video, which can
contribute for example to a motion similarity measure.
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